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The philosophy, skills, and knowledge essential 
for global health practice continue to improve 
with experience. The objective, of course, is the 

improvement of health for everyone in the world, or 
global health equity. The means to achieve that objec-
tive require harnessing every resource and skill pos-
sible in every country. When it comes to health, no 
country is more important than any other.

The United States has direct experience with the 
returns of global investment in health. When Pres-
ident Lyndon Johnson provided funds for global 
smallpox eradication in 1966, the United States had 
not had a case of smallpox for 17 years. It would have 
been easy to say this was not an American problem. 
Yet the investment to eliminate smallpox in the rest 
of the world had immediate financial benefits because 
treating Americans with adverse effects caused by the 
vaccine was no longer necessary. We did not have to 
tolerate 6 to 8 deaths each year due to the vaccine. 
And savings were realized in foreign quarantine pro-
cedures as well. This country recoups its investment 
in smallpox eradication every 3 months—more than 
150-fold, to date, and it will continue forever, an 
infinite  benefit–cost ratio.

Because of the increasing number of global health 
programs, health benefits continue to accrue for every 
country. More than 35,000 deaths are averted each day 
in children younger than the age of 5, as compared to 
60 years ago, when my interest in global health was 
kindled. In addition to smallpox, we stand at the brink 
of eradicating Guinea worm disease and polio. The 
number of measles deaths has declined by more than 
95% and, according to the World Bank, 250,000 peo-
ple move out of poverty every day. It is a miraculous 
time for global health.

And science marches on, in ways that promise 
even more benefits in the next decade. Immuniza-
tion rates are improving, new vaccines are becoming 
available, and the world is slowly moving to address 
chronic diseases, environmental health problems, and 
injury control in larger geographic areas. Even the 
health problems associated with global warming now 
engage many countries, including the largest polluters 

of the environment. Evolution is evident in humanity’s 
responses to its global health problems.

No global health decision stands alone. Instead, 
such decisions are always dependent on political 
decisions and compromises. It is difficult enough to 
gain agreement on a local level, where groups are 
acquainted and share many experiences. It is many 
times more difficult to achieve agreement across polit-
ical and cultural divides. Global health workers are 
forced to learn diplomatic skills and to understand 
the art of cross-cultural transactions. Despite such 
difficulties, some of my best professional memories 
involve meetings, discussions, and field activities 
involving people of various cultures and languages. 
Successful approaches thrive on the shared knowledge 
of people with different life experiences.

For all of the improvements, there are, neverthe-
less, areas of concern. The rapid expansion of academic 
programs in global health presents practical problems 
for students. We need more teachers who have actu-
ally worked in resource-poor situations. I attended a 
superb tropical public health program 50 years ago, 
but not a single faculty member had actually lived in 
tropical areas, although they were frequent consul-
tants to field programs. The training of pediatricians, 
surgeons, or internists involves hands-on experiences. 
Likewise, we need to increase the ability of students to 
have problem-solving experiences in poor areas, while 
they are still in school.

This text also addresses the very real shortcomings 
of how global health is organized. We are often critical 
of the World Health Organization (WHO) and other 
agencies without acknowledging that we organized 
them to be dysfunctional. WHO has regional offices 
that can undercut the WHO headquarters decisions 
because the United States insisted, 70 years ago, on 
strong regional offices in its attempt to protect the Pan 
American Health Organization. We imposed the bur-
den of 195 health ministers as WHO’s board of direc-
tors, and annually tell WHO to reduce its budget. Then 
we condemn WHO for an inadequate response to the 
Ebola virus. It is time to ask what has been learned 
in 70 years and how we can use that experience to 
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improve our global organizations to better protect the 
health of all.

Finally, WHO promoted primary health care 
at the Alma Ata conference 40 years ago, yet we 
are still struggling to implement village-level inter-
ventions and better understand the social deter-
minants of health. This year the world will again 
come together at a conference in Kazakhstan to 
recommit to strengthening primary health care in 
order to achieve universal health coverage and the 
Sustainable Development Goals. No risk factor is 
as great as poverty. Nevertheless, while progress is 
being made and the World Bank has championed 
the cause, deliberate action to reduce poverty is still 
an underdeveloped tool in the daily lives of health 

departments in every country. Moreover, keeping 
people healthy helps to keep them productive. The 
world will not be a great place for any of us until it is 
a great place for all of us.

Drs. Merson, Black, and Mills have again brought 
us a comprehensive text that helps to make sense of 
an enlarging and challenging field. It is an enormously 
valuable guide for students, teachers, practitioners, 
and researchers alike, which helps to map out the jour-
neys of those who will change the future and make our 
planet a healthier one.

William Foege
Professor Emeritus, Rollins School of Public Health, 

Emory University
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Michael H. Merson, Robert E. Black, and Anne J. Mills

The three of us are privileged to serve as faculty 
at universities that provide education every year 
to hundreds of graduate and undergraduate 

students motivated to learn about global health issues 
and challenges. Many of these students plan to or have 
already begun careers in global health research, policy, 
practice, teaching, or administration. This text is writ-
ten for these students around the world, as well as for 
those who teach and mentor them. In this Introduc-
tion, we define global health, provide a brief history 
of the field, and summarize its many accomplishments 
and challenges. We then explain how we put this Fourth 
Edition together and how we think it can best be used.

 ▸ What Is Global Health?
Global health is a burgeoning field, which has seen a 
major surge of interest as an area of academic study in 
the last decade. Essentially, global health has replaced 
international public health in both concept and reality. 
International public health focuses on the application 
of the principles of public health to health problems 
and challenges that affect low- and middle-income 
countries (LMICs) and to the complex array of global 
and local determinants that influence them. Global 
health maintains this focus, but places much greater 
emphasis on health issues that concern many coun-
tries or that are affected greatly by transnational deter-
minants, such as climate change or urbanization. 
This greater emphasis on the scope and location of 
health problems provides the opportunity to address 
cross-border issues as well as domestic health dispari-
ties in high-income countries.

While international public health primarily 
applies the principles of public health, there is now 
agreement that success and progress in improving 
health around the world requires a multidisciplinary 
and interdisciplinary approach that includes, yet 
extends beyond, public health. Professionals from 
many disciplines and academic fields possess the skills 
and knowledge needed to understand the various 

determinants of health and develop strategies that will 
address these determinants, thereby sharing goals to 
improve the health of populations. These disciplines 
and professional fields include social and behavioral 
sciences (including sociology, economics, psychol-
ogy, anthropology, political science, and international 
relations), biomedical and environmental sciences, 
engineering, business and management, public policy, 
law, history, and divinity. Furthermore, while efforts to 
reduce health disparities should focus on prevention, 
treatment, care, and curative strategies must also be 
addressed when developing solutions to global health 
challenges. This call for multipronged action further 
emphasizes the need for a multidisciplinary approach.

In addition, while social justice must continue to 
be a central pillar of health, the approach to achiev-
ing health equity and finding solutions to reducing 
health disparities must now much more strongly 
emphasize global cooperation. Rather than following 
a model that transfers ideas and resources from high- 
income countries, organizations, or funding agencies 
to low- and middle-income settings, it is imperative 
to pursue “a real partnership, a pooling of experience 
and knowledge, and a two-way flow between devel-
oped and developing countries” when implementing 
health interventions or programs (Koplan et al., 2009,  
p. 1995).

Today we live in an increasingly connected world, 
but the challenges to reduce health disparities are 
considerable, and the tenets of global health provide 
a unique insight and strategic approach to addressing 
them. Given this evolution in our thinking, there has 
been an understandable interest in defining global 
health. In 1997, the U.S. Institute of Medicine (IOM) 
released a report that broadly defined global health 
as “health problems, issues, and concerns that tran-
scend national boundaries, may be influenced by cir-
cumstances or experiences in other countries, and are 
best addressed by cooperative actions and solutions” 
(Board on International Health, 1997, p. 1). More than 
10 years later, IOM amended its definition, describing 
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global health “not just as a state but also as the goal of 
improving health for all people by reducing avoidable 
disease, disabilities, and deaths” (Committee on the 
U.S. Commitment to Global Health, 2009, p. 5).

Although a number of other definitions for global 
health have been proposed, we prefer the definition of 
global health that was adopted by the Consortium of 
Universities for Global Health (CUGH). CUGH was 
formed to promote, facilitate, and enhance the growth 
of global health as an academic field of study. It has 
defined global health as follows: 

[A]n area for study, research, and practice 
that places a priority on improving health 
and achieving equity in health for all people 
worldwide. Global health emphasizes trans-
national health issues, determinants, and 
solutions; involves many disciplines within 
and beyond the health sciences and promotes 
interdisciplinary collaboration; and is a syn-
thesis of population-based prevention with 
individual-level clinical care. (Koplan et al., 
2009, p. 1995)

When providing this definition, an effort was 
made to explain the differences between public health, 
international health, and global health. While these 
terms certainly share areas of overlap, this comparison 

helps to draw out global health’s distinctive qualities. 
(EXHIBIT I-1).

 ▸ A Brief History of Global Health
Tracing the roots of global health brings us to the 
history of international public health. This history 
encompasses the origins of public health and can be 
viewed as the story of how populations experience 
health and illness; how social, economic, and polit-
ical systems create the possibilities for healthy or 
unhealthy lives; how societies create the preconditions 
for the production and transmission of disease; and 
how people, both as individuals and as social groups, 
attempt to promote their own health or avoid illness 
(Rosen & Morman, 1993). A number of authors have 
documented this history (Arnold, 1988; Basch, 1999; 
Leff & Leff, 1958; Rosen & Morman, 1993; Winslow &  
Hallock, 1933). A brief history is presented here pri-
marily to provide a perspective for the challenges that 
face us today (EXHIBIT I-2).

The Origins of Public Health
It is difficult to select a date for the origins of the field 
of public health. Some would begin with Hippocrates, 
whose book Airs, Waters, and Places, published around 

EXHIBIT I-1 Global Health, International Health, and Public Health

Global Health International Health Public Health

Focuses on issues that directly or 
indirectly impact health but can 
transcend national boundaries .

Focuses on health issues of countries 
other than one’s own, especially 
those of LMICs .

Focuses on issues that impact 
the health of the population of a 
particular community or nation .

Development and implementation 
of solutions often require global 
cooperation .

Development and implementation 
of solutions usually involve 
binational cooperation .

Development and implementation 
of solutions usually do not involve 
global cooperation .

Embraces both prevention in 
populations and clinical care of 
individuals .

Embraces both prevention in 
populations and clinical care of 
individuals .

Mainly focused on prevention 
programs for populations .

Health equity among nations and for 
all people is a major objective .

Seeks to help people of other 
nations .

Health equity within a nation or 
community is a major objective .

Highly interdisciplinary and 
multidisciplinary within and beyond 
health sciences .

Embraces but has not emphasized 
multidisciplinarity .

Encourages multidisciplinary 
approaches, particularly within 
health sciences and with social 
sciences .
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400 BC, was the first systematic effort to present the 
causal relationships between environmental factors 
and disease and offer a theoretical basis for an under-
standing of endemic and epidemic diseases. Others 
would cite the introduction of public sanitation and 
an organized water supply system by the Romans in 
the first century AD. Many would select the bubonic 
plague (“Black Death”) pandemic of the 14th century, 
which began in Central Asia; was carried on ships to 
Constantinople, Genoa, and other European ports; 
and then spread inland, killing 25  million persons 
in Europe alone. In responding to this devastating 
infectious disease, the Great Council of the city of 
Ragusa (now Dubrovnik, Croatia) followed a conta-
gion theory, which recommended the separation of 
healthy and sick populations; it issued a document 
stating that outsiders entering the city must spend 
30 days in the restricted location of nearby islands 
(Stuard & NetLibrary, 1992). The length of time for 
this isolation period, dubbed trentino, was eventually 
increased from 30 to 40 days, introducing the con-
cept of the modern quarantine (Gensini, Yacoub, & 
Conti, 2004).

The Middle Ages was also the period when many 
cities in Europe, particularly through the formation 
of guilds, took an active part in establishing hospitals 

and other institutions to provide medical care and 
social assistance. At the same time, many European 
countries began to expand their horizons abroad, 
by exploring and colonizing new lands. The travel-
ers brought some diseases with them (e.g., influenza, 
measles, smallpox), and those who settled in these 
colonial outposts were forced to confront diseases 
that had never been seen in Europe (such as syphi-
lis, dysentery, malaria, and sleeping sickness). Euro-
pean explorers also carried pathogens from one part 
of Africa to another, and from one area of the globe to 
another (e.g., from Africa to North America through 
the slave trade). On long voyages, the greatest enemy 
of the sailor was often scurvy—at least until 1875, 
when the British government issued its famous order 
that all men-of-war should carry a supply of lemon 
juice as a preventive measure.

The Age of Enlightenment (1750–1830) was a piv-
otal period in the evolution of public health. It was a 
time of social action in relation to health, as reflected 
by the new interest taken in the health problems of 
specific population groups. During this period, rapid 
advances in technology led to the development of fac-
tories. In England and elsewhere, this industrialization 
was paralleled by expansion of the coal mines. The 
Industrial Revolution had arrived. During this period, 

EXHIBIT I-2 History of Global Health: A Summary

400 BC: Hippocrates presents the causal relationship between environment and disease .

First century AD: Romans introduce public sanitation and organize a water supply system . 

14th century: The “Black Death” (bubonic plague) leads to quarantine and cordon sanitaire .

Middle Ages: Colonial expansion spreads infectious diseases around the world .

1750–1850: The Industrial Revolution results in extensive health and social improvements in cities in Europe and the 
United States .

1850–1910: Knowledge about the causes and transmission of communicable diseases is greatly expanded .

1910–1945: Significant reductions in child mortality occur . Schools of public health and international foundations and 
intergovernmental agencies interested in public health are established .

1945–1990: The World Bank, World Health Organization (WHO), and other United Nations agencies are created . WHO 
eradicates smallpox . The Alma Ata conference gives emphasis to primary health care . The HIV/AIDS pandemic begins . The 
United Nations Children’s Fund (UNICEF) leads efforts to ensure universal childhood immunization . Greater attention is 
given to noncommunicable diseases (NCDs) .

1990–2000: Priority is given to health-sector reform, the impact of and responses to globalization, cost-effectiveness, 
and public–private partnerships in health .

2000–2010: Priority is given to equity, social determinants of health, health and development, use of innovative 
information and communications technologies, declaration of the Millennium Development Goals (MDGs), and response 
to influenza .

2010–2020: Priority is given to climate change’s impact on health, growing burden of NCDs, increasing threat of emerging 
and re-emerging diseases, global health security, universal health coverage, proliferation of innovative technologies for 
delivery of prevention and care services, and the declaration of the Sustainable Development Goals (SDGs) .
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sanitaire the populations of the cities of England and 
other industrialized nations grew enormously, with 
overcrowded, unsanitary conditions in these urban 
areas leading to outbreaks of cholera and other epi-
demic diseases, which ultimately resulted in high rates 
of child mortality. Near the end of this period, signif-
icant efforts were made to address these problems. 
Improvements were made in urban water supplies and 
sewerage systems, municipal hospitals arose through-
out cities in Europe and the east coast of the United 
States, laws were enacted limiting children’s ability to 
work, and data on deaths and births began to be sys-
tematically collected in many places.

As industrialization continued, it became obvious 
that more efforts to protect the health of the public 
were needed. These changes occurred first in England, 
regarded as the first modern industrial country, 
through the efforts of the noted social reformer Edwin 
Chadwick. Beginning in 1832, he headed up the royal 
Poor Law Commission, which undertook an extensive 
survey of health and sanitation conditions throughout 
the country. The work of this commission led in 1848 
to the Public Health Act, which created a General 
Board of Health that was empowered to appoint local 
boards of health and medical officers of health to deal 
effectively with public health problems. The impact of 
these developments was felt throughout Europe and 
especially in the United States, where it stimulated cre-
ation of health departments in many cities and states.

Cholera, which in the first half of the 19th 
 century spread in waves from South Asia to the Mid-
dle East and then to Europe and the United States, 
did the most to stimulate the formal international-
ization of public health. The policy of establishing a 
cordon  sanitaire— an action applied by many Euro-
pean nations in an effort to control the disease—had 
become a major restraint on trade, necessitating an 
international agreement. In 1851, the First Interna-
tional Sanitary Conference was convened in Paris to 
discuss the role of quarantine in the control of cholera, 
plague and yellow fever, which were causing epidem-
ics throughout Europe. Although no real agreement 
was reached, the conference laid the foundations for 
international cooperation in health.

The latter part of the 19th century was distin-
guished by the enormous growth of knowledge in 
the area of microbiology, as exemplified by Louis 
Pasteur’s proof of the germ theory of disease, Robert 
Koch’s discovery of the tubercle bacillus, and Walter 
Reed’s demonstration of the role of the mosquito in 
transmitting yellow fever. Between 1880 and 1910, the 
etiologic causes and means of transmission of many 

communicable diseases were discovered in laborato-
ries in North America and Europe. The development 
of this knowledge base was paralleled by related dis-
coveries in the sciences of physiology, metabolism, 
endocrinology, and nutrition. Dramatic decreases 
were soon seen in child and adult mortality thanks to 
improvements in social and economic conditions, dis-
covery of vaccines, and implementation of programs 
in health education. The way was now clear for the 
development of public health administration based on 
a scientific understanding of the principles involved in 
the transmission of communicable diseases.

The first two decades of the 20th century wit-
nessed the establishment of three formal intergovern-
mental public health bodies: the International Sanitary 
Bureau to serve nations in the western hemisphere 
(in 1904); l’Office Internationale d’Hygiene Publique 
in Paris, which was concerned with prevention and 
control of the main quarantinable diseases (in 1909); 
and the League of Nations Health Office (LNHO) in 
Geneva, Switzerland, which provided assistance to 
countries on technical matters related to health (in 
1920). In 1926, LNHO commenced publication of 
Weekly Epidemiological Record, which evolved into a 
weekly publication of the World Health Organization 
(WHO) and still is published today. LNHO also estab-
lished many scientific and technical commissions, 
issued reports on the status of many infectious and 
chronic diseases, and sent its staff around the world 
to assist national governments in dealing with their 
health problems.

In North America and countries in Europe, the 
explosion of scientific knowledge in the latter part of 
the 19th century and the belief that social problems 
could be solved stimulated universities, such as Johns 
Hopkins, to establish schools of public health. In 
France, public subscriptions helped to fund the Insti-
tut Pasteur (named in honor of Louis Pasteur) in Paris, 
which subsequently developed a network of institutes 
throughout the francophone world that produced sera 
and vaccines and conducted research on a wide variety 
of tropical diseases. Another significant development 
during this period was the founding of the Rockefel-
ler Foundation (in 1909) and its International Health 
Commission (in 1913). During its 38 years of opera-
tion, the commission cooperated with many govern-
ments in campaigns against endemic diseases such as 
hookworm, malaria, and yellow fever. The Rockefeller 
Foundation also provided essential financial support 
to help establish medical and public health schools 
around the world; and later international health 
programs in a number of American and European 
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schools of medicine and public health. All of these 
developments were paralleled by the development and 
strengthening of competencies in public health among 
the militaries of the United States and the countries 
of Europe, stimulated in great part by the buildup to 
and realities of World War I. Following the war, there 
was increasing recognition that much ill health in the 
colonial world was not easily solvable with medical 
interventions alone, but rather was intractably linked 
to malnutrition and poverty.

Some historians would date the beginning of 
international public health to the end of World War II. 
The ending of European colonialism, the need to 
reconstruct the economies of the United States and the 
countries of Western Europe, and the rapid emergence 
of newly independent countries in Africa and Asia 
were all forces that led to the creation of many new 
intergovernmental organizations. The United Nations 
Monetary and Financial Conference, held in Bretton 
Woods, New Hampshire, in 1944 and attended by rep-
resentatives from 43 countries, resulted in the estab-
lishment of the International Bank for Reconstruction 
and Development (more commonly known as the 
World Bank) and the International Monetary Fund. 
The former initially lent money to countries only at 
prevailing market interest rates, but in 1960 it began to 
provide loans to poorer countries at much lower inter-
est rates and with far better terms through its Interna-
tional Development Association. It was not until the 
early 1980s, however, that the World Bank began to 
accelerate greatly its provision of loans to countries for 
programs in health and education. By the end of that 
decade, these loans had become the greatest source of 
foreign assistance to LMICs (Ruger, 2005).

In the decade after World War II, many other 
United Nations organizations (e.g., UNICEF) and 
specialized agencies (such as WHO) were formed to 
assist countries in strengthening their health, social, 
and economic sectors. In addition, most of the wealth-
ier industrialized countries established agencies or 
bureaus that funded bilateral projects in specific 
LMICs. Among the historical colonial powers, such 
assistance was most often provided to their former 
colonies.

Many of the international health efforts in the 
1960s and 1970s were dedicated to the control of spe-
cific diseases. A global effort to control malaria was 
hampered by a number of operational and technical 
difficulties, including the vector’s increasing resis-
tance to insecticides and the parasite’s resistance to 
available antimalarial drugs. In contrast, the cam-
paign to eradicate smallpox, led by WHO, successfully 

eliminated the disease in 1981 and stimulated the 
establishment of the Expanded Program on Immu-
nization, which focused on the delivery of effective 
vaccines to infants. Also, during the 1970s, two large 
international research programs were initiated under 
the co-sponsorship of various United Nations agen-
cies: The Special Program for Research on Human 
Reproduction (focusing on development and testing 
of new contraceptive technologies) and the Tropical 
Disease Research Program (providing support for the 
development of better means of diagnosis, treatment, 
and prevention of six tropical diseases, including 
malaria). Greater attention also was gradually given 
to chronic diseases, commonly known as noncom-
municable diseases (NCDs), such as cardiovascular 
and cerebrovascular diseases and cancer.

In 1978, WHO organized a conference in Alma 
Ata in the former Soviet Union that prioritized the 
delivery of primary healthcare services and set the goal 
of “health for all by the year 2000.” Rather than focus-
ing solely on control of specific diseases, this confer-
ence called for international efforts to strengthen the 
capacities of LMICs to extend their health services 
to populations with poor access to prevention and 
care. The concerns of tropical medicine, which were 
concentrated on the infectious diseases of warm cli-
mates, were replaced by an emphasis on the provision 
of health services to reduce morbidity and premature 
mortality in resource-poor settings (De Cock, Lucas, 
Mabey, & Parry, 1995). Given the limited financial and 
managerial capacities of many governments, increased 
attention was paid to the role of nongovernmental 
organizations (NGOs) in providing these services. 
As a result, many mission hospitals, particularly in 
sub-Saharan Africa, expanded their activities in their 
local communities, the number of local NGOs began 
to increase, and a number of international NGOs (e.g., 
Save the Children, Oxfam, Médecins Sans Frontières) 
greatly expanded their services, often with support 
from bilateral agencies. Disease-specific efforts—most 
notably UNICEF’s Child Survival Program, with its 
acronym GOBI (growth charts, oral rehydration, 
breastfeeding, immunization) and its goal of univer-
sal childhood immunization by 1990—were seen by 
many as programs that both focused on specific health 
problems and provided a means of strengthening 
health systems.

The emergence of what is sometimes called 
“the new public health” was heralded by the Ottawa 
Charter of 1986, which was meant to provide a plan 
of action to achieve the “health for all” targets set 
forth at Alma Ata. The Ottawa Charter pioneered the 
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definition of health as a resource for development, 
rather than merely a desirable outcome of develop-
ment. The prerequisites for health that were outlined 
in the charter were diverse and included peace, shelter, 
education, food, income, a stable ecosystem, sustain-
able resources, social justice, and equity. Moreover, the 
charter emphasized the importance of structural fac-
tors that affect health on a societal level, rather than 
focusing only on the risk behaviors of individuals. It 
called on the worldwide health community to address 
health disparities by engaging and enabling peo-
ple to take charge of their health at community and 
 policy-making levels. This shift from a “risk behavior” 
focus to an emphasis on “risk environment” contin-
ues to resonate in contemporary public health practice 
and research.

One hugely influential development in the 1980s 
was the onset of the human immunodeficiency virus 
(HIV)/acquired immunodeficiency syndrome (AIDS) 
pandemic. By the time a simple laboratory test to 
detect HIV was discovered in 1985, more than 2 mil-
lion persons in sub-Saharan Africa had been infected. 
In 1987, WHO formed the Global Programme on 
AIDS, which within 2 years became the largest inter-
national public health effort ever established, with an 
annual budget of $90 million and 500 staff working in 
Geneva, Switzerland, and in more than 80 LMICs. In 
1995, with some 20 million persons infected with HIV 
(mostly living in LMICs), and with the understand-
ing that the pandemic could be brought under control 
only through a multisectoral effort, the program was 
transformed into a joint effort of UN agencies known 
as the Joint United Nations Programme on HIV/AIDS 
(UNAIDS). The global response to HIV/AIDS helped 
to shape the field of global health from its emphasis on 
intersectoral collaboration, health and human rights, 
global advocacy for health, and focus on prevention 
and treatment. 

The Origin and Growth of Global Health
The end of the Cold War ushered in dramatic changes 
that stimulated the development of the new concept of 
global health. Major shifts in political and economic 
ideologies led to a reconsideration of the role of gov-
ernments, including how they should finance and 
deliver public services. Greater attention was given 
to increasing the role of civil society and the private 
sector in achieving universal health coverage. Indeed, 
global health as it relates to health systems in the last 
decade of the 20th century and the first two decades of 
the 21st century can be characterized by its emphasis 

on health-sector reform, cost-effectiveness as an 
important principle in the choice of interventions, and 
public–private partnerships in health, paralleled by a 
rapid expansion of innovative technologies.

Although rising incomes have long been known 
to improve health status, increased attention has been 
paid to the relationship between health and pov-
erty, and the importance of a healthy population for 
achieving economic development. Participation of 
sectors other than the health sector is now viewed 
as essential for achieving a healthy population. More 
and more countries are experiencing the demographic 
transition to societies with rapidly increasing num-
bers of middle-aged and older adults, and in turn are 
being challenged with providing preventive and care 
services that address health problems of both the poor 
and the wealthy simultaneously. Increasing life expec-
tancy, urbanization, and resultant changing lifestyles 
have contributed to an ever-increasing burden of 
NCDs. India and China, for example, now have high 
rates of cardiovascular disease, stroke, and diabetes. 
Not surprisingly, issues regarding equity in the avail-
ability of drugs and vaccines and in access to other 
technological advances have drawn greater attention. 
Healthy populations are also now viewed as essential 
for domestic security.

The first decade of the 21st century witnessed the 
addition of new multifaceted and complex issues to the 
list of global health challenges—among them, human 
migration and displacement, bioterrorism, emerging 
pathogens, climate change, and disaster preparedness. 
It was within this context that the United Nations Gen-
eral Assembly adopted the Millennium Declaration in 
September 2000 as a set of guiding principles and key 
objectives for international cooperation. The declara-
tion underscored the need to address inequities that 
have been created or worsened by globalization, and 
to form new international linkages to achieve and pro-
tect peace, disarmament, poverty eradication, gender 
equality, a healthy environment, human rights, and 
good governance. The goals dealing specifically with 
development and poverty eradication become known 
as the Millennium Development Goals (MDGs); three 
of them pertained primarily to health (shown in bold 
in EXHIBIT I-3). In addition, Goal 1 included reduction 
in childhood undernutrition. All 191 member states 
of the UN pledged to meet the MDGs by 2015.

Building on the achievements of the MDGs (cov-
ered later), as well as learning from their limitations, 
the United Nations adopted the 2030 Agenda for Sus-
tainable Development in 2015. Central to this agenda 
are the SDGs which comprise 17 goals, 169 associated 
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targets, and 230 indicators to guide global sustainable 
development through to 2030; the goals are shown 
in EXHIBIT I-4. The SDGs seek a more integrated 
approach to address the challenges of an increasingly 
global and integrated world. While there is only one 
health- specific goal—Goal 3: “Good health and well- 
being”—it has 13 associated targets and there are 
many linkages between health and the other SDGs 
and associated targets. For example, Goal 2 includes 
elimination of nutritional deficiencies. Achieving the 
SDGs will require consistent monitoring and evalua-
tion and both global and national commitment.

In the years since the previous edition of this text 
was published, there have been a number of note-
worthy successes in global health, partly due to the 
MDGs. Notably, substantial progress was made in 

achieving the three health-related MDG goals cited 
earlier. First, mortality among children younger 
than age 5 dropped 56%, from 12.6 million deaths 
in 1990 to 5.6 million deaths in 2016 (WHO, 2017a). 
Second, maternal mortality worldwide decreased by 
44% between 1990 and 2015 (WHO, 2016b). Third, 
there was an almost 26% reduction in malaria deaths 
between 2006 and 2016 (Global Burden of Disease 
[GBD] Causes of Death Collaborators, 2017). In addi-
tion, in 2016, the number of people who were infected 
annually with HIV declined to 1.8 million—a more 
than 50% reduction since 1996, when there were 
3.5  million new infections. The number of AIDS- 
related deaths fell by 48% (to 1 million deaths) since 
the peak in 2005 (UNAIDS, 2017a. In addition, for 
the first time since the eradication of smallpox, we are 

EXHIBIT I-3 Millennium Development Goals

1 . Reduce extreme poverty and hunger by one-half
2 . Achieve universal primary education
3 . Promote gender equality and empower women

 4. Reduce under-5 mortality by two-thirds
 5. Reduce maternal mortality by three-fourths
 6. Reverse the spread of HIV/AIDS, malaria, tuberculosis, and other major diseases
 7 . Ensure environmental sustainability
 8 . Develop a global partnership for development, with targets for aid, trade, and debt relief

EXHIBIT I-4 Sustainable Development Goals

Goal 1: End poverty in all its forms everywhere
Goal 2: End hunger, achieve food security and improved nutrition, and promote sustainable agriculture
Goal 3: Ensure healthy lives and promote well-being for all at all ages
Goal 4: Ensure inclusive and equitable quality education and promote lifelong learning opportunities for all
Goal 5: Achieve gender equality and empower all women and girls
Goal 6: Ensure availability and sustainable management of water and sanitation for all
Goal 7: Ensure access to affordable, reliable, sustainable, and modern energy for all
Goal 8: Promote sustained, inclusive, and sustainable economic growth, full and productive employment, and decent 
work for all
Goal 9: Build resilient infrastructure, promote inclusive and sustainable industrialization, and foster innovation
Goal 10: Reduce inequality within and among countries
Goal 11: Make cities and human settlements inclusive, safe, resilient, and sustainable
Goal 12: Ensure sustainable consumption and production patterns
Goal 13: Take urgent action to combat climate change and its impacts
Goal 14: Conserve and sustainably use the oceans, seas, and marine resources for sustainable development
Goal 15: Protect, restore, and promote sustainable use of terrestrial ecosystems, sustainably manage forests, combat 
desertification, halt and reverse land degradation, and halt biodiversity loss
Goal 16: Promote peaceful and inclusive societies for sustainable development, provide access to justice for all, and build 
effective, accountable, and inclusive institutions at all levels
Goal 17: Strengthen the means of implementation and revitalize the global partnership for sustainable development
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on the verge of eliminating another major global dis-
ease from the world: 2017 saw the lowest case count 
of polio in recorded history (Polio Global Eradication 
Initiative, 2017).

The recent successes in fighting malaria and HIV/
AIDS are attributable in great part to the expansion of 
access to treatment, financed primarily by the Global 
Fund to Fight AIDS, Tuberculosis and Malaria (the 
Global Fund), and the President’s Emergency Plan for 
AIDS Relief (PEPFAR). Moreover, the Global Fund’s 
performance-based funding and decision-making 
processes have made important contributions to the 
practice of aid, particularly in encouraging manage-
ment for results, participation of civil society, mutual 
accountability, and broad-based country and local 
ownership.

 ▸ Current Challenges in  
Global Health

We have witnessed major improvements in the 
health of populations over the past century, with the 
pace of change increasing rapidly in LMICs since 
the  Bretton Woods Conference. Global health—and, 
more broadly, an improved understanding of how 
social, behavioral, economic, and environmental fac-
tors influence the health of populations—has con-
tributed to these improvements to a greater extent 
than expanded access to medical care. Nevertheless, 
these improvements have not been universal, dispar-
ities between rich and poor both between and within 
countries remain, and the challenges of global health 
have never been greater.

Despite recent progress, we still have far to go in 
terms of maternal and child health. Millions of chil-
dren still die before reaching the age of 5 due to dis-
eases that could be simply and affordably prevented 
and treated (UNICEF, 2016). Hundreds of thousands 
of women continue to die annually from preventable 
complications of pregnancy and childbirth, and most 
of these deaths occur in LMICs (WHO, 2016b).

Infectious diseases—once thought to have 
been vanquished as major killers—have 
emerged or reemerged around the world as 
top threats to health and well-being. Despite 
recent progress, the AIDS pandemic is far 
from over. In particular, prevention efforts 
need to be targeted toward vulnerable popula-
tions who are still at high risk for HIV/AIDS, 
such as girls and young women in sub-Saharan 

Africa—a population that accounts for more 
than 70% of new HIV infections among ado-
lescents. (USAID, 2017)

We have seen infectious diseases travel from 
endemic regions to previously unaffected areas (e.g., 
Zika virus), and others newly emerge. The 2013-
2016 Ebola outbreak in West Africa was an alarm-
ing wake-up call regarding the danger of epidemics 
in urban areas and the frail state of our global health 
security. The underlying causes of many emerging 
infectious diseases can be traced to human-initiated 
social and environmental changes, including climatic 
and ecosystem disturbances, trends in food con-
sumption and production, close proximity of humans 
and animals in household settings, and unsafe med-
ical practices (Kuiken, Fouchier, Rimmelzwaan, & 
 Osterhaus, 2003). This relationship has given rise to 
the disciplines of One Health, an approach that seeks 
to address and mitigate the effects on health arising 
from the interfaces between humans, animals, and 
environments (Gibbs, 2014) and Planetary Health, 
which studies the health of human civilizations and 
the  systems—political, economic, and social—on 
which they depend (The Lancet Planetary Health, 
2017). Furthermore, globalization forces, including 
increased trade and movement of people, have led 
to far greater opportunities for infectious disease to 
spread around the world quickly, as evidenced by the 
severe acute respiratory syndrome (SARS) epidemic in 
2002–2003. In 2012, an estimated 12.6 million deaths 
were attributable to environmental factors, many of 
which were related to effects of climate change (Pruss-
Ustun, Wolf, Corvalan, Bos, & Neira, 2016). Other 
health consequences of climate change and environ-
mental biodegradation will be experienced through 
increased water and food insecurity, extreme cli-
mactic events, displaced populations, and vulnerable 
human settlements (Jamison et al., 2013). Resistance 
to antibiotics is also rising among populations around 
the globe, making infections harder and more expen-
sive to treat and threatening the gains we have made in 
combatting infectious diseases.

NCDs were once considered a problem afflicting 
only high-income nations whose populations had 
achieved long life expectancies. Today, NCDs are the 
leading causes of death worldwide; they accounted for 
more than 70% of global deaths in 2016, an increase 
of 16% since 2006 (GBD Causes of Death Collabo-
rators, 2017). Ischemic heart disease and stroke are 
the leading causes of death globally, accounting for 
15 million deaths in 2015 (WHO, 2017b). The rise of 
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NCDs is especially apparent in LMICs, where 78% of 
global NCD deaths occurred in 2015 (WHO, 2017b). 
Globalizing forces that have imported Western life-
style habits, such as increased trade and trade liber-
alization, tobacco use, and increased consumption of 
processed foods, have fueled these disease trends. In 
addition, despite the high burden imposed by men-
tal illness, and especially depressive disorders, and 
the high percentage of global disability and mortality 
attributable to them, only recently have these disor-
ders been given the attention they deserve (Summer-
grad, 2016). As a result of the overall increase in all 
types of NCDs and the lingering problem of infec-
tious diseases, many LMICs face a double burden 
of disease, putting more strain on their already frail 
healthcare systems.

The importance of improving the performance 
of health systems to achieve reductions in mortality 
and morbidity has become widely accepted, includ-
ing the need to address the global health workforce 
crisis (WHO, 2006). Health systems need adequate 
resources to meet the changing and growing needs of 
the populations they serve. An estimated 40 to 50 mil-
lion new health and social care workers will be needed 
by 2030 to reach the SDGs, 18 million of whom are 
needed in LMICs (WHO, 2016a). WHO has identi-
fied the critical need to strengthen health systems so 
as to fight poverty, foster development, and maintain 
and improve the health of people around the world. 
It has set the goal of achieving universal health cov-
erage, meaning that all persons can access needed 
health services of sufficient quality to be effective 
and not cause financial hardship. As the world faces 
increasing threats from emerging and re-emerging 
infectious diseases, strong basic healthcare systems 
will also be essential to support global health security 
and to avoid crippling national and global pandemics 
(Horton, 2018).

One means for expanding access to health ser-
vices has been the use of mobile phone technology. By 
2021, 5.5 billion people are predicted to have access to 
mobile phones, and more people in Africa will have 
access to mobile phones than to running water (Thorn-
ton, 2017). Mobile phone initiatives are now aimed at 
improving healthcare services in many countries, as 
they are increasingly being used for disaster manage-
ment, reminders for people to get vaccinations, health 
screening tests, and social marketing. Emerging drone 
technology also has been harnessed to improve access 
to health care by transporting blood, contraceptive 
products, and medical supplies to remote areas, or 
during natural disasters. These technologies, and 

others like them, will surely play a pivotal role in the 
future of global health.

In recent years, the growth in the number of ref-
ugees and displaced persons around the world has 
been startling. By the middle of June 2017, more 
than 65 million people had been forced to leave their 
homes (United Nations High Commissioner for Refu-
gees, 2017)— the highest number recorded in 70 years 
(Mohammadi, 2016). In addition to humanitarian and 
economic repercussions, this population upheaval 
puts displaced populations at increased risk for both 
infectious and NCDs due to overcrowding, poor san-
itation, and lack of access to health care, and overbur-
dens the health systems in the refugees’ host countries.

There is a broad consensus that poverty is the 
most important underlying cause of preventable 
death, disease, and disability on a global level. While 
the number of people living in poverty remains unac-
ceptably high, progress has been made in reducing 
the global poverty rate: 10.7% of the world popula-
tion lived below the poverty line in 2013, compared to 
42% in 1981 (The Economist, 2017). This progress has 
been partly due to advances made in literacy, access 
to housing, safe water, sanitation, food supplies, and 
urbanization. Even so, 50% of the world’s extremely 
poor live in sub-Saharan Africa (Hollenhorst, 2016), 
reflecting the particular challenges of social and eco-
nomic development in that region.

Meeting the global health challenges we face today 
and in the future will require new forms of financing 
and cooperation. Changing global economies have 
altered traditional global health funding mechanisms. 
Contributions to health assistance from donor coun-
tries have more or less flattened in recent years, while 
LMICs are rightfully taking on more responsibility for 
financing their domestic health sector due in part to 
the increasing economic growth in these countries. In 
2015, for example, domestic resources accounted for 
57% of total HIV/AIDS funding (UNAIDS, 2017b). 
However, many low-income countries are far from 
being able to raise enough domestic revenue to replace 
development assistance for health. International and 
intersectoral cooperation between UN agencies with 
an established health role, other international bodies 
such as the World Trade Organization, regional bod-
ies such as the European Union, bilateral agencies, 
NGOs, foundations, and the private sector, including 
pharmaceutical companies, will need to be enhanced. 
Global organizations such as the Bill & Melinda Gates 
Foundation, the Global Fund, and GAVI, the Vac-
cine Alliance, have taken on significant leadership 
roles and in many cases have surpassed the older, 
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more traditional actors in global health governance. 
These organizations have not only injected signifi-
cant amounts of funds into the global system, but also 
brought a new, more informal and personal style of 
operation. Ensuring the ideal structure, effective func-
tioning, and financing of this global health system will 
itself be an enormous challenge for the next decade of 
global health (National Academies of Sciences, Engi-
neering, and Medicine, 2017).

 ▸ Use and Content of This Text
This text has been prepared with future global health 
challenges foremost in mind. Its focus is on diseases, 
programs, health systems, and health policies in LMICs, 
making reference to and using examples from the 
United States, Western Europe, and other high-income 
countries as appropriate.1 Individual chapters present 
information on health issues that transcend national 
boundaries and are of concern to many countries.

Our intent has been, first and foremost, to pro-
vide a text for graduate students from various dis-
ciplines and professions who are studying global 
health. Given its broad range of content, the text as a 
whole may serve as the main source for an introduc-
tory graduate course on global health. Experience 
with the previous editions has shown that it also can 
be used as a reference text for undergraduate courses 
in global health. Alternatively, some chapters (or 
parts of chapters) can be used in graduate or under-
graduate courses dedicated to more specific subjects 
and topics. Ideally, students who use the text in this 
way will be stimulated to explore other chapters once 
they have read the assigned material. Moreover, the 
text can serve as a useful reference for those already 
working in the field of global health in government 
agencies, health and development agencies, NGOs, 
or the private sector.

Because of the many dynamic areas and subjects 
we wanted to cover, we chose to prepare an edited text. 
We selected content experts for each chapter rather 
than presuming to have the expertise to write the 
entire text ourselves. We recognize that an edited text 
has its shortcomings, such as some inconsistencies in 
style and presentation and occasional overlap in chap-
ter content. We have done our best to limit these dis-
advantages, and hope the reader will agree that those 

1A classification of countries can be found on the World Bank’s website: https://datahelpdesk.worldbank.org/knowledgebase/topics 
/19280-country-classification.

that remain are a small price to pay for fulfilling our 
goal of providing the reader with the highest-quality 
content.

Another consequence of the dynamic nature of 
global health is the occasional difficulty in providing 
the most up-to-date epidemiologic information on 
all causes of mortality and morbidity. To assist the 
reader in obtaining this information, we have pro-
vided salient references in various chapters, including 
internet resources.

This is the fourth edition of the text. In planning 
its preparation, we sought advice on how to improve 
it from those who prepared chapters in the first three 
editions, as well as from faculty in various countries 
who were using the text in their courses; we also exam-
ined important current and emerging trends in global 
health. The text has 21 chapters, including four new 
chapters that have been added in response to feedback 
from these reviewers.

The first four chapters set the background. The 
Measures of Health and Disease in Populations chapter 
reviews the importance of using quantitative indica-
tors for decision making in health. It presents the latest 
developments in the measurement of health status and 
the global burden of disease, including the increasing 
use of composite measures of health that combine the 
effects of disease-specific morbidity and mortality on 
populations. It then reviews current estimates and 
future trends in selected countries and regions, as well 
as the global burden of disease. 

The Culture, Behavior, and Health chapter exam-
ines the social, cultural, and behavioral parameters 
that are essential to understanding public health 
efforts. This chapter describes key concepts in the 
field of anthropology, particularly as they relate to 
health belief systems. It presents theories of health 
behavior that are relevant to behavior change with 
examples of specific national and community pro-
grams in various areas of health. The importance of 
combining qualitative and quantitative methodol-
ogies in measuring and assessing health status and 
programs is emphasized.

The 1946 WHO constitution established that “the 
highest attainable standard for health as a fundamen-
tal right of every human being” (WHO, 2014, p. 1). 
The Global Health, Human Rights and Ethics chapter 
is new to this edition of the text in recognition of the 
inextricable link between human rights and health. 
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It begins by defining global health in the context of 
human rights and ethics and by describing the impor-
tance of these concepts in global health approaches. 
Ebola, Zika, HIV/AIDS, and sugar-sweetened bev-
erages are used as case studies to explore the role of 
human rights and ethics in a global health response. 
Finally, the chapter discusses the many challenges 
faced in implementing these approaches.

Addressing the underlying causes of ill health 
that stem from complex social, political, historical, 
economic, and environmental factors is crucial to 
improving health and addressing health inequity. 

The Understanding and Acting on Social Determi-
nants of Health and Health Equity chapter presents and 
explains these determinants. It focuses on the devel-
opment and application of conceptual frameworks for 
understanding the social determinants of health, the 
implications of social determinants on health systems 
and services, the role of social determinants of health 
in an increasingly globalized world, and the impor-
tance of evaluating actions that address social deter-
minants and health equity.

The next three chapters are devoted to the three 
greatest public health challenges traditionally faced 
by LMICs: reproductive health, infectious diseases, 
and nutrition. Reproductive health has long been 
addressed primarily through family planning pro-
grams directly intended to reduce fertility, and 
through programs that prevent sexually transmitted 
infections. The Reproductive Health chapter presents 
more current views of this area that broaden the con-
cept to include empowerment of women in making 
decisions about their health and fertility. It provides 
information on population growth and demographic 
changes around the world, reviews how women con-
trol their fertility, indexes the effects of various social 
and biological determinants of fertility, and exam-
ines the impact of family-planning services and 
programs.

Collectively, infectious diseases have historically 
been the most important causes of premature mor-
tality and morbidity in LMICs. The Infectious Dis-
eases chapter presents the descriptive epidemiologic 
features and available prevention and control strat-
egies for the infectious diseases that are of greatest 
public health significance in these countries today—
namely, vaccine-preventable diseases; diarrhea and 
acute respiratory infections in children; tuberculo-
sis, influenza, malaria, and other parasitic diseases;  
HIV/AIDS and other sexually transmitted diseases; 
and emerging infectious diseases and new dis-
ease threats, including Zika and Ebola. The chapter 

also addresses concerns about antimicrobial resis-
tance. Examples of successful control programs are 
described, as are the challenges and obstacles that 
confront LMICs in implementing them.

Nutritional concerns in LMICs are diverse, rang-
ing from deprivation and hunger to consequent 
deficiencies in health, survival, and quality of life in 
some regions. The Nutrition chapter focuses on sev-
eral spheres of nutrition that are of utmost concern 
in these countries, including undernutrition and its 
components of protein- and energy-related malnutri-
tion and micronutrient deficiencies at various stages 
of life; food insecurity; the interaction of nutrition 
and infections; the role of breastfeeding and comple-
mentary feeding in ensuring healthy children; and 
currently implemented nutrition-specific interven-
tions and programs. It also considers the nutrition 
transition and the growing problem of overweight and 
related metabolic diseases in adults observed in more 
affluent segments of populations in rapidly develop-
ing countries. Finally, the chapter discusses the cost- 
effectiveness of nutritional interventions.

The next four chapters address the shifting and 
emerging global health priorities in NCDs, injury, 
mental health, environmental and occupational 
health, and complex emergencies.

NCDs are generally characterized by a long 
latency period, prolonged course of illness, noncon-
tagious origin, functional impairment or disability, 
and incurability. The Chronic Diseases and Risks chap-
ter covers the global epidemiology of these diseases, 
particularly their prevalence in LMICs, as well as the 
impact they have on health and economies. The chap-
ter also discusses the four key risk  factors—poor diet, 
tobacco, alcohol and substance abuse, and low physi-
cal activity—that serve as determinants and proposes 
approaches, programs, and policies required to ade-
quately prevent and manage these diseases at national 
and global levels.

The Unintentional Injuries and Violence chapter 
discusses both unintentional injuries (ones for which 
there is no evidence of predetermined intent, such as 
road accidents and occupational injuries) and inten-
tional injuries or violence that is planned or intended 
(including injuries related to self-directed, interper-
sonal, and collective violence). The chapter provides 
an overview of the global burden of injuries, outlines 
the causes of and risk factors for them, describes 
evidence-based interventions that can successfully 
reduce their impact, and considers the opportunities 
and challenges that can move forward an injury pre-
vention agenda at the global level.
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Mental health is finally starting to receive the 
attention commensurate with its great importance to 
the disability and disease burden in LMICs. The Global 
Mental Health chapter charts the historical develop-
ment of public mental health; considers various con-
cepts and classifications of mental disorders, taking 
into account the influence of cultural factors in the 
development of psychiatric classifications; and reviews 
what is known about the epidemiology and etiology of 
the more common disorders, including anxiety and 
mood disorders, psychotic disorders, substance abuse 
disorders, epilepsy, developmental disabilities, and 
dementia. The chapter reviews mental health policies, 
human resources for mental health care, and the evi-
dence for the prevention and treatment of major men-
tal disorders, and provides guidance on implementing 
mental health services into health systems. Lastly, 
the chapter addresses the importance of research and 
emerging research priorities.

The Environmental and Occupational Health 
chapter provides a comprehensive review of environ-
mental and occupational health issues in LMICs, and 
its new title reflects an increased focus on occupa-
tional health and its link to environmental health. The 
chapter examines the global burden of environmen-
tal health hazards in five categories: household (e.g., 
water and sanitation), workplace (e.g., on farms, in 
mines, and in factories), community (e.g., outdoor air 
pollution), and regional and global levels (e.g., climate 
change, ozone depletion, and biodiversity). It covers 
important methodology issues in the field and pro-
vides several case studies on the most pressing issues. 
The chapter concludes with a discussion on future pri-
orities for environmental health research and policy.

The Complex Emergencies chapter focuses on the 
global health challenges that characterize conflicts 
that occur within and across state boundaries, have 
political antecedents, and are protracted in duration. 
It considers the causes of complex emergencies (par-
ticularly the political causes) and their impact on pop-
ulations and health systems, and reviews the technical 
interventions that can limit their adverse effects on 
the health of populations. Attention is drawn to the 
importance of an effective and efficient early response 
in influencing the long-term survival of populations 
and health systems and the nature of any post-conflict 
society that is established. The chapter also reviews the 
impact of natural disasters.

The next three chapters are concerned with the 
development and implementation of effective health 
systems, which have a crucial influence on the abil-
ity of countries to address their disease burden and 

improve the health of their populations. The Design 
of Health Systems chapter focuses mainly on the 
healthcare system. It provides a conceptual map of the 
health system along with its key elements; addresses 
the fundamental and often controversial question as 
to the role of the state; and considers the key functions 
of any health system—namely, regulation, financ-
ing, resource allocation, and services provision. It 
includes extensive references to country experiences 
in strengthening the various dimensions of health sys-
tems, and reviews current issues. Five country exam-
ples are used throughout the chapter to illustrate key 
differences in health systems across the world.

Public Health Infrastructure is a new chapter that 
defines public health functions and the tangible and 
intangible aspects that make up the public health 
infrastructure. These include the institutions, knowl-
edge, and commodities involved in supporting public 
health at local, national, and global levels. The chapter 
discusses ways to strengthen the public health sys-
tem, including universal health coverage, human and 
material resources, and emergency response systems. 
It also examines issues surrounding global health 
security, the International Health Regulations, and the 
need for research and development to improve public 
health practice.

As multipurpose and multidisciplinary endeav-
ors, health systems require coordination among 
numerous individuals and units. Thus they require 
effective and efficient management and planning. The 
Management and Planning for Global Health chapter is 
dedicated to this topic. It details the important aspects 
of the political, social, and economic context in which 
a management process must operate; discusses the 
organizational structures under which healthcare sys-
tems may be organized, including the role of the pri-
vate sector; examines the critical processes of planning 
and priority setting; looks at issues in the management 
of resources, focusing on finance, resource allocation, 
staffing, transport, and information; and concludes by 
discussing some cross-cutting themes, such as man-
agement style, accountability, and sustainability.

The Pharmaceuticals chapter is dedicated to this 
key element of a health system. It focuses on access, 
availability (both upstream issues and country-level 
distribution and management systems), and afford-
ability of pharmaceuticals and their safe and effective 
use. It also discusses the pharmaceutical system archi-
tecture and reflects on coordination and priority set-
ting in a complex global environment.

Health technology and innovation resources have 
grown exponentially in recent years and have the ability 
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to transform healthcare delivery. The newly added 
Innovation, Technology, and Design chapter exam-
ines the process of technical innovation and design, 
and explores the impact it can have on health. The 
chapter focuses on three critical areas of innovation 
in global health: mobile health technologies; point-of-
care diagnostics; and improved access technologies. 
As innovative technologies achieve their full potential 
only when they are successfully scaled up, the chapter 
outlines methods on how to ensure technologies can 
be translated into the field. It concludes by discussing 
some of the gaps in health care that might potentially 
be addressed by new innovations.

The Evaluations of Large-Scale Health Programs 
chapter covers the important area of evaluation sci-
ence and addresses the rationale for and the design 
of summative impact evaluation of programs being 
scaled up and delivered to large populations and 
aimed at delivering several biological and behavioral 
interventions together. To describe the planning, 
design, and execution of program evaluations and 
data analyses, the authors use three evaluations as 
examples: An Integrated Community Case Manage-
ment of Childhood Illness program, an accelerated 
child survival development initiative, and a voucher 
scheme for  insecticide-treated bed nets.

Health and health systems interrelate with a nation’s 
economy in two main ways. The first, as noted earlier, 
comprises the bidirectional relationships between 
health status and national income and development. 
For example, health affects income through its impact 
on labor productivity, saving rates, and age structure; 
in turn, a higher income improves health by increasing 
the capacity to produce food and have adequate hous-
ing and education, and through incentives for fertility 
limitation. The second type of interaction concerns 
linkages among healthcare delivery institutions, health 
financing (including insurance) policies, and economic 
outcomes. The Health and “The Economy” chapter 
reviews both of these challenging and closely related 
topics, which are critical to government policy makers 
seeking the best ways to improve the quality of life of 
their populations, and are particularly important for 
those countries transitioning between low-, middle-, 
and high-income status.

The global trading system has both direct and 
indirect impacts on the health of populations, but is 
a factor that is often overlooked by health profession-
als and was addressed only tangentially in the previ-
ous edition of this text. Given its importance, we have 

added a new International Trade and Health chapter 
that examines the relationships among international 
trade, determinants of health, and health care. It out-
lines international trade agreements, describes the 
surrounding political context, and reviews the global 
health community’s involvement in this field.

Finally, the Global Health Governance and Diplo-
macy chapter addresses the role of governance and 
globalization in global health, bringing together mate-
rial included in the previous edition’s two chapters on 
cooperation in global health and globalization and 
health. It covers the various institutional arrangements 
that respond to global health needs through collective 
action, considers how these have shifted over time, 
and assesses the governance challenges faced by the 
global health community. It concludes with thoughts 
on how to strengthen global health governance and its 
institutional architecture in the future.

Many case studies can be found in exhibits scat-
tered throughout the text. They provide concrete 
examples and illustrations of key points and con-
cepts covered in each chapter. At the conclusion of 
each chapter is a list of questions that can help course 
instructors stimulate classroom discussions about 
important issues covered in the chapter.

The editors recognize that this text could include 
separate chapters on many other topics—maternal 
and child health and implementation or delivery sci-
ence, for example. We have opted instead to provide 
in-depth information on the core subjects that were 
selected, although we did our best to cover some 
aspects of these and other topics in one or more 
chapters.

In many ways, global health stands today at an 
important crossroads. Its greatest challenge is to con-
front global forces, while at the same time promoting 
local, evidence-based, cost-effective, and responsive 
programs that deal with both disease-specific prob-
lems and more general issues, such as poverty and 
gender inequality. Global health–related research is 
essential to gain a better understanding of the deter-
minants of illness and of innovative approaches to pre-
vention and care, as well as to find means of improving 
the efficiency and coverage of health systems. Whether 
as practitioners, policy makers, or researchers, global 
health professionals can make an enormous difference 
by being well trained and sensitive to the beliefs, cul-
ture, and value systems of the populations with whom 
they collaborate or serve. We hope this text will aid in 
this process.
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CHAPTER 1

Measures of Health and 
Disease in Populations
Abdulgafoor M. Bachani and Adnan A. Hyder

In its 1948 charter, the World Health Organiza-
tion (WHO) defined health as “a state of complete 
physical, mental and social well-being and not 

merely the absence of disease or infirmity.” Although 
this is an important ideological conceptualization, 
for most practical purposes, objectives of health pro-
grams are more readily defined in terms of prevention 
or treatment of disease. Disease has been defined in 
many ways and for a variety of reasons; distinctions 
may be made between disease, sickness, and illness. 
For purposes of defining and measuring disease bur-
den, a general definition will be used in this text: Dis-
ease is anything that a person experiences that causes, 
literally, “dis-ease”—that is, anything that leads to dis-
comfort, pain, distress, disability of any kind, or death 
constitutes disease. It may be due to any cause, includ-
ing injuries or psychiatric conditions.

It is also important to be able to diagnose and 
classify specific diseases to the extent that such clas-
sification aids in determining which health interven-
tion programs would be most useful. Thus, defining 
disease, understanding the pathogenesis of the disease 
process, and knowing which underlying risk factors 
lead to this process are critical for understanding and 
classifying causes so as to determine the most effective 
prevention and treatment strategies for reducing the 
effects of a disease or risk factor. Just as the purpose 
of diagnosis of a disease in an individual patient is 

to provide the right treatment, so the major purpose 
of working through a burden of disease analysis in a 
population is to provide the basis for the most effec-
tive mix of health and social program interventions.

Developments in the measurement of population 
health status and disease burden over the past two 
decades include the increasing use of summary, com-
posite measures of health that combine the mortality 
and morbidity effects of diseases into a single indica-
tor; the availability of results of Global Burden of Dis-
ease (GBD) studies, which make use of such summary 
indicators; and developments in the measurement 
of disability and risk factors. The more traditional 
approaches to measuring health are widely available 
in other public health textbooks and will be used for 
illustrative and comparative purposes here.

This chapter is divided into five sections. The first 
section explains the reasons for and approaches to 
measuring disease burden in populations, describes 
the need for using quantitative indicators, highlights 
the importance of using data for decision making 
in health, and lists a variety of major health indica-
tors currently in widespread use. The second section 
critically reviews methods for developing and using 
composite measures that combine the mortality and 
morbidity from diseases in populations at national 
and regional levels. It explores the potential util-
ity of these measures and discusses their limitations 
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and implications. The third section demonstrates the 
application of these methods for measurement of 
health status and assessment of global health trends. 
It reviews current estimates and forecasts trends in 
selected countries and regions, as well as examines the 
global burden of disease. The fourth section reviews 
important underlying risk factors of disease and dis-
cusses recent efforts to measure the prevalence of 
major risk factors and to determine their contribu-
tions to regional and global disease burdens. The final 
section provides conclusions for the chapter.

 ▸ Reasons for and Approaches to 
Measuring Health and Disease

Rationale
The many reasons for obtaining health-related infor-
mation all hinge on the need for data to guide efforts 
toward reducing the consequences of disease and 

enhancing the benefits of good health. These include 
the need to identify which interventions will have the 
greatest beneficial effect, to identify emerging trends 
and anticipate future needs, to assist in determining 
priorities for expenditures, to provide information for 
education to the public, and to help in setting health 
research agendas. The primary information require-
ment is for understanding and assessing the health sta-
tus of a population and its changes over time. In recent 
years, practitioners have emphasized the importance 
of making evidence-based decisions in health care. 
There is little reason to doubt that evidence is better 
than intuition, but realizing its full benefits depends 
upon recognizing and acting upon the evidence. This 
chapter examines evidence—the facts of health and 
disease—and demonstrates how to assemble this evi-
dence so that it can assist in better decision making 
concerning health and welfare.

A well-documented example of the relationship 
between decision making and data can be seen in a clas-
sic health systems project in Tanzania (EXHIBIT 1-1). This 

EXHIBIT 1-1 Using Evidence to Improve a Health System: An Example from Africa

The Tanzania Essential Health Interventions Project (TEHIP), a joint venture of the Tanzanian Health Ministry, the 
International Development Research Centre (IDRC), and the Canadian International Development Agency, starting in 
1996 was conducted in two rural districts—Morogoro and Rufiji—with a combined population of approximately 700,000. 
The annual health spending in Tanzania was about $8 per capita. In Morogoro and Rufiji, TEHIP added resources on the 
condition that they be spent rationally; in other words, the amount of money spent on interventions should reflect 
the burden of disease. TEHIP conducted burden of disease analysis for the two districts and established a demographic 
surveillance system (DSS). The routine data from the DSS provided information for the district teams to support resource 
allocation based on disease burden. The organization found that the amount that the local health authorities spent 
on addressing each disease bore little relation to the actual burden of disease. Although childhood problems (e.g., 
pneumonia, diarrhea, malnutrition, measles) constituted 28% of the disease burden, only 13% of the budget was devoted 
to addressing them. Other conditions, meanwhile, attracted more than their fair share of resources. For example, 22% of 
the budget was targeted to tuberculosis, even though it accounted for less than 4% of years of life lost.

TEHIP promoted the use of burden of disease analysis, district accounts, and other mapping tools for more rational 
decision making in the districts. It also brought management tools and community voice techniques to the district 
teams. The result was better ability of district-level healthcare workers and managers to control and allocate resources 
and processes related to healthcare provision. The district teams decided to spend more on neglected diseases for which 
cost-effective treatments or preventive measures were available. The extra $1 per capita was enough to allow the district 
health authorities to align their spending to reflect the real disease burden. For example, sexually transmitted diseases 
received 3% of the budget prior to TEHIP’s intervention; that percentage changed to 9.5% after the realignment. Malaria 
accounted for 30% of the years of life lost because of death and debilitating illness; the budget for malaria prevention and 
treatment programs increased from 5% of total spending in 1996 to 25% in 1998.

The results of TEHIP were documented as changes in health outcomes. In Rufiji, for example, infant mortality fell by 
40% in 5 years. In fact, just between 1999 and 2000, infant mortality fell from 100 deaths per 1,000 live births to 72 deaths 
per 1,000 live births, while the proportion of children dying before their fifth birthdays dropped by 14%, from 140 per 
1,000 to 120 per 1,000. The success of TEHIP and its approach led to replication and further innovation in not only Tanzania 
but also many other low- and middle-income countries (LMICs), including Burkina Faso, Ghana, and Nigeria.

For additional information on the TEHIP success story, visit the websites identified in the following sources.

Data from https://www.odi.org/sites/odi.org.uk/files/odi-assets/publications-opinion-files/7814.pdf; https://www.idrc.ca/en/article/tanzanias-healthcare-breakthrough; https://www 
.researchgate.net/publication/268341357_Tanzania_Essential_Health_Interventions_Project_An_Overview_of_TEHIP_Interventions_Tanzania_Ministry_Of_Health_TANZANIA 
_ESSENTIAL_HEALTH_INTERVENTIONS_PROJECT_TEHIP_Interventions_-An_Overview 
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case illustrates how able people with good intentions 
had been making decisions routinely, only to find that 
using established methods to collect evidence on the 
burden of disease changed the nature and effectiveness 
of their own decisions. A major reason for the effective 
use of the evidence was that it was collected locally and 
put forward in a form helpful to decision makers.

Measuring Health and Disease
The relative importance (burden) of different diseases 
in a population depends on their frequency (incidence 
or prevalence), severity (the mortality and extent of 
serious morbidity), consequences (health, social, eco-
nomic), and the specific people affected (gender, age, 
social and economic position).

Counting Disease
The first task in measuring disease in a population is 
to count its occurrence. Counting disease frequency 
can be done in several ways, and it is important to 
understand what these different methods of counting 
actually mean. The most useful way depends on the 
nature of the disease and the purpose for which it is 
being counted. There are three commonly used mea-
sures of disease occurrence: cumulative incidence, 
incidence density, and prevalence.

Cumulative incidence, or incidence proportion, is 
the number or proportion of new cases of disease that 
occur in a population at risk for developing the disease 
during a specified period of time. For this measure to 
have meaning, three components are necessary: a defi-
nition of the onset of the event, a defined population, 
and a particular period of time. The critical point is 
new cases of disease—the disease must develop in a 
person who did not have the disease previously. The 
numerator is the number of new cases of disease (the 
event), and the denominator is the number of people 
at risk for developing the disease. Everyone included 
in the denominator must have the potential to become 
part of the group that is counted in the numerator. For 
example, to calculate the incidence of prostate can-
cer, the denominator must include only men, because 
women are not at risk for prostate cancer. The third 
component is the period of time. Any time unit can be 
used as long as all those counted in the denominator 
are followed for a period comparable with those who 
are counted as new cases in the numerator. The most 
commonly used time denominator is one year.

Incidence density, which is often simply called inci-
dence rate, is the occurrence of new cases of disease 
per unit of person-time. This metric directly incorpo-
rates time into the denominator and is generally the 

most useful measure of disease frequency; it is often 
expressed as new events per person-year or per 1,000 
person-years. Incidence is a measure of events (in this 
case, the transition from a nondiseased state to a dis-
eased state) and can be considered a measure of risk. 
This risk can be looked at in any population group, 
defined by age, sex, place, time, sociodemographic 
characteristics, occupation, or exposure to a toxin or 
any other suspected causal factor.

Prevalence is a measure of present status rather 
than of newly occurring disease. It measures the pro-
portion of people who have the defined disease at a 
specific point of time. Thus, it is a composite measure 
made up of two factors—the incidence of the disease 
that has occurred in the past and its continuation to 
the present or to some specified point in time. That 
is, prevalence equals the incidence rate of the disease 
multiplied by the average duration of the disease. For 
most chronic diseases, prevalence rates are more com-
monly available than are incidence rates.

Severity of Disease
To understand the burden of disease in a population, it 
is important to consider not only the frequency of the 
disease but also its severity, as indicated by the mor-
bidity and premature mortality that it causes. Prema-
ture mortality is defined as death before the expected 
age of death had the disease not occurred. Morbidity is 
a statement of the extent of disability that a person suf-
fers as a consequence of the disease over time and can 
be measured by a number of indicators, as discussed 
later in this chapter.

Mortality
Traditionally, mortality has been the most important 
indicator of the health status of a population. John 
Grant developed the first known systematic collection 
of data on mortality with the Bills of Mortality in the 
early 1600s in London. He described the age pattern 
of deaths, categorized them by cause as understood at 
the time, and demonstrated variations from place to 
place and from year to year. Mortality rates accord-
ing to age, sex, place, and cause continue to be central 
information about a population’s health status and a 
crucial input for understanding and measuring the 
burden of disease. Considerable literature exists on the 
use of mortality to indicate health status and its appli-
cation to national and subnational levels (Murray &  
Chen, 1992).

The fact of death by age, sex, and place is required 
by law in most countries through death registration, 
and in many countries the cause of death through death 
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certification is required as well. Both provide essential 
information about the health status of a population. 
Nevertheless, in many low-income countries, the fact 
of death, let alone its cause, is still not reliably available.

In high-income countries, vital statistics (i.e., the 
registration of births and deaths by age, sex, and place) 
are routinely collected and highly reliable. In most 
middle-income countries, the reliability and com-
pleteness of these data have been steadily improving 
and often are fairly satisfactory. In contrast, the col-
lection of vital statistics remains grossly incomplete in 
many low-income countries. An analysis of death reg-
istration in the course of the Global Burden of Disease 
study showed that vital registration data together with 
sample registration systems still do not cover 100% 
of global mortality. Survey data and indirect demo-
graphic techniques are needed to provide information 
on levels of child and adult mortality to paint a com-
plete picture of global mortality (GBD 2015 Mortality 
and Causes of Death Collaborators, 2016). Neverthe-
less, even in low-income countries, increasing use of 
survey methods is delivering useful estimates of the 
mortality rates for the population younger than age 
5 years and other populations.

Obtaining information about cause of death 
remains difficult even in many middle-income coun-
tries; a lot of information depends on special surveys 
or studies of select populations. Verbal autopsies (VAs) 
have been used increasingly for judging the likely cause 
of death, especially for children younger than age 5. 
This method comprises structured questions admin-
istered by trained interviewers with family members 
after a death; the information is then reviewed by phy-
sicians (or computers) to assign a cause of death using 
algorithms. VAs are useful for assessing some causes 
of death such as neonatal tetanus and severe diarrhea, 
but their sensitivity and specificity may be limited 
for diseases whose symptoms are variable and non-
specific, such as malaria (Anker et  al., 1999; Thatte, 
Kalter, Baqui, Williams, & Darmstadt, 2009). Recently, 
automated systems for analyzing VA data have been 
developed and are being tested.

Age-specific mortality profiles are a prerequisite 
for a burden of disease analysis. Although extensive 
work has been done to document and analyze child 
mortality in low- and middle-income countries 
(LMICs), less has been done for adult mortality (Hill, 
2003). LMICs have higher rates of age-specific adult 
mortality than do high-income nations (GBD 2015 
Mortality and Causes of Death Collaborators, 2016; 
Lopez et  al., 2002; Murray & Chen, 1992). Indeed, 
mortality rates are higher for both women and men 
in LMICs at every age when compared with the 
high-income world. In Africa, the enormous increase 

in deaths of young and middle-aged women and men 
from acquired immunoeficiency syndrome (AIDS) 
has had a profound impact on mortality and survival 
(EXHIBIT 1-2).

Traditional indicators of mortality have been the 
standard for assessing population health status. Neo-
natal mortality rates (NMR; deaths of live-born infants 
before 28 days of age per 1,000 live births), infant mor-
tality rates (IMR; deaths of live-born infants before 
12  months of age per 1,000 live births), and child 
mortality (deaths of children younger than 5 years of 
age) are considered sensitive indicators of the overall 
health of nations. The United Nations Children’s Fund 
(UNICEF) publishes an annual global report that 
includes a ranking of nations based on these indica-
tors (UNICEF, 2015). These indicators have the added 
advantage of having been studied for their relation-
ships with other indicators of the social and economic 
development of nations. For example, a clear relation 
exists between the gross national product (GNP) per 
capita, which is an indicator of national wealth, and 
child mortality. In general, the higher the level of eco-
nomic development, the lower the rate of child mor-
tality. However, there are exceptions, and they need 
to be examined carefully. For example, Sri Lanka and 
the Indian state of Kerala are both low-income regions 
that have traditionally had low child mortality rates. 
These examples demonstrate that the relationship 
between mortality and poverty is complex and needs 
in-depth investigation.

There are major deficiencies in cause-specific 
mortality data in low- and most middle- income 
countries. In keeping with demographic and epidemi-
ologic transitions, the pattern of cause-specific mor-
tality changes at different levels of total mortality, with 
a general trend of decreasing infectious and parasitic 
disease cause-specific mortality with declining total 
mortality. Indeed, mortality from these communica-
ble causes has been a major reason for the historical 
difference between high- and low-mortality popula-
tions (Murray & Chen, 1992).

The cause of death certification system based on 
WHO’s International Classification of Diseases (ICD) 
has been used widely in many countries for many 
years (WHO, 2016). Despite the existence of this stan-
dardized process for categorizing deaths, variations 
in the reliability of these data occur because of varia-
tions in the training and expertise of the people who 
are coding causes of death, as well as the supervision 
and feedback provided. Nevertheless, there have been 
steady improvements in many countries, including 
automation of data collection and analysis, and these 
kinds of data provide some of the best information 
available on major causes of mortality.
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EXHIBIT 1-2 Trends of the HIV/AIDS Epidemic

Globally, AIDS is the leading infectious cause of death among 15- to 49-year-olds (Global Burden of Disease Risk Factors 
Collaborators et al., 2015). Untreated disease caused by the human immunodeficiency virus (HIV) has a case fatality rate 
that approaches 100% (WHO, 2003). Unknown more than 30 years ago, the HIV/AIDS epidemic has killed more than 35 
million people.

At the end of 2016, an estimated 36.7 million people were living with HIV/AIDS, with 69.5% of those individuals living 
in sub-Saharan Africa (WHO, 2017) . The prevalence of new HIV infections has increased by 60% in eastern Europe and 
Central Asia (TABLE 1-1) (UNAIDS, 2017; WHO, 2017).

HIV/AIDS is the tenth leading cause of disability-adjusted life years, accounting for 2.7% of this global burden. In terms 
of mortality, it is the eleventh leading cause of death among people of all ages, accounting for 2.1% of all deaths (Global 
Burden of Disease Risk Factors Collaborators et al., 2015). Nearly 42% of the 1 million global deaths from HIV/AIDS have 
occurred in East and Southern Africa (FIGURE 1-1) (UNAIDS, 2017).

TABLE 1-1 Global Summary of HIV and AIDS Epidemic

Number of people living with HIV Total 36.7 million (30.8–42.9 million)

Adults 34.5 million (28.8.4–40.2 million)

Women 17.8 million (15.4–20.3 million)

Children 2.1 million (1.7–2.6 million)

Number newly infected with HIV Total 1.8 million (1.6–2.1 million)

Adults 1.7 million (1.4–1.9 million)

Children 160,000 (100,000–220,000)

AIDS deaths Total 1.0 million (830,000–1.2 million)

Adults 890,000 (740,000– 1.1 million)

Children 120,000 (79,000–160,000)

Reproduced from Joint United Nations programme on HIV/AIDS (UNAIDS). (2017). UNAIDS Data 2017. Geneva, Switzerland: Author. Retrieved from http://www.unaids.org/sites/default/files/media 
_asset/20170720_Data_book_2017_en.pdf
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FIGURE 1-1 Trends in life expectancies and the HIV/AIDS epidemic.
Courtesy of Population Division of the Department of Economic and Social Affairs of the United Nations Secretariat. (2008). World population prospects: The 2008 revision. Retrieved from www.un.org/esa/population/publications/wpp2008/wpp2008 
_highlights.pdf

Reproduced from Joint United Nations programme on HIV/AIDS (UNAIDS). (2017). UNAIDS Data 2017. Geneva, Switzerland: Author. Retrieved from http://www.unaids.org/sites/default/files/media 
_asset/20170720_Data_book_2017_en.pdf; World Health Organization (WHO). (2017). Global health observatory (GHO) data – HIV/AIDS. Geneva, Switzerland: Author. Retrieved from http://www.who 
.int/gho/hiv/en/
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Mortality can be expressed in two important quan-
titative measures: (1) mortality rate (MR) and (2) case 
fatality ratio (CFR). The MR, a form of incidence rate, 
is expressed as the number of deaths in a defined 
population in a defined time period. The numera-
tor can be total deaths, age- or sex-specific deaths, or 
cause-specific deaths; the denominator is the number 
of persons at risk of dying in the stated category as 
defined earlier for incidence. Demographers use the 
notation XqY for the probability of dying in the Y years 
following age X at the then prevailing age-specific 
mortality rates for the population. Thus, 5q0 is the 
probability of death of newborns by age 5 years (see 
Table 1-2 later in this chapter), and 30q15 is the prob-
ability of death in young adults from age 15 to 45. The 
CFR is the proportion of those persons with a given 
disease who die of that disease (at any time, unless 
specified). The MR is equal to the CFR multiplied by 
the incidence rate of the disease in the population.

The distinction between the proportion of deaths 
attributable to a cause (number of deaths due to the 
cause divided by total number of deaths in a given 
population in a given time period) as compared to the 
probability of death from the cause (disease-specific 
MR) is important to understand. For example, the 
probability of death (and disability) from noncom-
municable causes (indeed, from virtually all causes) 
is higher in low- and middle-income regions than 
in the high-income world. However, the proportion 
of deaths and disability attributable to these chronic 
causes is smaller in LMICs than in wealthier countries 
because of the much larger toll taken by infectious and 
nutritional causes. With increasing economic devel-
opment, the risk of death and disability from chronic 
disease does not increase; rather, the proportion of 
deaths attributable to chronic disease increases as the 
proportion of deaths attributable to communicable 
and nutritional disease declines.

Demographic and Epidemiologic Transitions
The demographic transition describes the changes in 
birth and death rates that historically have accompa-
nied the shift from a traditional society to a modern 
society; it is detailed in other chapters. With modern-
ization, sharp declines in mortality have been followed 
by a reduction in fertility, albeit one that commonly 
lags behind the change in the death rate by years or 
decades. The term transition refers to the shift away 
from a stable population in which very high birth 
rates are balanced by very high death rates to a stable 
population in which low birth rates are balanced with 
low death rates. In between these extremes, as a soci-
ety undergoes modernization, there is a lag between 

falling mortality, especially in the under-5 age group, 
and the drop in birth rates that leads to explosive pop-
ulation growth. Thereafter birth rates fall and a new 
stage is reached in which birth and death rates are low 
and balance resumes. The result is a striking change in 
the age structure of the population, with a decreased 
proportion of children and an aging population. 
These changes in the population age distributions 
are reflected in the shift from a wide-based pyramid, 
reflecting larger numbers in the younger age groups, 
to a structure with a narrow base, nearly rectangular 
configuration, and nearly equal percentages in each 
age group.

In 1971, Omran described the underlying reasons 
for the demographic transition and used the term epi-
demiologic transition to explain the changing causal 
factors of disease that accounted for the dramatic drop 
in under-5 mortality, which was largely due to reduc-
tion in malnutrition and communicable diseases. 
Although high rates of maternal mortality are charac-
teristic of the low- and middle-income world, reduc-
tions in maternal mortality occur in a different time 
frame from those in under-5 mortality. Reductions in 
maternal mortality require a better-developed infra-
structure, including ready availability of surgical and 
blood transfusion capacity plus improved commu-
nication and transportation systems. Thus, drops in 
maternal mortality occur much further along the road 
toward economic development, and changes occur 
only after shifts in the child mortality have been seen.

Major changes in the patterns and causes of injury 
are also likely to occur with modernization. For exam-
ple, road traffic injuries tend to increase as countries 
go through the stage of development in which there is 
a great increase in vehicles and in the speeds at which 
they are operated before improved roads, appropriate 
laws and regulations, and law enforcement are in place 
(Crooper & Kopits, 2003; WHO, 2015). There may also 
be important shifts in the nature of violence and the 
people toward whom it is directed, related to crime pat-
terns, civil unrest, ethnic conflicts, and intrafamily ten-
sions (WHO, 2002b). The profound impact of the HIV/
AIDS epidemic was discussed earlier in Exhibit 1-2.

Other Health-Related Metrics
In addition to basic measures of mortality, morbid-
ity, and life expectation that are central for popula-
tion health status assessment, a variety of important 
health-related indicators are useful for specific pur-
poses. Many are discussed more fully in other chapters 
of this text; they are summarized in TABLE 1-2. Those 
related to the Sustainable Development Goals (SDGs) 
are discussed in EXHIBIT 1-3. 
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Type Indicator Definition/Interpretation

Demographic indicators: 
reproductive health

Maternal death Death of a woman while pregnant or up to 42 days 
post-delivery from any cause except accident

Maternal mortality ratio Maternal deaths per number of pregnancies 
(maternal deaths per 100,000 live births)

Maternal mortality rate Maternal deaths per number of women of 
reproductive age (maternal deaths per 100,000 
women aged 15–49)

Lifetime risk of maternal 
mortality

Cumulative loss of human life due to maternal 
death over the female life course

Total fertility rate Average number of children a woman would bear if 
she lived to the end of her reproductive period

Life expectation at birth Average number of years a newborn would live 
if his or her life were lived under the mortality 
conditions for the place and year in question

Anthropometric indicators: 
nutrition

Weight for age Underweight

Height for age Stunting

Weight for height Wasting

Mid-upper arm circumference Wasting

Mortality (death) indicators Mortality rate Number of deaths in a specified time period/number 
of persons at risk of dying during that period

Infant mortality rate Number of deaths of live born infants before 
12 months of age per 1,000 live births

Under-5 mortality rate Number of deaths of children younger than age 5 
per 1,000 live births averaged over the last 5 years

5q0 Probability of death of a newborn by age 5

Neonatal mortality rate Number of deaths of live-born infants before 28 
days of age per 1,000 live births

Stillbirth rate Number of babies born with no signs of life at or 
after 28 weeks’ gestation per 1,000 births

Perinatal mortality rate Number of fetal deaths (28 or more weeks of 
gestation) + postnatal deaths (first week) per 1,000 
live births

Disease frequency Endemic Usual occurrence of a given disease in a defined 
population

Epidemic Occurrence of a given disease in a defined population 
clearly in excess relative to its usual occurrence

Pandemic A worldwide epidemic involving large numbers

TABLE 1-2 Health-Related Metrics
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EXHIBIT 1-3 Sustainable Development Goals

On September 25, 2015, UN member states adopted 17 Sustainable Development Goals (SDGs) as part of the post–
Millennium Development Goals (MDGs) development agenda. The SDGs build on the goals identified under MDGs 
and broaden the scope to include new areas of focus—for example, climate change, economic inequality, innovation, 
sustainable consumption, and peace and justice—to improve overall well-being and life of current and future generations 
through sustainable means.

The 17 SDGs were divided into 169 quantifiable targets that are measured by 230 indicators. Of these, 21 targets and 
39 indicators are directly related to health. The health-related indicators include a variety of indicator types: incidence 
rates, prevalence “rates,” mortality rates, mortality ratios, birth rates, and proportion of target populations receiving an 
intervention.

Appendix 1 provides examples of some of the health-related SDG indicators.

Morbidity and Disability
Measures of mortality have been the principal indi-
cators of population health status for generations. 
Their relative ease of observation, availability of 
data, and history of use make mortality information 
useful for assessing and monitoring the health sta-
tus of populations. However, the key limitation with 
mortality-based indicators is that they “note the dead 
and ignore the living” (Kaplan & Anderson, 1996). 
Measurements of morbidity, by comparison, are more 
problematic because there is not a clearly defined end-
point such as death provides. In addition, several com-
ponents of disability need to be assessed, and there 
may be a substantial subjective aspect to grading the 
extent or severity of a condition.

The International Classification of Impairments, 
Disabilities, and Handicaps (ICIDH) was developed 
in the 1970s to classify nonfatal health outcomes as 
an extension of WHO’s ICD system (WHO, 1980). It 
was developed to more fully describe the impact of 
a given disease on an individual and on society, and 
to account for that disease’s heterogeneity of clinical 
expression and evolution in different individuals and 
societies. ICIDH categories included impairment (loss 
or abnormality of psychological, physiological, or ana-
tomic structure or function), disability (restriction or 
lack of ability to perform an activity considered nor-
mal), and handicap (disadvantage from a disability 
or impairment for a given individual based on the 
inability to fulfill a normal role as defined by age, sex, 
or sociocultural factors). These distinctions clarified 
more than just processes—they helped define the con-
tribution of medical services, rehabilitation facilities, 
and social welfare to the reduction of disability.

In 2002, WHO built on the ICIDH to develop the 
International Classification of Functioning, Disability, 
and Health, commonly known as ICF (WHO, 2002c). 
In this system, health-related domains are classified 
from the perspectives of the body, of the individual, 

and of society by means of two lists: a list of body func-
tions and structures, and a list of domains of activity 
and participation. Because an individual’s function-
ing and disability occur within a context, the ICF also 
includes a list of environmental factors that provide 
a description of that context. The ICF has become 
WHO’s framework for measuring health and disability 
at both individual and population levels. It was offi-
cially endorsed by all 191 WHO member states in the 
Fifty-Fourth World Health Assembly on May 22, 2001 
(resolution WHA 54.21). Unlike its predecessor, which 
was endorsed for field trial purposes only, the ICF was 
endorsed for use in member states as the international 
standard to describe and measure health and disability.

Using such classifications, indicators of 
disability—such as impairment-free, disability-free, 
and handicap-free life expectancies—have been devel-
oped. These, in turn, have been used to estimate 
health-adjusted life expectancies using severity and 
preference weights for time spent in states of less than 
perfect health.

Hospital inpatient discharge records—when they 
are based on good clinical evidence and coded by 
staff well trained in coding procedures—can provide 
high-quality data on the major causes of morbidity 
serious enough to require hospitalization. They also 
can provide good cause-of-death data for hospital-
ized persons, and some sense of the outcome status of 
those with serious conditions. Hospital data are gener-
ally improving in quality, especially in middle-income 
countries and in selected sentinel (usually tertiary 
care) teaching hospitals in low-income countries. 
Such information is inevitably biased because of the 
highly skewed distribution of those using such hospi-
tals, but in many situations it is possible to have a good 
understanding of those biases and make appropriate 
adjustments to draw useful conclusions.

Generally, outpatient records in most of the world 
are highly deficient in terms of diagnosis; indeed, 
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they often identify only the patient’s chief complaint 
and the treatment dispensed. The main value of most 
such records is limited to establishing the fact of using 
a facility. There are usually strong biases in terms of 
those patients who use outpatient facilities because of 
access factors (distance and cost of use), nature and 
severity of the disease problem, and opportunity for 
using alternative services.

Visits to healthcare facilities, functional disabil-
ity (a measure of activity that is less than the norm), 
and time spent away from work (absenteeism, work 
days lost) have all been used to assess the magnitude 
of morbidity from various conditions. A commonly 
used approach to evaluating morbidity in a population 
has been the assessment of the impact on social roles 
or functional performance, such as days missed from 
work or spent in bed (Kaplan & Anderson, 1996). A 
considerable body of literature focuses on the wide 
variety of instruments used to measure such func-
tional capacity, especially in the clinical medical liter-
ature, that are not directly useful for population-based 
morbidity assessment.

Data about morbidity are often based on self- 
perceived assessments, and are frequently gleaned 
from survey-based interview information. The per-
ception of morbidity and its reporting, the observa-
tion of morbidity and its impact, and other factors are 
responsible for the wide variations between reported 
and measured prevalence of conditions (Murray & 
Chen, 1992). This has resulted in an underestima-
tion of the presence and impact of morbidity in both 
LMICs as compared with high-income nations. This 
situation also underscores the variations in morbid-
ity data, which are often interpreted as indicating that 
wealthy individuals and low-mortality populations 
report higher rates of morbidity (Global Burden of 
Disease and Risk Factors, 2006; Woolf et al., 2015).

Measurement of health-related quality of life 
has also been discussed in the medical literature for 
decades. Health-related quality of life refers to how 
well an individual functions in daily life and his or 
her perception of well-being. Various domains of 
quality have been defined, such as health perception, 
functional status, and opportunity, and several instru-
ments have been developed to evaluate them. Both 
disease-specific and general instruments exist, with 
such tools abounding in fields dealing with patients 
having chronic disabled states, such as psychiatry, 
neurology, and counseling. These scales are often 
dependent on self-reported information, although 
some incorporate observational data as well. How-
ever, concerns have been raised about their reliability 
and validity. These measures are not discussed further 

in this text, because they have been primarily used in 
clinical assessments of individuals, rather than larger 
populations.

Measuring Disability
If all the various forms of disability—physical, func-
tional, mental, and social—are to be compared with 
mortality, they must be measured in an equivalent 
manner for use in health assessments. To do so, mea-
surement of disability must quantify the duration 
and severity (extent) of this complex phenomenon. 
A defined process is needed that rates the severity of 
disability as compared with mortality, measures the 
duration of time spent in a disabled state, and con-
verts various forms of disability into a common scale. 
General measures of disability without regard to cause 
(often carried out by special household surveys) are 
useful to determine the proportion of the popula-
tion that is “disabled” and unable to carry out normal 
activities, but are not much help for quantifying the 
extent of disability.

In general, three components of disability need to 
be assessed. The first component is the case disability 
ratio (CDR)—the proportion of those diagnosed with 
the disease who have disability. For most diseases that 
are diagnosed clinically, the CDR will be 1.00 because, 
by the definition of disease given earlier, patients will 
have signs or symptoms. In contrast, when the diag-
nosis is based on, for example, infection rather than 
disease (such as tuberculosis) or on a genetic marker 
rather than the physical manifestation (such as sickle 
cell trait), the CDR is likely to be less than 1.00.

The second component of disability is its extent or 
severity—how incapacitated the person is as a result 
of the disease. The extent of disability is expressed on 
a scale, such as from 0 (indicating no disability) to 
1.00 (equivalent to death). The assessment of severity 
can be quite subjective, particularly because so many 
different types and dimensions of disability exist. 
A number of methods have been introduced in an 
effort to achieve comparability and obtain consistency 
( Murray, Salomon, Mathers, & Lopez, 2002).

Measurement of individual preferences for differ-
ent health states to determine relative severity of dis-
ability has been done by a variety of methods (Kaplan &  
Anderson, 1996; Murray et al., 2002; Torrance, 1986). 
Factors that influence the assessment of such pref-
erences include the type of respondent, the type of 
instrument used to measure the response, and the time 
from entry into the disabled state. Individuals who are 
in a particular state, healthy individuals, healthcare 
providers, caretakers, and family members have all 
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been interviewed in studies. Adaptation, conditioning, 
development of special skills, and vocational training 
can all change the response of individuals over time 
within a particular health state, thereby affecting the 
value of that state to the individual. As a consequence, 
the valuation is time dependent—for example, the 
value placed on a year of life by a paraplegic soon after 
entering that health state would be different from that 
obtained after several years of adjustment to that state 
(Murray & Lopez, 1994).

Instruments used to extract such preferences 
involve visual and interview techniques (Global Burden 
of Disease and Risk Factors, 2006; Torrance, 1986). Two 
alternative scenarios are often presented to the subject 
and the point of indifference sought (as in standard 
gamble techniques). Despite much work in this area, 

there is no consensus or accepted standard method for 
such elicitation. Severity of disability scales have been 
developed by group consensus using community sur-
veys (Kaplan & Anderson, 1996), a mixture of com-
munity and expert groups (Ghana Health Assessment 
Team, 1981), experts only (World Bank, 1993), and 
population surveys (Global Burden of Disease Risk 
Factors Collaborators et al., 2015; Murray et al., 2002; 
Salomon et al., 2012). These scales usually compare per-
fect health states to death on a scale of 0 to 1 (TABLE 1-3).

In the first Global Burden of Disease 1990 study, the 
disability severity estimates were based on expert opin-
ion. Twenty-two indicator conditions were selected and 
used to construct seven disability classes (Table  1-3). 
Outcomes from all other health conditions were catego-
rized within these seven classes (with special categories 

Ghana Health Assessment Team, 1981

Class Severity Equivalent to (Maximum)

1 0 Normal health

2 0.01–0.25 Loss of one limb’s function

3 0.26–0.50 Loss of two limbs’ function

4 0.51–0.75 Loss of three limbs’ function

5 0.76–0.99 Loss of four limbs’ function

6 1 Equivalent to death

Global Burden of Disease Study, 2013*

Category Disability Weight for Unique Health States

Infectious disease Acute episode, mild: 0.006 (0.002–0.012)
Acute episode, moderate: 0.051 (0.032–0.074)
Diarrhea, mild: 0.074 (0.049–0.104)
Ear pain: 0.013 (0.007–0.024)

Cancer Diagnosis and primary treatment: 0.288 (0.193–0.399)
Metastatic: 0.451 (0.307–0.600)

Cardiovascular and 
circulatory disease

Acute myocardial infarction (MI), days 1–2: 0.432 (0.288–0.579)
Acute MI, days 3–28: 0.074 (0.049–0.105)
Heart failure, mild: 0.041 (0.026–0.062)

Diabetes and digestive 
and genitourinary disease

Diabetic foot: 0.020 (0.010–0.034)
Gastric bleeding: 0.325 (0.209–0.462)
Infertility, primary: 0.008 (0.003–0.015)

TABLE 1-3 Examples of Disability Classification Systems
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for treated and untreated groups). This approach was 
revised for the 2010 iteration of the study, for which 
the process included empirical studies comprising sim-
ple paired questions, and survey of the general public 
through household surveys in countries such as Bangla-
desh, Indonesia, Peru, Tanzania, and the United States, 
as well as a web-based survey in English, Spanish, and 
Mandarin. The result was a categorization that included 
220 health states (Salomon et al., 2012). Generally, for 
most conditions a reasonable degree of consensus can 
be reached within broad categories (e.g., 25% disabled 
as compared with 50%), but efforts to reach much finer 
distinctions have proved equivocal. The need to seek 
out more refined scales for purposes of health program 
decision making ought to be a national or local decision.

The third component of disability is its duration. 
The duration is generally counted from onset of the 
disability until cure, recovery, or death. Sometimes 
there is continuing permanent disability after the 
acute phase is completed; in such a scenario, the dura-
tion would be the remaining life expectation from the 
time of onset of disease.

Chronic respiratory 
disease

Asthma, controlled: 0.015 (0.007–0.026)
Chronic obstructive pulmonary disease (COPD) and other chronic respiratory diseases, 
mild: 0.019 (0.011–0.033)
COPD and other chronic respiratory diseases, severe: 0.408 (0.273–0.556)

Neurologic disorders Dementia, mild: 0.069 (0.046–0.099)
Multiple sclerosis, moderate: 0.463 (0.313–0.613)
Parkinson’s disease, severe: 0.575 (0.396–0.730)

Mental, behavioral, and 
substance use disorders

Alcohol use disorder, very mild: 0.123 (0.082–0.177)
Anxiety disorders, moderate: 0.133 (0.091–0.186)
Anorexia nervosa: 0.224 (0.150–0.312)

Hearing and vision loss Hearing loss, mild: 0.010 (0.004–0.019)
Hearing loss, profound, with ringing: 0.277 (0.182–0.387)
Distance vision, severe impairment: 0.184 (0.125–0.258)

Musculoskeletal disorders Low back pain, moderate: 0.054 (0.035–0.079)
Neck pain, severe: 0.229 (0.153–0.317)
Gout, acute: 0.295 (0.196–0.409)

Injury Burns, lower airway, with or without treatment: 0.376 (0.240–0.524)
Crush injury, short or long term, with or without treatment: 0.132 (0.089–0.189)
Concussion: 0.110 (0.074–0.158)

Other Abdominopelvic problem, mild: 0.011 (0.005–0.021)
Anemia, moderate: 0.052 (0.034–0.076)
Hypothyroidism: 0.019 (0.010–0.032)

* Health states included in this table are only examples. The full list of 235 unique health states and their disability weights are available in Salomon et al., 2015.
Data from Salomon, J. A., Haagsma, J. A., Davis, A., de Noordhout, C. M., Polinder, S., Havelaar, A. H., et al. (2015). Disability weights for the Global Burden of Disease 2013 study. Lancet Global 
Health, 3(11), e712-723. doi: 10.1016/S2214-109X(15)00069-8

Data for Decisions
In the collection and assessment of information, the 
level of precision required should be guided by the 
purpose for collecting the information and depend on 
the decisions to be taken. Even rough estimates may 
be helpful; though disconcerting to some, the time 
and cost of efforts to realize further precision need 
to be justified by the increased precision’s potential 
impact on decision making. LMICs, with their scarce 
resources, need timely and appropriate information to 
plan and implement health interventions that maxi-
mize the health of their populations. Methods, indi-
cators, and assessments of disease must support and 
contribute to this primary purpose of health systems.

Decisions concerning deployment of interven-
tions against diseases and underlying risk factors ide-
ally should be taken such that maximum healthy life 
per resource expenditure is obtained in an equitable, 
fair, and just fashion. The ultimate reason for obtaining 
health data is to have the information to guide such deci-
sion making.
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 ▸ Summary Measures of 
Population Health

This section focuses on the major approaches used for 
developing composite measures of population health 
status that summarize mortality and morbidity occur-
ring in a population through the use of a single num-
ber. It discusses the rationale for composite measures, 
reviews the origins of each major approach, examines 
methodological differences among these approaches, 
and outlines the advantages and limitations of each.

Rationale for Composite Measures
Rationing of healthcare resources is a fact of life every-
where; choices about the best use of funds for health 
must inevitably be made (Hyder, Rotllant, & Morrow, 
1998; WHO, 2000). The global scarcity of resources for 
health care is a challenge for every country, rich and 
poor (Evans, Hall, & Warford, 1981; Figgis &  Walters, 
2015–2017; World Bank, 1993), but the realities in 
LMICs paint the choices in much starker terms. It is 
even more important for LMICs to choose carefully 
how to optimize health expenditures so as to obtain 
the most health in the most equitable fashion from 
these expenditures. Important tools under devel-
opment to assist in making better choices for health 
spending are based on measures of the effectiveness 
of health interventions in improving health status in 
relation to their cost.

In most sectors, decisions on resource allocation 
are based on perceived value for money. The health 
sector, however, has had no coherent basis for deter-
mining the comparative value of different health out-
comes (from different health programs). To make 
decisions about whether to put money into programs 
that reduce mortality in children, as compared with 
those programs that reduce disabling conditions in 
adults, a common denominator is needed. In recent 
decades, work has been carried out to develop com-
posite indicators combining morbidity and mortality 
into a single measure that may serve as a common 
denominator for comparing different health out-
comes. A common unit of measure for these different 
health outcomes is time lost from healthy life.

The most important reason for attempting to 
capture the complex mix of incommensurable conse-
quences resulting from disease within a single number 
is the need to weigh the benefits of health interven-
tions against their costs. Costs of health programs are 
expressed in a unidimensional measure, such as U.S. 
dollars; therefore, the benefits to be achieved from their 
expenditure should be expressed in the same manner. 

Healthy lifetime is a unidimensional measure that can 
be used to compress health benefits and losses into a 
single time dimension. An explicit, objective, quantita-
tive approach should enable better budgetary decisions 
and permit resource allocation in the health sector to be 
undertaken in a more effective and equitable fashion.

Note that a composite indicator is simply a tool to 
be used to assist decision makers in resource allocation. 
Like any tool, it can be misused. Conclusions that are 
reached on the basis of these indicators must be care-
fully examined. Not only do problems arise in trying 
to put so many dimensions together, which inevitably 
may lead to distortions, but serious issues also emerge 
concerning the reliability and validity of the informa-
tion on which these indicators are based. Thus, all the 
problems associated with determining causes of death, 
counting the number of cases of disease, and assessing 
the extent of disability from a condition will lead to 
uncertainties when these factors are added and mul-
tiplied together. The development of a single indicator 
consisting of a specific number implies deceptive sta-
bility about something that may actually be composed 
of fragile data. Continuing vigilance in how these data 
are obtained, compiled, and used is critical, and those 
responsible for using the tool must have a clear tech-
nical understanding of what lies behind the numbers 
and which underlying assumptions and limitations are 
associated with these approaches. Despite all of these 
caveats, alternative approaches to improved decision 
making leave even more to be desired.

Uses of Composite Indicators
Measures of health status that combine mortality and 
morbidity facilitate comparisons both within and 
across populations. They can be used to estimate the 
quantitative health benefits from interventions and 
serve as tools to assist in the allocation of resources. 
The development of such measures entails two major 
processes: the measurement of healthy life, including 
losses of time from premature mortality and disabil-
ity; and the valuing of life, which incorporates issues 
of duration, age, extent of future life, productivity, 
dependency, and equity (Morrow & Bryant, 1995). 
The purpose of developing such measures and the 
need for refining them become clear if the following 
objectives are to be achieved:

 ■ The use of such methods at the country level for 
evaluating the impact of diseases

 ■ Their use in the allocation of resources within the 
health sector

 ■ The generation of more relevant and useful data 
for policy makers
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Understanding Summary Measures
Precursors of composite indicators have been dis-
cussed in the literature for decades and generally were 
developed to assist with prioritization of health issues. 
Usually these metrics were based on the measurement 
of losses of time, losses of productive time, income 
forgone, or other costs incurred as a result of diseases. 
The earlier indicators generally focused on economic 
losses and estimated time loss due to disease and con-
verted these losses into a dollar value. Thus, these 
measures are more economic measures than disease 
burden measures.

Two types of composite summary measures 
have been developed: health gap measures (healthy 
life lost), such as healthy life years (HeaLYs) or 
disability-adjusted life years (DALYs), and health 
expectancies, such as disability-free life expectancy 
(DFLE) or health-adjusted life expectancy (HALE). 
Both types use healthy lifetime lost through disability 
and death as a common measure of the impact of mor-
tality and nonfatal health outcomes. These two types 
of measures are complementary and can be studied 
using survivorship curves, as discussed by Murray and 
Lopez (1994) (FIGURE 1-2).

In Figure 1-2 (Murray et al., 2002), the darker line 
is the survivorship curve based on a standard hypo-
thetical life table population that demonstrates the pro-
portion (y-axis) of an initial birth cohort that remains 
alive at any age (x-axis). The area A + B is the total life 
expectancy at birth of this cohort. A part of this life is 
spent in full health (area A); the lighter line is the sur-
vivor curve of those persons in full health. Thus, area 
A represents time lived in full health, whereas area B 
is time lived in suboptimal health (with disability). 
Area C represents time lost due to mortality. The area 
of the complete rectangle (A + B + C) represents the 

ideal survivorship curve—the theoretical maximum 
of healthy life for a cohort who lived in full health until 
a maximum age when all died.

Health expectancies are summary measures 
that estimate expectancy of life in a defined state of 
health. Examples include DFLE, active life expec-
tancy, and HALE. These indicators extend the con-
cept of life expectancy to expectations of various 
states of health, not just of life per se. Health expec-
tancies assign lower weights to life lived in less than 
full health on a scale of 0 to 1, in which full health is 
rated 1. In Figure 1-2, health expectancy is given by 
the following equation:

Health expectancy A (B)f= +

where f is some function that assigns weights to years 
lived in suboptimal health.

Health gaps are summary measures that estimate 
the difference between actual population health and 
some specified norm or goal. In Figure 1-2, that dif-
ference is indicated by area C (loss due to mortality) 
plus some function of area B—that is, survivorship 
with disability:

Health gap (healthy life lost) C (B)g= +

where g is some function that assigns weights to health 
states lived during time B. Weights range between 0, 
meaning no disability (full health), and 1, meaning 
complete disability (equivalent to death). Note that 
this measure is equivalent to healthy life lost based on 
the natural history of disease in a population as dis-
cussed in the section “Healthy Life Year” later in this 
chapter.

Although some believe that health expectancies 
such as the HALE indicator are more readily under-
stood (because they are conceptual extensions of the 

FIGURE 1-2 Survivorship curve of a hypothetical population showing health gaps and health expectancies.
Modified from Murray, C. J. L., et al. (2002). Summary measures of population health. Geneva, Switzerland: World Health Organization.
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widely used life expectancy measure), health gap mea-
sures have important advantages for the purposes of 
health policy, planning, and resource allocation deci-
sions. Both HeaLYs and DALYs are developed on the 
basis of disability and death attributable to a specific 
disease in an individual person. In their construction, 
great care is taken to ensure that there is categorical 
attribution using the ICD, so that each event (death 
or disability) is mutually exclusive and collectively 
exhaustive. With these measures, therefore, summing 
deaths and disabilities from each disease provides the 
total amount of death and disability for the population 
(a property termed additive decomposition). Health 
gap measures have this property, whereas health 
expectancies do not (Murray et al., 2002).

Composite Indicators
A number of composite summary indicators for bur-
den of disease assessment have been developed. We 
will focus on four of these indicators: three of the health 
gap type (the healthy life year, the disability-adjusted 
life year, and the quality-adjusted life year) and one 
of the health expectancy type (HALE). In addition 
to measures of morbidity and mortality per se, these 
composite indicators may incorporate certain social 
value choices either explicitly or implicitly: the choice 
of life expectancy tables, valuing future life as com-
pared with present life, valuing life lived at different 
ages, valuing social or economic productivity, and 
valuing equity in relation to cost-effectiveness. These 
social value choices are discussed later in this chapter 
(see the section “Valuing Life: Social Value Issues”), 
but because some social value choices are integral to 
the calculations of some composite indicators, they 
are briefly mentioned in this section.

Healthy Life Year
The healthy life year (HeaLY) is a composite measure 
that combines the amount of healthy life lost due to 
morbidity with that lost due to death—that is, loss of 
life expected had the disease not occurred (Hyder et al., 
1998). We discuss the HeaLY first because it is concep-
tually straightforward, serves as a prototype for other 
health gap indicators, and was the first of the composite 
measures to be used as a tool in national health plan-
ning (Ghana Health Assessment Team, 1981).

Measuring the loss of healthy life from disability 
is more challenging than measuring the comparable 
loss from death, and many approaches have been used 
(Murray & Lopez, 1994). To incorporate loss from 
disability in a composite measure, such a loss must 

have comparable dimensions to that for life lost due 
to death. The HeaLY includes three components for 
disability: case disability ratio (comparable to the case 
fatality ratio), extent of disability, and duration of 
disability. The CDR and duration of disability can be 
determined objectively, but assessment of the extent of 
disability, which usually ranges from 0 (no disability) 
to 1 (equivalent to death), has a substantial subjective 
element (Morrow & Bryant, 1995).

The healthy life approach focuses on knowl-
edge of the pathogenesis and natural history of dis-
ease (Last, Spasoff, & Harris, 2000) as the conceptual 
framework for assessing morbidity and mortality and 
for interpreting the effects of various interventions 
(FIGURE 1-3).

The onset of disease usually will be dated from the 
start of symptoms or signs, as determined by the indi-
vidual afflicted, a family member, or a medical prac-
titioner, or as the result of a lab test. Several different 
patterns of disease evolution are possible, of course. 
FIGURE  1-4 illustrates healthy life lost from disability 
and premature death due to typical cases of cirrhosis, 
polio, and multiple sclerosis, respectively, in terms of 
onset, extent and duration of disability, and termina-
tion. The conclusion of the disease process depends 
on the natural history of the disease as modified by 
possible interventions. The possible outcomes include 
clinical recovery (the complete disappearance of clin-
ical signs and symptoms), progression to another dis-
ease state (such as chronic hepatitis progressing to 
cirrhosis), and death. The last outcome includes death 
directly caused by the disease as well as death indi-
rectly brought on by the disease as a result of disability.

The definitions of variables and formulas to cal-
culate HeaLYs are provided later in this section and 
summarized in TABLE  1-4. Each disease will have a 
distribution of ages at which onset or death may 
occur, but for most diseases the average age will pro-
vide a satisfactory approximation for a population. 
In view of the limitations of data, this is the starting 
assumption for the application of the HeaLY method 
in LMICs. Nevertheless, as with other choices in this 
method, if sensitivity testing indicates that the average 
age is not satisfactory, then estimates may be based on 
age distributions. Similarly, if the natural history of a 
disease or response to interventions is different in dif-
ferent age groups, then the disease can be specifically 
classified by age (e.g., neonatal tetanus as compared 
with adult tetanus, and childhood pneumonia as com-
pared with adult pneumonia). In recurrent diseases or 
diseases with multiple episodes (e.g., diarrhea), age at 
onset denotes the average age at first episode.
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FIGURE 1-3 The HeaLY model: Loss of healthy life from disability and death.

The expectation of life in HeaLYs were based on 
normative expectations of what should occur under 
usual circumstances at the time of that work. Women 
in Japan, who had the highest global expectation of 
life, approximated this norm with an expectation of 
life at birth of 82.5 years for females (Model Life Table 
West, level 26) (Coale, Demeny,  & Vaughan, 1983; 
Coale & Guo, 1989).

The definition of disease (“dis-ease”) makes 
the value of the case disability ratio 1 by default for 
most disease states, because all cases are disabled (to 
varying degrees and duration) if those persons have 
been labeled as diseased. For some conditions (e.g., 
sickle cell trait or HIV positivity) and risk factors, 
however, cases may not be considered diseased by 
definition, but the condition nonetheless needs to be 
assessed.

The duration of disability can be either tempo-
rary or permanent (lifelong). If the disability is tem-
porary, then Dt is the duration of that disability until 
recovery (see Table 1-4). If the disability is permanent 
and the disease does not affect life expectation, then 
Dt is the expectation of life at age of onset of disease 
[Dt = E(Ao)]. If the disability is permanent and the 

disease reduces life expectation, then Dt is the expec-
tation of life at age of onset reduced by the difference 
between ages of fatality and onset [Dt = E(Ao) − (Af − 
Ao)]. A disability severity scale needs to be used to esti-
mate extent (severity) of the disability (see Table 1-4).

The HeaLYs lost from death and from disability 
are added and expressed as the total years of life lost 
per 1,000 population per year. The loss is attributed to 
the year in which disease onset occurs and includes 
the stream of life lost from disability and death at any 
time after onset, even if these events happen many 
years later. This method offers a prospective view of 
the event (disease onset) and its natural history (or 
as modified by interventions) over time.

An important benefit of the HeaLY formulation is 
that the effects of different kinds of interventions can 
be readily explored to determine their expected gains 
in terms of healthy life. The HeaLY spreadsheet (avail-
able upon request from the authors) incorporates 
these concerns; it also includes options for consider-
ing the proportion of the population that will be cov-
ered by an intervention and allows for different levels 
of coverage for different segments of the population 
for each intervention.

Onset of disease Premature death

Disability
duration

Birth

Note: Ao = average age at onset; Af = average age at death;     = healthy life lost.

Expected deathAo

Incidence

Expectation of life

Case disability

Af

Case fatality

Extent of disability
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FIGURE 1-4 Different patterns of healthy life lost.

Disability-Adjusted Life Year
The disability-adjusted life year (DALY) is a health 
gap population summary measure that combines time 
lost due to disability with that lost due to death (life 
that would have been expected had the disease not 
occurred), in a manner similar to the HeaLY measure. 
It first appeared in the World Development Report of 
1993 and has become the most widely used composite 
measure of population health (Global Burden of Dis-
ease Risk Factors Collaborators, 2016; Global  Burden 
of Disease Risk Factors Collaborators et  al., 2015; 
Jamison et al., 2006; Lim et al., 2012; Lopez et al., 2002; 
Murray & Lopez, 1994; Murray et al., 2002).

DALYs are calculated as two separate compo-
nents for the measurement of life lost due to disease, 
and they may also directly include three social value 
choices. The two components are (1) years of life lost 
(YLL), referring to the loss of healthy life from death, 
and (2) years of life lived with disability (YLD), refer-
ring to the loss of healthy life from disability. Thus

DALY YLL YLD= +

The social value choices that may be included in 
DALYs are (1) life expectation values, (2) discount 
rates for future life, and (3) weighting for life lived at 
different ages, as discussed later.

Since the GBD 2010 study (Lozano et al., 2012), 
age weighting is no longer a default value choice for 
the DALY. Instead, users have the option to calculate 
these values with or without age weighting, as well 
as with or without discounting. The following three 
options could be applied: (1) use both age weights and  
discounting, (2) use either age weights or discounting, 
and (3) use neither age weights nor discounting.

The calculation for YLL in a population uses the 
age distribution of all deaths by cause in one year 
multiplied by life expectation at each age to estimate 
the loss of life for each disease that would have been 
expected if not for that disease. The expectation of life 
can be obtained either from a model life table (Coale 
& Guo, 1989) or based on the best achievable low lev-
els of mortality such as those found in Japan; thus the 
DALY, as does the HeaLY, directly incorporates this 
social value choice.

Healthy life lost (cirrhosis)

Disability

Disability

Onset

Onset

Intermittent
disability

Death

Death Expectation
of life

OnsetBirth

Birth Expectation
of life

Healthy life lost (polio)

Healthy life lost (multiple sclerosis)

Birth

Death

Death Expectation
of life

Reproduced from Hyder A., Rollant G., and Morrow R. H. (1998). Measuring the burden of disease: Healthy life-years. American Journal of Public Health, 88(2), 196–202. Figure 1, p. 197.
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For disability, the DALY uses estimates of inci-
dence, duration, and severity to calculate the time 
lived with disability (YLD) for each disease. The YLD 
component equals the number of incident cases in the 
period multiplied by the average duration of disease 
multiplied by a weight factor for the degree of severity 
(extent) of the disease. A description of the severity 
scale used in one version of DALY was given earlier in 
this chapter, in the section on measurement of disabil-
ity (see Table 1-4).

The second social value choice, which was 
directly incorporated in the original version of 
DALY, is the discount rate of 3% per annum. This 
social time preference has been used for most 

estimates; recently, DALY results discounted at 0% 
have also become available.

The third social value choice concerns weight-
ing life lived at different ages. Earlier DALYs were 
age weighted according to an arbitrary exponential 
curve designed to give the most value to life lived as 
a young adult (Hyder et al., 1998; World Bank, 1993). 
Weighting by age was the most controversial compo-
nent of the DALYs when they appeared and caused 
great dissent from other health professionals (see the 
section “Valuing Life Lived at Different Ages” later in 
this chapter). Recent DALY listings from GBD studies 
also include results with no age weighting (all years 
equally valued). It has been argued that age weighting 

TABLE 1-4 Variables for Estimating Healthy Life Years (HeaLYs)

Symbol Explanation Expression

I Incidence rate per 1,000 population per year /1,000/year

Ao Average age at onset years

Af Average age at death years

E(Ao) Expectation of life at age of onset years

E(Af ) Expectation of life at age of death years

CFR Case fatality ratio: proportion of those developing the disease 
who die from the disease

0.00–1.00

CDR Case disability ratio: proportion of those developing the disease 
who have disability from the disease

0.00–1.00

De Extent of disability (from none to complete disability equivalent to 
death)

0.00–1.00

Dt Duration of disability in years years

Disability can be either permanent or temporary:

 ■ If temporary, then Dt = duration of that disability 
(i.e., until recovery or death)

 ■ If permanent and disease does not affect life expectation, 
then Dt = E(Ao)

 ■ If permanent and the disease does reduce life expectation, 
then Dt = Af − Ao

HeaLY Healthy life years lost per 1,000 population per year:
I × {[CFR × {E(Ao) − [Af − Ao]}] + [CDR × De × Dt]}

HeaLYs per 1,000 per year
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of DALYs does not affect final results, but this depends 
on the purpose for making the estimates and has been 
challenged (Anand & Hanson, 1997; Barendregt, 
 Bonneux,  & Van der Maas, 1996; Barker & Green 
1996; Hyder et al., 1998).

An important difference between the HeaLY 
and the DALY is the fact that the starting point for 
the HeaLY is the onset of disease; that is, the loss of 
healthy life is based on the natural history of the dis-
ease (as modified by interventions), illustrated in Fig-
ures 1-2 and 1-3. This is true for the YLD component 
of the DALY, but the YLL is based on mortality in 
the current year. In a steady state, there is no differ-
ence in these perspectives. However, when incidence 
is changing—such as with HIV in many parts of the 
globe—the DALY approach can potentially understate 
the true situation (Hyder & Morrow, 1999).

The calculation for DALYs can be expressed in 
the form of an integral that was first published in the 
World Bank literature (Murray & Lopez, 1994). This 
single equation incorporating all technical and value 
choices had the advantage of standardization to ensure 
comparability of the multiple calculations undertaken 
in the GBD studies, and greatly facilitated the actual 
computations. Nevertheless, for national and local 
priority setting, it may be preferable to use an indi-
cator constructed such that the social value choices 
can be adjusted to suit national and local prefer-
ences (Bobadilla, 1998; Hyder et al., 1998; Morrow &  
 Bryant, 1995). Recent DALY formulations allow for 
this possibility; indeed, it is useful to think of DALYs 
as a family of related measures using terminology 
specifying the following formulation: DALY (r, K) 
uses a discount rate of r and age weighting indexed to 
K. Other parameters can be added in a similar fashion 
(Jamison et al., 2006).

HeaLYs and DALYs are both “health gap” mea-
sures and can be considered part of the same family of 
measures. In fact, DALYS exactly equal HeaLYs when 
the following conditions are met: (1) the condition in 
question is in steady state or equilibrium (that is, the 
incidence, CFR, and disability variables remain con-
stant during the time intervals under consideration); 
(2) age weighting is not applied (K = 0); and (3) the 
same measures of disability (weights) are used.

Quality-Adjusted Life Year
The quality-adjusted life year (QALY) was introduced 
in 1976 to provide a guiding principle for select-
ing among alternative tertiary healthcare interven-
tions (Zeckhauser & Shepard, 1976). The idea was to 
develop a single measure of quality of life that would 
enable investigators to compare expected outcomes 

from different interventions—a measure that valued 
possible health states both for their quality of life and 
for their duration.

The central notion behind the QALY is that a 
year of life spent in one health state may be preferred 
to a year spent in another health state. This generic 
measure sums time spent in different health states 
using weights on a scale of 0.00 (dead) to 1.00 (per-
fectly healthy) for each health state; it is the arithmetic 
product of duration of life and a measure of quality 
of life (health state weight). For example, 5  years of 
perfect health = 5 QALYs; 2 years in a state measured 
as 0.5 of perfect health followed by 5 years of perfect  
health = 6 QALYs.

The QALY was originally developed as a differen-
tiating indicator for individual choices among tertiary 
healthcare procedures, not as a measure of disease 
burden in a population. It was used to assess individ-
ual preferences for different health outcomes from 
alternative interventions (Morrow & Bryant, 1995). 
The QALY, too, comprises a large family of measures. 
Since its introduction, a wide variety of QALY mea-
sures have been developed, along with a voluminous 
literature on alternative methods incorporating a 
range of disability domains and a diversity of meth-
ods to assign weights to generate QALYs (Kaplan & 
Anderson, 1996; Nord, 1993). The most widely used 
measure is the EQ-5D (European Quality of Life with 
Five Domains and three levels of quality for each 
domain; www.euroqol.org).

Perhaps the most important use of QALYs has 
been as a common denominator to measure util-
ity in cost-utility analysis (and effectiveness in 
cost-effectiveness analysis) to assist in resource alloca-
tion among alternative health interventions by rank-
ing interventions in terms of cost per QALY (Kaplan &  
Anderson, 1996; Nord, 1992; Torrance, 1986). An 
early and widely publicized attempt to make the best 
use of healthcare resources by maximizing QALYs per 
dollar expended was the well-intentioned but rather 
unfortunate effort undertaken in Oregon in the early 
1990s (EXHIBIT 1-4).

In the United Kingdom, as part of its 1997 National 
Health Service (NHS) reforms, the National Institute 
for Clinical Excellence (NICE; www.nice.org.uk) was 
created to advise public health officials about the effec-
tiveness and cost-effectiveness of various health inter-
ventions. In an explicit attempt to introduce economic 
considerations in addition to medical judgments for the 
allocation of resources, NICE has produced a large col-
lection of studies on the cost per QALY produced by the 
interventions it appraises. Some of these appraisals have 
been the source of considerable controversy. If a treat-
ment is considered cost-effective for a group of patients, 
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NICE will recommend its use throughout the NHS; if 
not, it will recommend against its use in the NHS. The 
use of these cost-effectiveness studies as an aid to deci-
sion making is intended to increase the total healthcare 
benefits gained from the money spent by the NHS.

The QALY as originally used is essentially equiv-
alent to the YLD of the DALY; in fact, it would be 
exactly the same as the YLD when the following con-
ditions are met: (1) there is no discounting (r = 0); 
(2) there is no age weighting (K = 0); and (3) the same 
disability weights are used. More recently (as used in 
some cost-effectiveness studies), QALYs have incor-
porated life expectation as well.

Health-Adjusted Life Expectancies
Several types of health expectancies exist in the lit-
erature. During the 1990s, disability-free life expec-
tancy (DFLE) and related measures were calculated 
for many countries (Robine, 1994; Mathers et  al., 
2001). However, these measures incorporate a dichot-
omous weighting scheme in which time spent in 
any health state categorized as disabled is assigned, 
arbitrarily, a weight of zero (equivalent to death). 
Thus, DFLE is not sensitive to differences in the 
severity distribution of disability in populations. In 
contrast, disability-adjusted life expectancy (DALE) 
adds up expectation of life for different health states 
with adjustment for severity weights. In 2001, WHO 

replaced the DALE terminology with health-adjusted 
life expectancy (HALE); the latter term will be used 
throughout the remainder of this text.

The HALE is a composite summary measure of 
population health status that belongs to the family of 
health expectancies; it summarizes the expected num-
ber of years to be lived in what might be termed the 
equivalent of “full health.” WHO has used it as the 
measure of the average level of health of the popula-
tions of member states for annual reporting on popu-
lation health for a few years (WHO, 2000).

Health expectancy indices combine the mortality 
experience of a population with the disability experi-
ence. The HALE is calculated using the prevalence of 
disability at each age so as to divide the years of life 
expected at each age (according to a life table cohort) 
into years with and without disability. Mortality is cap-
tured by using a life table method, while the disability 
component is expressed by additions of prevalence of 
various disabilities within the life table. This indicator 
allows an assessment of the proportion of life spent in 
disabled states. When compared with the total expec-
tation of life, it translates into a measure of the total 
disability burden in a population.

Comparison of the various methods and specific 
indicators is available in the literature (Robine, 1994). 
Alternative methods are given in WHO’s National Bur-
den of Disease Studies manual (Mathers et al., 2001a). 
As originally designed, the HALE does not relate to 

EXHIBIT 1-4 Oregon: Historical Application of the QALY for Allocation of Resources

An early and well-known attempt to apply the QALY approach for allocation of health resources occurred in the state 
of Oregon (Blumstein, 1997). In 1988, Oregon faced a budgetary shortfall for its Medicaid program, and coverage for 
organ transplants was denied. In an effort to prioritize its health services, Oregon undertook a bold attempt to explicitly 
ration health services. A coalition including consumers, healthcare providers, insurers, business, and labor representatives 
launched a broad and courageous healthcare reform. It began with a series of “experiments” in which the decision-making 
process was based on a cost-effectiveness approach using quality of well-being (QWB—essentially a QALY) for comparing 
the outcomes of treatment options among people.

The initial list, published in 1990, consisted of 1600 condition/treatment pairs drawn up as follows:

Cost-effectiveness ratio = cost of services / (health gain × duration)
Cost of services = charges for treatment including all services and drugs
Quality of well-being (QWB) = sum of QWB weight (W) × each QWB state × probability that symptoms of that QWB state 

would occur
Health gain = QWB with treatment − QWB without treatment

From the beginning, there was great opposition to the very notion of rationing; consequent denial of services to those 
who had conditions that did not make the list contributed to the rancor. There were also unfortunate technical blunders 
in the generation of the first list. For example, treatment for thumb sucking was ranked higher than hospitalization for 
starvation, and treatment for crooked teeth higher than early treatment for Hodgkin’s disease. Such inconsistencies, together 
with objections raised by groups advocating for the disabled, gave rise to alternative approaches for establishing rankings.

Although enormous public effort went into the reform and much was accomplished, the explicit cost-effectiveness 
approach with QALYs as the outcome measure was eventually dropped (Blumstein, 1997; Eddy, 1991; Morrow & Bryant, 
1995; Nord, 1993).
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specific diseases, but rather to the average extent of 
disability among that proportion of each age group 
that is disabled. The lack of correlation between a con-
dition or disease entity and the measure made it less 
valuable for resource allocation and cost-effectiveness 
calculations.

Summary
TABLE 1-5 summarizes these summary measures (orig-
inal versions) in terms of origins, purposes, level of 
use, sources of data, and disciplinary background of 
originators.

Valuing Life: Social Value Issues
The very idea of valuing some lives more than others 
is jarring, yet these notions are regularly reflected in 
our actions. The value of life is often implicit in the 
way resource allocation decisions are made; therefore, 
as much as possible such decisions should be explicit, 

open, and transparent. Many thoughtful people have 
serious reservations about assigning a single number 
to such a complex multidimensional phenomenon as 
health. But what is the alternative for use as a measure 
of utility or effectiveness in economic analyses? Out-
come measures must be expressed as a unidimensional 
measure to be comparable to unidimensional mone-
tary expenditure units for costs. (However, decisions 
about allocation should not be made on a mechanical 
basis; other factors, including the effect on equity, may 
need to be considered in decisions in addition to the 
goal of maximizing healthy life per unit expenditure.)

To construct composite measures of population 
health, important social value choices must be made. 
Choices about which expectation for life should be 
used and about valuing life lived at different ages, 
valuing future life as compared with the present, valu-
ing life in terms of economic and social productivity, 
and valuing equity in relation to efficiency—all raise 
major ethical concerns.

Quality-Adjusted 
Life Years Healthy Life Years

Disability-Adjusted 
Life Years

Health-Adjusted Life 
Expectancy

Origin North America, 
1976

Ghana Ministry of 
Health, 1981

World Bank 
development report, 
1993

World Health 
Organization report, 
2000

Purpose Assess individual 
preferences for 
various outcomes 
from complex 
interventions

Assist in resource 
allocation decisions

Compare disease 
burdens in 
many different 
populations

Compare national 
disease burdens

Level of use Personal decisions National- and 
district-level 
decisions 

Broad policy 
decisions 

Global comparisons

Data Tertiary hospital 
data and personal 
interviews 

National and local 
data from multiple 
sources; expert 
review 

Global data and 
expert opinion

Global data and expert 
opinion

Original discipline 
base

Economists, 
clinicians

Epidemiologists, 
clinicians, national 
planners 

Economists, 
statisticians

Demographers, 
economists, 
statisticians

Social values 
that may be 
incorporated

Generally not 
included

Future life 
discounted

Age weighting (not 
mandatory), future 
life discounted

Not relevant

Reproduced from North America, 1976; Ghana Ministry of Health, 1981; World Bank Development Report, 1993; World Health Organization Report, 2000.

TABLE 1-5 Comparisons of Original Versions of Composite Summary Measures of Population Health
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Expectation of Life
Years of life lost due to death and to chronic disability 
are based on life expected had the disease not occurred. 
To estimate the expectation of life in a population, a 
choice must be made between using a local, national, 
or model life table. This choice should be determined 
by the purpose of the study. For example, for assist-
ing in national and local decision making, it may be 
more suitable to use national life tables based on the 
mortality and fertility of the population in question 
than to use model life tables. Conversely, a model life 
table might be selected to reflect the best health state 
possible in the world, as this selection may allow a fair 
comparison with other countries. For example, from 
a global perspective it would be unfair to use national 
life tables to compare gains that could be achieved 
from a particular intervention in Ghana with those 
in the United Kingdom, even if both costs and lives 
saved were the same in each country. The reason is 
that those lives saved in Ghana would have a lower life 
expectancy than those in the United Kingdom, result-
ing in less healthy life saved for the same expenditure. 
From the global viewpoint in this example, the prior-
ity would be to fund the intervention in the United 
Kingdom because it would produce more healthy life 
per expenditure than for Ghana.

Valuing Life Lived at Different Ages
Age weighting refers to the valuing of a year of life 
according to the age at which it is lived. This practice 
immediately raises questions about the basis for valu-
ing human life. Does a day of one person’s life have the 
same value as a day of anyone else’s life? Does the value 
vary with age, economic productivity, or social status? 
Should life itself be valued separately from what is 
done with that life?

The Ghana Health Assessment Team (1981) 
judged that all human life was intrinsically valuable 
and that a given duration of any life was equal in value 
to that of any other life. The valuing of a year of life 
equally, irrespective of age, has been considered egali-
tarian (Busschbach, Hesing, & de Charro, 1993; Mor-
row & Bryant, 1995). This choice was incorporated 
into the development of the HeaLY approach: A year 
of life lived at any age is equally valued.

The original 1990 DALY formulation assigned 
an exponential function to provide a value chosen so 
that life lived as a dependent (e.g., infants, children, 
the elderly) was given less value than life lived during 
the productive years. With this approach, the intrinsic 
value of life increased from zero at birth to a maximum 
at age 25 and declined thereafter, so that a day of life 
of a 50-year-old was worth about 25% less than that of 

a 25-year-old. Paradoxically, the age weighting used in 
the original DALY formulation led to higher valuation 
of life lived before age 15 than did the HeaLY formu-
lation, in which life lived at all ages has equal value 
(Barendregt et al., 1996; Hyder et al., 1998). Current 
formulations of the DALY leave age weighting as an 
option, and such weighting is not used with the HALE.

Age-related valuing has been justified by studies 
showing that individuals value their own life lived 
at different ages differently. Such values have been 
reported in the literature, and classic studies have 
reported that they are consistent across respondents 
of different ages (Busschbach et  al., 1993). In addi-
tion, studies from many countries reveal a preference 
for saving younger lives as compared with older ones 
(Murray & Lopez, 1994). Nevertheless, it was not clear 
how much of the differential valuing of life at differ-
ent ages is related to an underlying appreciation that 
economic and social productivity varies at different 
ages. If it is decided at the local or national level that 
healthy life should be valued according to economic 
and social productivity, then an alternative to age 
weighting might be to explicitly add a productivity 
factor or subtract for the societal costs of dependents, 
such as education (see the section “Valuing Life for Its 
Economic and Social Productivity”).

Valuing Future Life Compared with 
Present Life: Discounting
Discounting is the process for determining the present 
value of future events. Social time preference takes into 
account the phenomenon that people value events at 
present more highly than those in the future (indepen-
dent of inflation and of uncertainty). For investments 
in other sectors, time preference is normally taken 
into account by discounting future returns and costs 
by some appropriate discount rate. Thus, the discount 
rate can be considered the inverse of an interest rate. 
The main issue concerning discounting in relation to 
summary measures is whether discounting life itself 
is appropriate. There seems to be little question about 
the usefulness of discounting the future value of what 
is produced by healthy life, but should the life itself be 
discounted (Morrow & Bryant, 1995)?

Discounting has been applied in the health sector 
because both the losses from a disease and the benefits 
from a health intervention often occur in the future. 
An intervention today may not produce immediate 
benefits (such as in immunization), or it may result 
in benefits being sustained over a long time (such as 
in supplementary nutrition). The costs for these activ-
ities must be borne now, but the benefits are realized 
in the future and are less valuable than if they could 
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occur now. This is equivalent to investing money now 
so as to obtain more in the future. Thus, a HeaLY now 
has greater intrinsic value to an individual or commu-
nity than one in the future (Gold, 1996;  Weinstein, 
Siegel, Gold, Kamlet, & Russell, 1996).

The rate at which society is supposed to discount 
benefits, termed the social discount rate (SDR), is a 
numeric reflection of societal values regarding intertem-
poral allocation of current resources. There is no con-
sensus about the most appropriate choice of a discount 
rate in health, but most agree that it should be lower than 
that used in the private commercial sector. Historically, 
the 1993 World Development Report and the first GBD 
studies used a discount rate of 3% per year (more recent 
iterations of the GBD studies do not use discounting in 
the default calculations, but instead have it as an optional 
parameter that can be set by the user); in lieu of other 
information, this rate has been adopted in many inter-
national public health cost-effectiveness studies. Nev-
ertheless, the impact of using a range of discount rates, 
including zero, should be explored with each study.

Valuing Life for Its Economic and Social 
Productivity
Whether and how to value economic and social pro-
ductivity for purposes of healthcare decision making 
is highly contentious; to a large extent, the age weight-
ing incorporated in the original DALY formulation 
was considered by many to be a proxy for productiv-
ity. Such valuations should be considered separately, 
made explicit, and very much dependent on the pur-
pose of the valuations. In general, productivity may 
be attributed to adults aged 15 to 64, and persons in 
these age groups could be given a higher value. Per-
sons younger than age 15 and older than age 65 may 
be considered as dependents and given a lower value. 
Many variations for differential valuing are possible, 
including type of employment. People at different 
socioeconomic levels in a society are expected to have 
different capacities for productivity—yet, to value life 
according to income levels or social class would not 
seem fair and generally would not be acceptable. In 
LMICs, the value of marginal wages for subsistence 
agriculture is negligible, but the value of the workers’ 
lives certainly is not.

A fundamental question is whether to consider 
adding a productivity component to the summary 
measures. Health issues do not readily conform to the 
requirements of market economics; information is 
inadequate, and misinformation is rife on the part of 
the providers as well as the public. Externalities from 
good health are generally large; demand for costly ser-
vices is largely determined by the healthcare providers 

rather than by the consumers, and competitive market 
forces have not worked well for those in greatest need. 
In the private sector, demand for services is clearly 
related to productivity and willingness (and ability) to 
pay. However, if left to market forces alone, inequita-
ble distribution would be inevitable.

Economic arguments have been put forward for 
valuing life according to productivity, but counter-claims 
have been made that human life cannot and should not 
be expressed in economic terms for decision-making 
purposes. Nevertheless, efforts to avoid such expression 
result in implicit valuation of life. More than 30 years 
ago, Barnum (1987) argued for adding productivity to 
the valuing of human life, stating that it has been ignored 
in health policy, is readily quantifiable, and does not 
ignore the welfare of children because the whole pop-
ulation is dependent on adult productivity for quality 
and sustenance. Such an economic appraisal of human 
life is often based on the net transfer of resources from 
the “producers” to the “consumers” and the consequent 
interdependence of people. In relation to this issue, in 
the Report of the Commission on Macroeconomics and 
Health (WHO, 2001), a DALY was stated to be worth 
at least an average annual income per head, although 
the basis for such a valuation was not adequately jus-
tified. More work on explicit valuations of human life 
and what that life produces is needed, and will certainly 
affect health-related cost-effectiveness decisions.

Valuing Equity in Relation to Efficiency
A child born in Malawi or Uganda will likely live only 
half (approximately) as long as one born in Sweden or 
Singapore; many babies born in Niger or Sierra Leone 
will not live to see their fifth birthday. These inequalities 
are unfair and harmful and, therefore, qualify as ineq-
uities. In terms of social justice, equity has to do with a 
fair distribution of benefits from social and economic 
development. However, the term equity is used in dif-
ferent conceptual senses: equal access to health services 
for all (opportunity equality), equal resources expended 
for each individual (supply equality), equal resources 
expended on each case of a particular condition (equal-
ity of resource use to meet biological need), equal healthy 
life gained per dollar expended (cost- effectiveness), care 
according to willingness to pay ( economic-demand 
equality), care according to biological or socioeconomic 
need, and equal health states for all.

Decisions based on cost-effectiveness (e.g., cost 
per HeaLY), therefore, may not accord well with con-
cerns about equity. These calculations are generally 
indifferent to equity; they are designed to steer inter-
ventions to what is efficient, whatever the differential 
need may be. To meet the requirements of equity, 
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health system planners need to go beyond ensuring 
equality of access to health care and require a balance 
so that health system responses are in accord with 
equity as well as efficiency.

Provided that health information is available 
according to socioeconomic and vulnerable groups, 
use of these summary indicators as tools for deter-
mining equity by calculating healthy life per dollar to 
be gained by all socioeconomic and vulnerable groups 
could readily be undertaken. It would be important 
to assess the impact of specific health decisions to 
ensure that they enhance equity. Summary measures 
such as HeaLYs and DALYs can be used to guide 
allocation of resources to ensure equitable distribu-
tion of those resources to reach those most in need. 
Cost-effectiveness by itself does not provide adequate 
guidance; equity should also be an associated criterion 
to govern the distribution of societal benefits.

Data for Composite Measures
Types of Data
The data needs for estimating the burden of disease in 
a region or country are extensive, and obtaining even 
reasonable estimates in LMICs has been a source of 
concern (Anand & Hanson, 1997; Barker & Green, 
1996; Bobadilla, 1998; Murray et  al., 2002). Brief 
descriptions of the types of data required follow. Note 
that any available data need to be carefully reviewed 
and optimally utilized.

Demographic Data. Population data are integral to 
burden of disease estimations and are needed both as 
denominators and for consistency checks. In a national 
setting, a recent census is useful for providing pop-
ulation counts by age, sex, and geographic location. 
Particularly helpful, when there is inadequate death 
registration, is to have a one-year post-census follow-up 
on a sample of enumeration areas to obtain robust age, 
sex, and place mortality. The age and sex distribution of 
the population is critical, and often is a major factor that 
determines the nature of the disease burden. A good 
vital registration system is a key asset that will provide 
both birth and death numbers. Underreporting, age 
misreporting, and other biases in data may have to be 
addressed (using standard demographic methods) prior 
to use of these data in burden of disease estimation.

Mortality. Mortality data are required for any burden 
of disease analysis. Specifically, age, sex, and place mor-
tality rates greatly assist the analysis by defining the con-
tribution of mortality to the pattern of disease burden. 
They also serve as an essential framework that constrains 

estimates obtained from a variety of special studies that 
fill important information gaps but may be incomplete 
or biased in the populations covered. Reporting errors, 
such as underreporting of deaths and failure to report 
age at death, need to be carefully examined. In particu-
lar, information must be evaluated for deficiencies in the 
under-5 group and older age groups. For the youngest 
ages, the probabilities of deaths in the first year (1q0) 
and in the next four years (4q1) provide better estimates 
of the risk of death than do overall mortality rates. 
Methods such as the Brass method for indirect estimates 
of mortality provide useful ways to assess age-specific 
mortality data for potential errors (Hill, 2001).

For burden of disease studies, cause of death data 
are required for all ages (except stillbirths, which are 
not included—a limitation of composite measures), 
but reliable cause of death records are often not avail-
able in LMICs, especially for deaths that do not occur 
in healthcare facilities. Even if available, the classifi-
cation system used may be outdated and not based 
on the ICD, and the reliability of coding may vary 
by the type and location of the hospital. Young-adult 
deaths may be better recorded than deaths of infants 
and the elderly. Especially in low-income countries, it 
can be helpful to cross-check death records with other 
information, using postmortem interviews and hospi-
tal registers to assist in defining causes of death or to 
extrapolate from other data or other regions to assist 
in making estimates.

Morbidity. Meaningful data on disability are even 
more difficult to find and interpret than mortality 
data. Often morbidity information is institution-based 
or restricted to one or two sources, such as hospital 
inpatient and clinic outpatient records. The represen-
tativeness of small studies and the range and types of 
morbidity covered in any survey need careful evalu-
ation. National disability surveys or regional stud-
ies conducted for the evaluation of disabled people 
may be available; such research is useful in providing 
some estimate of the prevalence of serious disabilities 
and their age and sex distribution. However, linkage 
between disability and disease is often not available, 
and attributing one type of disability to specific causes 
is difficult. For example, because many conditions can 
lead to blindness—for example, diabetes, hyperten-
sion, injuries, trachoma, and cataracts—the attribution 
of proportions of blindness in a population to its cause 
can be problematic. Information on the duration of 
disability may be found in specialized studies and the 
experience of institutions. The severity of disability will 
have to be rated on a scale; the various methods used 
in the literature were described earlier in this chapter.
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Variables
The types of data just described need to be processed 
in the form of specific disease-based estimates. The 
key variables are defined in Table 1-4. The incidence 
rate (usually expressed per 1,000 general population 
per year) is central to the natural history of disease 
concept. Although incidence is a basic epidemiologic 
indicator, it is usually not found in routine data collec-
tion systems. Special studies, prospective surveys, or 
calculations based on the prevalence (which is more 
commonly available than the incidence) and knowl-
edge of the average duration of the disease can be 
helpful in developing this measure.

The case fatality rate is the proportion of those 
developing the disease who die from it at any time. 
It is expressed as a decimal value between 0 (for non-
fatal conditions) and 1 (for universally lethal condi-
tions). The case disability ratio (analogous to the CFR) 
is the proportion of those diagnosed with a disease 
who have signs or symptoms, and is usually 1 (as dis-
cussed earlier). Age is required in various formats. Age 
at onset is when disease onset occurs in a population; 
age at fatality denotes the age at death as a result of 
the disease. The expectation of life at age of onset is 
the years of life expected at that age had the disease 
not occurred. Similarly, expectation of life at fatality is 
the years of life expected at that age had the death not 
occurred.

Checking Data
Data used for generation of indicators need to be eval-
uated for validity, reliability, and consistency, using 
defined qualitative and quantitative criteria. Large 
population-based studies may be given preference 
over smaller sample-based work if both are available 
and the quality of their data is comparable. Better con-
clusions may be possible by cross-checking different 
sources of data. Community-based studies, which 
may be representative of the population but have 
limited diagnostic validity, may be compared with 
 hospital-based work, in which diagnosis may be valid 
but would come from a biased population sample. The 
following subsections profile simple types of checks 
for data quality.

Comparison of Total Numbers. Cross-checks should 
be done to compare total numbers. It is essential to check 
that the number of deaths in a year in a region is the 
same as the sum of all deaths from all causes in the same 
region. Similarly, program-based data can be compared 
with data from other sources to ensure better estimates 
of causes of death. The comparison of totals allows one 
to work within a frame of mortality and avoids double 

counting of one death. However, it does not assist in the 
distribution of deaths within that frame.

Relationship Between Variables. Checks based on 
the epidemiologic relationship between parameters 
refer to the application of simple, yet vital, relation-
ships such as the following:

 ■ Prevalence (point) = incidence × average duration 
of disease

 ■ Cause-specific mortality rate = incidence × case 
fatality rate

These checks allow estimates from different 
sources to be compared for internal consistency. Such 
relationships can also be used to derive one of the esti-
mates in the equations when the others are known.

Sensitivity Analysis. Sensitivity analysis is a useful 
tool to determine whether data that are more precise 
are required for the purposes of a particular decision. 
A one-way sensitivity analysis (Petiti, 1994) evaluates 
the effect of manipulating one variable at a time on the 
dependent variable. If the outcome is sensitive to one 
or more variables, their precision is more important in 
the estimation.

Disease Groups: Classification
Murray and Chen (1992) introduced a disease 
group system based on WHO’s ICD classification 
system. Group I includes conditions characteristic 
of low-income countries: communicable diseases, 
maternal and prenatal conditions, and nutritional 
deficiencies. These conditions decline at rates faster 
than overall mortality rates as socioeconomic condi-
tions improve; thus, group I contributes to a relatively 
small percentage of deaths in the high-income world. 
Group II, which consists of noncommunicable and 
chronic diseases, accounts for most loss of healthy 
life in high-income countries and proportionately 
increases with the epidemiologic transition in LMICs. 
Group III consists of injuries, both intentional and 
unintentional (including violence).

The distribution of the disease burden among these 
three groups is one indicator of the type of disease 
burden and the level of epidemiologic transition in a 
country. It is important to distinguish between the pro-
portions of deaths attributed to these groups, as opposed 
to the risk of dying from the conditions in these groups. 
For example, the proportion of deaths attributable to 
group II causes increases from high- to low-mortality 
countries (or to an older age structure of the popula-
tion); however, the risk of death from group II condi-
tions is higher in high-mortality countries.
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Implementing a Burden of Disease Study
Knowing how to conduct a burden of disease analy-
sis is important for all countries. Generic steps for a 
national burden of disease study include the following:

 ■ Assess demographic information, including a 
census with age, sex, geographic (urban/rural), 
and selected socioeconomic status information, 
and vital statistics with births and deaths.

 ■ Collect cause-of-death information for all deaths 
in a year by age, sex, geographic location, and 
socioeconomic status as possible, according to the 
ICD system.

 ■ Define disability by cause/disease, and develop a 
severity scale using expert and community input.

 ■ Collate information by disease from all sources 
and assess these data’s reliability and validity, 
using expert opinion when needed to define vari-
ables for a spreadsheet.

 ■ Decide whether social value preferences such as 
age weighting, discounting, economic and social 
productivity, and expectation of life will be used 
and what their values will be.

 ■ Estimate healthy life lost for each disease condi-
tion and by disease groups.

 ■ Perform sensitivity analyses to check the robust-
ness of results relative to critical variables and 
assumptions.

 ■ Consider other variations, including assessment 
of losses by risk factors; regional, age, and sex 
breakdowns; and future projections.

 ■ Review the policy implications for overall mortality 
and morbidity in the country and by cause; feed data 
into cost-effectiveness analysis and further research.

 ■ Include other modifications as appropriate to the 
country setting.

To use summary measures to assist in health plan-
ning and resource allocation decisions, additional 
steps include the following:

 ■ Estimate the effectiveness (gains of healthy life) of 
each intervention under consideration in terms 
of expected coverage and reductions in incidence 
and/or case fatality or case disability ratios.

 ■ Work out the costs of the proposed interventions.
 ■ Develop cost-effectiveness ratios to plan which 

combination of interventions targeted to which 
groups will provide a maximum return of healthy 
life per expenditure for the funds allocated to health.

 ■ Review expected gains of healthy life according to 
age, sex, geographic area, and socioeconomic and 
vulnerable groups to ensure that all are better off (or 
at least none is worse off) and adjust as necessary.

Another very important consideration in this 
process is time. The conduct and analysis of such 
studies must be timely to assure its appropriate use 
by policy makers and useful for resource allocation 
decisions. The precision and comprehensive nature 
of the study must be balanced by the need for timely 
results.

The steps described previously may be carried 
out simultaneously or in some sequence, depend-
ing on the specific national situation. Modifications 
will likely be needed depending on the availability 
of data (EXHIBIT 1-5). An actual study requires care-
ful planning on the part of those responsible for its 
conduct and may include many additional steps that 
are beyond the scope of this chapter. Even so, these 
generic steps summarize the essentials of applying the 
burden of disease methods to a country. Increasingly 
countries are obtaining, refining, and using these data 
on an ongoing fashion.

EXHIBIT 1-5 The Burden of Disease in United Arab Emirates, 2010

The United Arab Emirates (UAE) is one of the seven Gulf Cooperation Council (GCC) countries and consists of seven emirates: 
Abu Dhabi, Dubai, Sharjah, Ajman, Uum Al-Quwain, Fujairah, and Ras Al-Khaimah. An academic study was undertaken to 
estimate the burden of disease in UAE in 2010 and to develop a set of 2010 population estimates as well as a mortality and 
disability profile by age group and gender. This analysis was conducted for the UAE national and migrant populations. A 
burden of disease approach was used to calculate standard expected years of life lost (YLL). Data from the Global Burden of 
Disease 2010 study and vital registration data from the UAE’s Ministry of Health were utilized for the study. Forty-five disease 
and injury conditions were included in the analysis. Disability estimates were calculated in terms of years of life lived with 
disability (YLD) using health data from the Emirate of Abu Dhabi; 150 conditions were included in the final analysis.

In 2010, the crude death rate per 1,000 population was 2.47 for UAE nationals and 1.00 for migrants. For all residents of 
the UAE, regardless of nationality, the leading causes of death were ischemic heart disease (14.5%), other circulatory system 
diseases (12.4%), motor vehicle crashes (11.3%), malignant neoplasm (6.5%), and other respiratory tract infections (5.5%). 
For UAE nationals, the crude death rate was estimated at 2.84 for males and 2.08 for females; for migrants, the crude death 
rate was estimated at 0.99 for males and 1.01 for females. Age-specific mortality rates (ASMRs) for most age groups were 
lower in migrant males compared to males who were UAE nationals, except for the age groups of 10–14 and 25–29 years.  

(continues)
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The rates were also lower in migrant females compared to nationals, except for migrant females in the age groups of 
30–39, 45–49, and 55–64 years.

A total of 291,834 YLL was lost in 2010 due to premature mortality; nationals accounted for 27% of this total and 
migrants for 73%. YLL lost for migrants (males: 48,514; females: 28,986) were greater than that for nationals (males: 
169,864; females: 44,470), reflecting the population imbalance in the UAE wherein migrants vastly outnumber migrants. 
The leading causes of premature mortality for migrants were motor vehicle crashes, ischemic heart disease, and other 
circulatory system diseases. Drowning, falls, fires, and unintentional poisoning were some of the important causes of 
injuries among migrant children between 5 and 14 years of age. Occupational injuries were also an important cause of 
premature deaths among migrant males between 15 and 44 years.

Overall, the estimated YLD lost was 373,051; nationals accounted for 37% of YLD losses, and the losses were distributed 
equally among males and females. The top five conditions causing disability among nationals were low back and neck 
pain (26%), other musculoskeletal diseases (8.3%), injuries (7%), and diabetes (5.3%). Noncommunicable diseases and 
injuries were responsible for the top 20 causes of YLDs among both nationals and migrants.

FIGURE 1-5 shows the main causes of death in the UAE, and TABLE 1-6 reviews the top conditions responsible for disease 
burden in the UAE.
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FIGURE 1-5 Deaths in the United Arab Emirates by cause, 2008.
Reprinted from World Health Organization, Noncommunicable Diseases Country Profiles 2011, page 196, Copyright 2011.

TABLE 1-6 Burden of Disease, United Arab Emirates, 2010

Premature Mortality Only Disability (YLD) Only Disability-Adjusted Life Years (DALY)

Rank Disease Disease Disease

1 Motor vehicle crashes Low back and neck pain Injuries

2 Ischemic heart disease Other musculoskeletal disorders Diseases of the musculoskeletal

3 Other circulatory disease Injury requiring urgent care Diseases of the circulatory system

4 Congenital anomalies Fracture of sternum, rib, or bone Diseases of the respiratory system

5 Perinatal conditions Diabetes Endocrine, nutritional, and metabolic 
diseases, and immunity disorders

6 Other respiratory tract 
diseases

Chronic obstructive pulmonary 
disease 

Neoplasm 

7 Other malignant neoplasm Open wounds, superficial injuries Congenital anomalies 

8 Cerebrovascular disease Fracture of patella, tibia, fibula Perinatal conditions 

9 Suicide Other neurologic disorders Diseases of the nervous system

10 Diabetes mellitus Eczema Diseases of the digestive system

Data from Allen, K. (2010). A national burden of disease study for the United Arab Emirates (UAE): Quantifying mortality and morbidity differentials between nationals and migrants, 2010.

EXHIBIT 1-5 The Burden of Disease in United Arab Emirates, 2010

Data from Allen, K. (2010). A national burden of disease study for the United Arab Emirates (UAE): Quantifying mortality and morbidity differentials between nationals and migrants, 2010.

(continued)
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 ▸ Comparisons and Trends in 
Disease Burden

This section reviews a number of country-based and 
historical burden of disease studies to compare and 
assess trends in disease burden from place to place 
and over time.

National Disease Burden Assessments
Comparing the burden of disease across populations, 
time, and place is an important aspect of national 
burden of disease studies. This subsection uses exam-
ples from burden of disease studies over the past two 
decades to illustrate how disaggregated data can help 
in understanding the distribution of ill health in a 
country.

The Andhra Pradesh Burden of  
Disease Study, 2001
The regional distribution (urban/rural, state, district) 
of the disease burden is important to explore in a 
national burden of disease study. Andhra Pradesh, a 
state in India, was the focus of one of the most metic-
ulous burden of disease studies, conducted between 
1994 and 2001. It had a population of 76 million in 
2001, 27% of whom lived in urban areas (20.8 million 
people); a 1:3 ratio of urban-to-rural disease burden in 
terms of DALYs lost was identified (Mahapatra, 2001). 
The burden of disease rates were 19% higher in rural 
areas than in urban areas, as measured by DALYs lost 
per 1,000 population (FIGURE 1-6).

The Burden of Disease and Injury in  
New Zealand, 2013
According to the latest burden of disease estimates 
from New Zealand, there has been a reduction in 
DALYs by 1.2% per year after adjusting for popu-
lation changes and age structures. The main burden 
of disease is due to losses from noncommunica-
ble diseases (88%), followed by injuries (8%), and 
communicable diseases (4%). Approximately 52% 
of the DALYs are due to nonfatal outcomes. Aging 
of the population and longer life expectancy is an 
area of focus for New Zealand to develop and imple-
ment preventive and management programs. Cor-
onary heart disease in males and back pain among 
females are main causes of health loss (Tobias, 2016) 
(FIGURE 1-7).

Burden of Disease Estimates for  
South Africa, 2000
HIV/AIDS is ravaging Africa; thus, the impact of HIV/
AIDS on the burden of disease in African countries can 
be significant. In South Africa, 30% of the 15 million 
DALYs lost in 2000 were attributed to HIV/AIDS 
( FIGURE 1-8) (Bradshaw et al., 2003); for a population of 
45 million, this means 0.33 DALY lost per capita. Such 
data are important for national decision making.

The Burden of Disease and Injury in 
Australia, 2003
In 2003, 2.63 million DALYs lost were attributed to 
the disease and injury burden in Australia, with 62% 
of this burden caused by noncommunicable diseases 
such as cancers and cardiovascular diseases and men-
tal and neurologic disorders. Approximately 49% of 
the disease burden was caused by deaths from various 
diseases and injuries, while 51% was due to nonfatal 
disease and injury outcomes. The top three causes of 
fatal outcomes were cancers (32.0%), cardiovascu-
lar disease (29.0%), and injuries (11.0%); the leading 
causes of nonfatal outcomes were mental disorders 
(24%) and neurologic and sense disorders (19%) 
(Begg et al., 2007) (FIGURE 1-9).

FIGURE 1-6 Burden of disease in Andhra Pradesh, 2001,  
by region.
Data from Mahapatra, P. (2001). Estimating national burden of disease: The burden of disease in Andhra Pradesh 1990s.  
Hyderabad: Institute of Health Systems.

Note: Total DALYs lost in Andhra Pradesh = 5 million.
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FIGURE 1-7 (a) All-cause YLL and YLD age-standardized rates per 1,000, whole population,1990–2013, in New Zealand.  
(b) Contribution of leading major specific conditions to health loss (% total DALYs), by gender, 2013, in New Zealand.

FIGURE 1-8 Burden of disease in South Africa, 2000, by disease groups.

Note: Total DALYs lost in South Africa for 2000 = 15 million.
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Data from Burden of Disease Research Unit. (2003). Initial burden of disease estimates for South Africa, 2000. South Africa: South African Medical Research Council.
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FIGURE 1-9 Burden (DALYs) by broad cause group expressed as (a) proportions of total, (b) proportions by sex, and  
(c) proportions due to fatal and nonfatal outcomes, Australia, 2003.
Reproduced from Begg, S., Vos, T., Barker, B., Stevenson, C., Stanley, L., & Lopez, L. D. (2007). The burden of disease and injury in Australia 2003. Canberra: Australian Institute of Health and Welfare. https://creativecommons.org/licenses/by/3.0/au/

The Burden of Disease Attributable 
to 11 Risk Factors in Hubei Province, 
China, 2016
Health losses caused by 11 risk factors—namely, 
smoking, secondhand smoke, alcohol use, diet low 
in vegetables, diet low in fruits, diet high in sodium, 
low physical activity, high body mass index, high 
fasting plasma glucose, high total cholesterol, and 
high blood pressure—were estimated using multiple 
data sources in China. They included data related to 
population demographics, mortality, DALYs, and dis-
tribution of exposure to risk factors. Approximately 
53% of all deaths were caused by these 11 risk factors, 
with the mortality rate being 330 per 100,000 people. 
The DALY rate for the 11 risk factors was 9624 per 
100,000 people and accounted for 36% of all DALYs. 
The leading risk factor for death and DALYs was high 
blood pressure, which accounted for 15% of all deaths 
and 9% of total DALYs (FIGURE 1-10).

WHO Estimates of Global Burden of Disease
WHO has categorized its member states by income 
levels into high-, middle-, and low-income nations. 
The population of the world in 2015 totaled slightly 
more than 7.3 billion people, with 84% residing in 
LMICs (FIGURE  1-11). As may be expected, approxi-
mately 88% of the global burden is found in LMICs, 
reflecting the double challenge faced by the major-
ity of people in the world: They are relatively poor 
and they are unhealthy. This relationship between 
ill health and poverty has long been recognized as 

complex and has been the object of much research 
and inquiry.

Burden of Disease by Disease Groups
Another way to disaggregate data is to explore the dis-
ease burden based on three disease groups: group I 
(communicable, infectious, maternal, and perinatal), 
group II (noncommunicable, chronic), and group III 
(injuries and violence). There is great variation in the 
portions allocated to these groups; for example, group 
I conditions may be responsible for anywhere from 
12% to 70% of the burden of disease. When the coun-
tries are stratified by gross national income (GNI) 
per capita as a measure of development, an important 
trend can be seen from historical data (TABLE 1-7): As 
income rises, the proportion of the burden attribut-
able to group I conditions decreases, while the share 
attributable to group II conditions increases. This 
effect is progressive, although countries such Turk-
menistan (a middle-income country) still retain a 
high group I burden. This finding is consistent with 
the theory of epidemiologic transition, which pre-
dicts a change in a country’s disease profile with eco-
nomic development.

Global Assessments of Disease Burden
Information regarding health and disease for all coun-
tries of the world can be collated to provide a pic-
ture of global health status. In addition, global health 
assessments may be completed as a separate activity, 
and these data can then be disaggregated into regional 
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information. Global assessments serve to highlight 
major challenges facing the world community, and 
trends in such assessments indicate progress, if any, in 
improving the health of people worldwide. Such infor-
mation is critical to the work of organizations such 
as WHO and UNICEF in their efforts to combat ill 
health and disease worldwide. This section highlights 
results of some of these global exercises for assessment 
of the disease burden and projections for the future.

The Global Burden of Disease Study
The 2015 Global Burden of Disease study con-
structed estimates of mortality, disability, and DALYs 

by cause for regions of the world. Demographic esti-
mates of deaths in 2015 by age and sex form the basis 
of this work. It provides all-cause and cause-specific 
estimates for 195 countries for 249 causes from the 
year 1990 to 2015. The results were based on a vari-
ety of sources, including vital registrations systems, 
special studies, surveys, and expert opinion. This 
section summarizes some of the 2015 GDB data.

Mortality. Globally, in 2015, an estimated 55.8 million  
deaths occurred, 55% of whom were males. Approxi-
mately 20% of global deaths in 2015 were due to group 
I causes (communicable, maternal, neonatal, and 

FIGURE 1-10 Burden of disease attributed to 11 risk factors in Hubei Province, China, 2013.
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Data from Cui F, Zhang L, Yu C, Hu S, Zhang Y. (2016). Estimation of the disease burden attributable to 11 risk factors in Hubei Province, China: A comparative risk assessment. International Journal of Environmental Research and Public Health, 13(10), 944.
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nutritional diseases), 71% were due to noncommuni-
cable diseases, and 9% were due to injuries. Ischemic 
heart disease, cerebrovascular disease, and chronic 
obstructive pulmonary disease were the top three 
causes of death. Road traffic injuries, self-harm, falls, 
interpersonal violence, and drowning were the top five 
causes of injury-related deaths in 2015. Approximately 
5.8 million deaths occurred in children younger than 
5 years of age globally, with more than 80% of these 
fatalities being caused by group I causes. Of those 
under-5 deaths, 79% occurred in the African and 
Southeast Asia regions. An inordinate share of the 
mortality burden at the beginning of this century was 
found in LMICs, even among adults.

TABLE 1-8 shows the differences in the 10 leading 
causes of deaths in 2015 for high- and low-income 
countries. The presence of perinatal conditions, 
tuberculosis, HIV/AIDS, and malaria in the low- 
income world is indicative of the high impact of 
these conditions on premature mortality. These 
conditions are absent from the top 10 causes in the 
high-income countries, reflecting the success in 
combating these infectious conditions in the mod-
ern era. It is important to note that noncommuni-
cable diseases such as cerebrovascular diseases and 

ischemic heart disease had already become promi-
nent causes of premature deaths in the low-income 
world in 2015.

Disability. The GBD study 2015 update also pro-
vides an evaluation of the contributions made by 
specific conditions to disability in the world. Leading 
causes of disability in 2015 worldwide are shown in 

FIGURE 1-11 Global burden of disease, 2015, by income 
level of countries.

Disease Burden in Disease Categories (of 100%)

Country Group I Group II 
Group 
III

Low-Income Nations (GNI per capita: $1,045 or less)*

Benin 60 30 10

Guinea 65 26  9

Haiti 40 45 15

Mozambique 64 27  9

Lower Middle-Income Nations (GNI per capita: 
$1,046–$4,125)

Bangladesh 32 59  9

Cambodia 33 54 13

Egypt 21 72  7

Uzbekistan 26 64 10

Upper Middle-Income Nations (GNI per capita: 
$4,126–$12,736)

Colombia 13 67 20

Mauritius  9 84  7

Mexico 13 75 13

Turkmenistan 24 65 11

Note: Disease classification system: Group I: Communicable, infectious, maternal, and 
perinatal; Group II: Noncommunicable and chronic; Group III: Injuries and accidents.
* Gross national income (GNI) per capita calculated using the World Bank Atlas method.
Data from WHO and World Bank, 2015.

TABLE 1-7 Historical Distribution of Disease Burden 
Within Countries

HIC – High-income countries
UMIC – Upper-and-middle-income countries
LMIC – Lower-and-middle-income countries
LIC – Low-income countries

Population, 2015

Disease burden, 2015

HIC
16%

UMIC
35%

LMIC
40%

LIC
9%

LMIC
45%

UMIC
29%

LIC
14%

HIC
12%

Data from World Health Organization. (2015). Global burden of disease estimates. http://www.who.int/healthinfo 
/global_burden_disease/en/
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TABLE  1-9. Neuropsychiatric and behavioral condi-
tions, musculoskeletal disorders, and diabetes dom-
inate the causes of disability, accounting for 5 of the 
top 10 conditions. However, a diverse spectrum of 
conditions, such as iron-deficiency anemia, skin dis-
eases, and oral disorders, also appear on the list. A 
unique contribution of the GBD work has been its 
placement of nonfatal health outcomes in the cen-
ter of international health policy in recent years. The 
important, and yet often ignored, effects of these con-
ditions are obvious once disability is counted in these 
estimates of disease burden.

Disease Burden. Based on the estimation of deaths 
and disability presented in the preceding subsection, 
the global disease burden for 2015 was estimated 
using DALYs. Leading causes of the global burden in 
2015 (TABLE 1-10) indicate how those conditions affect 
the global disease burden. The top 10 list is a mixture 
of communicable and perinatal conditions, noncom-
municable diseases, and road traffic injuries. This situ-
ation highlights the challenge facing the global health 
community as it simultaneously continues to fight 
infectious diseases, seeks to improve the response to 
chronic conditions, and prepares to meet the increas-
ing impact of injuries.

Age and Disease Distributions. FIGURE  1-12 illus-
trates the distribution of the global burden in 2015 by 
disease groups and demonstrates the growing relative 
impact of chronic diseases (group II) over infectious 
conditions (group I). FIGURE 1-13 provides comparable 
figures for loss of healthy life in seven major regions of 
the world. Note that communicable diseases still rep-
resent a considerable portion of the disease burden in 
2015, especially in sub-Saharan Africa. 

As the figures demonstrate, various subregions 
within middle- and low-income countries are at dif-
ferent stages of the epidemiologic transition. The 
influx of chronic diseases has added another layer of 
problems in some areas, while the burden of com-
municable diseases has not yet been eradicated. This 
“double burden” poses a major challenge for the health 
systems in these nations. In addition, the scarcity of 
resources in many of these countries makes the situa-
tion even more critical, and it becomes imperative to 
define interventions that are cost-effective and able to 
reduce the burden of disease.

Other Ways Burden Can Be Measured
Mortality and morbidity alone have been used for 
decades for international comparisons of disease 

High-Income Countries Low-Income Countries

Rank Cause Rank Cause

1 Ischemic heart disease 1 Lower respiratory infections

2 Cerebrovascular disease 2 HIV/AIDS

3 Alzheimer’s and other dementias 3 Diarrheal diseases

4 Lung cancer 4 Malaria

5 Lower respiratory tract infection 5 Cerebrovascular disease

6 Chronic obstructive pulmonary disease 6 Ischemic heart disease

7 Colorectal cancers 7 Tuberculosis

8 Chronic kidney disease 8 Congenital defects

9 Diabetes 9 Neonatal preterm birth complications

10 Breast cancer 10 Neonatal encephalopathy

Data from GBD, 2015 (Based on the World Bank income categories).

TABLE 1-8 Leading Causes of Deaths in High-Income and Low-Income Countries, 2015
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burden. Mortality among children younger than 
5 years is considered a sensitive indicator of the over-
all health of nations, but especially of the health of 
women and children. UNICEF publishes an annual 
State of the World’s Children report (UNICEF, 2016) 
that includes a ranking of nations based on this indi-
cator (TABLE 1-11).

Gross national income (GNI) per capita is an indi-
cator of national wealth, and the relationship between 
these variables usually follows an expected sequence, 
such that the country with the lowest GNI per cap-
ita has the worst indicators of health. However, as 
Table  1-11 indicates, even countries that have rela-
tively higher per capita income can have poor indi-
cators of health service accessibility (e.g., proportion 
of newborns protected against tetanus). For exam-
ple, the per capita GNI for Mongolia is higher than 
that for Nicaragua, yet both the countries rank 84th 
for under-5 mortality, with lower life expectancy in 
Mongolia compared to Nicaragua. Such examples 
demonstrate that the relationship between health and 
poverty is complex and needs in-depth investigation. 
When seeking to improve the health of nations, both 
absolute poverty and the disparities within societies 

serve as impediments to empowerment of the poor 
and needy, especially women and children.

Projections
Forecasts of disease burden have been attempted with 
the intent of providing some basis for health plan-
ning. Making such projections is a challenging task 

Rank Cause

1 Lower back and neck pain

2 Sense organ diseases

3 Depressive disorders

4 Iron-deficiency anemia

5 Skin diseases

6 Diabetes

7 Migraine

8 Other musculoskeletal disorders

9 Anxiety disorders

10 Oral disorders

Note: Disability losses are defined by years of life lived with disability (YLD). Ranking is 
based on YLD rates for all age groups, both sex and level 3 cause (http://ihmeuw.org/44lj).
Source: Institute for Health Metrics and Evaluation, 2015.
Data from GBD, 2015.

TABLE 1-9 Leading Causes of Disability Losses 
Globally, 2015

Rank Cause

1 Ischemic heart disease

2 Cerebrovascular disease

3 Lower respiratory infections

4 Low back and neck pain

5 Neonatal preterm birth  
complications

6 Diarrheal diseases

7 Sense organ disease

8 Neonatal encephalopathy

9 Road traffic injuries

10 HIV/AIDS

Data from Institute for Health Metrics and Evaluation, 2015. Ranking based on DALYs rates 
for all age groups, both sex for 2015 and level 3 cause. Retrieved from http://ihmeuw 
.org/44lk.

TABLE 1-10 Leading Cause of Global Burden of 
Disease, 2015

FIGURE 1-12 Global burden of disease 2015 by disease groups.
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Data from GBD, 2015.
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that requires further data manipulations and the use of 
assumptions. These assumptions must predict changes 
in disease prevalence and incidence over time, the 
effects of interventions, and other factors. As a result, all 
projections are estimates with substantial variations that 
are highly dependent on the data used to derive them.

The GBD 2015 study was conducted to pro-
vide burden of disease estimates for more than 200 
health conditions. These estimates are available 
based on gender, age groups, countries, and regions, 
allowing for comparisons across different years. 
Estimates are available since 1990, and the current 

Country

Ranking by 
Child Mortality 
(<5 years)

Life Expectation 
at Birth, 2015 
(years)

Stunted 
Children  
<5 Years (%)

Newborns 
Protected 
Against Tetanus 
*(%)

Gross National 
Income per 
Capita, 2014 
(U.S. dollars)

Afghanistan 16 61 41 70 680

Angola  1 53 29 78 4,126 to 12,735

Bhutan 67 70 34 83 2,370

Guatemala 71 72 47 85 3,430

Mongolia 84 70 11 — 4,280

Nicaragua 84 75 23 81 1,870

Niger 10 62 43 81 410

Pakistan 22 66 45 75 1,400

Peru 99 75 15 85 6,360

Sierra Leone  5 51 38 85 700

* Modeling is done based on pregnant women who were given two doses or more of tetanus toxoid vaccine to calculate the percentage of births that can be considered as protected against tetanus.
Data from UNICEF, 2016.

TABLE 1-11 Health Status Indicators and National Income for Selected Low- and Middle-Income Countries

FIGURE 1-13 Proportion of disease burden by disease groups in selected regions, 2015.
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leading causes of disease burden are presented in 
Table 1-10.

The dominance of chronic diseases on this list is 
obvious, although respiratory conditions still appear 
to be important. Injuries from road traffic crashes are 
the ninth leading cause of the global disease burden 
and are expected to rise in prominence.

The growing importance of noncommunicable 
diseases is a global phenomenon, and these conditions’ 
impact on low- and middle-income countries and 
regions needs to be assessed. However, there is a per-
sistent burden of respiratory infections and diarrheal 
diseases in these regions. The situation in the low- and 
middle-income world is one where the “triple burden” 
of persistent communicable diseases, prevalent noncom-
municable conditions, and increasing injuries will call for 
an appropriate response from public health officials.

 ▸ Burden of Disease Attributed 
to Risk Factors

An analysis of risk factors that underlie many import-
ant disease conditions can help inform policy decisions 
concerning interventions directed toward health pro-
motion and disease reduction. For example, smoking, 
alcohol, hypertension, and malnutrition are risk fac-
tors for a variety of diseases, and specific interventions 
have been developed that may reduce their prevalence. 
Risk factors include an array of human behaviors, 
nutritional deficiencies and excesses, substance abuse, 
and certain characteristics such as hypertension. Some 
factors are both an outcome and a risk factor (hyper-
tension), some are challenging to measure (violence), 
and yet others (smoking and alcohol) lead to many 
possible disease outcomes. The linkage between an 
identified risk factor and the set of associated disease 
outcomes may be difficult to directly quantify, and the 
portion of specific disease prevalence attributable to 
any one factor may be problematic.

Relationships such as those shown in FIGURE 1-14 
require careful assessment to determine the propor-
tion of heart disease to be attributed to hypertension 
in relation to other interacting causal factors. The best 

way to determine the portion of disease that may be 
ascribed to hypertension is through randomized tri-
als with careful assessment of disease outcomes over 
time: Results from studies that control hypertension 
have shown a reduction of death and disability from 
not only cardiac disease, but also from cerebrovascu-
lar and renal diseases.

Because the most important purpose of risk factor 
analysis is to assist in decision making about the allo-
cation of resources, the link between the various risk 
factors and potential interventions to reduce those 
risks should be clear. The effectiveness of interven-
tions against risk factors ultimately should be judged 
by their ability to reduce the amount of healthy life lost 
attributed to the diseases that the risk factor affects. 
For the evaluation of an intervention that reduces 
hypertension, for example, the healthy life losses from 
the entire range of diseases that hypertension influ-
ences are required.

Although understanding the underlying factors 
that lead to disease and the complex interrelations in 
the web of causation has long been a major focus of 
epidemiology (Rothman, 2012), most analyses of the 
relationships of risk factors to specific diseases have 
been done in the context of individual risk factors in 
limited settings and with wide variations in the criteria 
for risk assessment. As a consequence, comparisons of 
risk factors as determinants of disease on a population 
health level are problematic.

The Burden of Selected Major  
Risk Factors
The model used in recent GBD studies for causal 
attribution of health outcomes is based on counterfac-
tual analysis that focuses on risk factor compared to 
a counterfactual risk distribution (Ezzati et al., 2002). 
Within this analysis, the contribution of one risk factor, 
or a group of risk factors, to disease or mortality was 
estimated by comparing the current or future disease 
burden with the levels that would be expected under 
an alternative hypothetical scenario. This involves an 
evaluation of the effect that a risk factor has on a dis-
ease and its consequences, by setting the risk factor to 
its minimum while keeping all other factors constant. 
This method has the advantage of showing the poten-
tial gains by risk reduction from all levels of subopti-
mal exposure in a consistent way across risk factors 
(Ezzati et al., 2002).

The Comparative Risk Assessment (CRA) part of 
GBD 2015, for example, carried out a systematic evalu-
ation of 79 risk factors divided into three main groups 
(referred to as “level 1”)—behavioral, environmental 

FIGURE 1-14 Flowchart of a “disease” and “risk factor” 
– Hypertension.
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and occupational, and metabolic risks— relative to 
global and regional burdens of disease using a specific 
model for analysis (WHO, 2002a). Recently, the analy-
sis was conducted from 1990 to 2015 for 17 level 2 risk 
factors (Global Burden of Disease Risk Factors Col-
laborators, 2016). As shown in part (a) of FIGURE 1-15, 
the five leading risks for mortality on a global level 

are dietary risks (19%), high systolic blood pressure 
(17%), tobacco smoke (11%), air pollution (10%), 
and high fasting plasma glucose (8%); together these 
account for 65% of global mortality. These five factors 
especially increase risks for heart disease, diabetes, 
and cancer and have major consequences for coun-
tries across all income groups. Part (b) of  Figure 1-15 

FIGURE 1-15 Mortality (a) and DALYs (b) due to 19 leading risk factors by country income level, 2015.
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shows the main risks for burden of disease (DALYs) 
on a global level, with dietary risks (15%), high systolic 
blood pressure (12%), child and maternal malnutri-
tion (9%), tobacco smoke (9%), and air pollution (9%) 
accounting for more than half of the global DALYs. 
These estimates show the contribution of behavioral 
and environmental risk factors toward development of 
group II diseases.

The recent reductions in environmental risk fac-
tors mostly stem from reductions in unsafe water, 
unsafe sanitation, poor hygiene, and household air 
pollution. In terms of behavioral risk factors, smoking 
is among five top risk factors contributing to DALYs at 
the regional level. Alcohol and drug abuse is largely a 
problem for men, contributing to 7% of burden of dis-
ease in 2015, but those mainly affected vary greatly by 
geographic region: This factor has its greatest impact 
on men in Southeast Asia, South Asia, and Central 
and Eastern European countries (Institute for Health 
Metrics and Evaluation, 2015).

Eight level 2 risk factors—dietary risks, high 
blood pressure, high total cholesterol, air pollution, 
tobacco, high fasting plasma glucose, high body mass 
index, and low physical activity—account for more 
than 90% of ischemic heart disease (the leading cause 
of death worldwide). Although these major risk fac-
tors are associated with high-income countries, more 
than 88% of the total global burden of disease that 
they cause occurs in LMICs (Institute for Health Met-
rics and Evaluation, 2015). Some risk factors may have 
few effects on the total global burden of disease, yet be 
very important locally within certain populations and 
regions. For example, iodine deficiency affects certain 
LMICs and results in substantial disability in those  
populations.

The demographic and epidemiologic transitions 
discussed earlier in this chapter affect shifts in these 
major risk factors by changing social, economic, 
and political trends and their complex interactions. 
Low-income countries continue to struggle against 
the high burdens of infectious diseases, malnutrition 
(including undernutrition and micronutrient defi-
ciencies), and maternal and child health problems; at 
the same time, they must deal with the additional bur-
dens of high levels of noncommunicable disease and 
injuries. WHO has estimated that if such types of risks 
did not exist, global life expectancy would be 10 years 
longer (Mathers, Stevens, & Mascarenhas, 2009).

 ▸ Conclusion
The health of populations is the fundamental concern 
of global public health. The first step in the pursuit of 

population health improvement is the measurement of 
health and disease. Measurement is required to estab-
lish the magnitude of disease problems, define causal 
factors, explore potential solutions, and determine the 
impact of interventions. Measuring the impact of dis-
eases on populations in terms of mortality and mor-
bidity and their consequences is essential for planning 
effective ways to reduce the burden of illness and for 
setting priorities.

The burden of disease in populations has been 
gauged in many ways. Examples include measures 
of mortality, such as infant mortality rates; demo-
graphic measures, such as expectation of life at birth; 
and measures of morbidity, such as days away from 
work. However, for purposes of comparison among 
populations and for assisting in health planning and 
resource allocation, a common denominator com-
bining these factors is needed. Summary measures of 
population health based on the amount of healthy life 
lost from disability and from death have been devel-
oped to serve that purpose. Composite indicators 
(such as HeaLYs and DALYs) use duration of time 
(years, weeks, days) to measure the loss of healthy life 
from disease and the gain from interventions. These 
metrics are evolving into important tools for assisting 
health-related decision making. Nevertheless, to avoid 
misuse of such indicators, it is critical for those using 
them to understand the underlying assumptions and 
limitations and to meet the rather formidable data 
requirements. These summary measures also could be 
used to examine the burden of disease among subpop-
ulations defined by sociocultural economic attributes 
and especially on vulnerable groups. Thus, they could 
be used for ensuring that health-related decisions con-
sider equity as well as cost-effective criteria.

Trends in disease burden provide important clues 
about the success of ongoing health programs and 
the need for development of new interventions. At 
the same time, they reflect non-health-related fac-
tors that are important to the production or main-
tenance of health in populations. Inter-country and 
inter-regional comparisons allow for measuring prog-
ress among nations; they can highlight inequalities in 
health status and examine these disparities in relation 
to social, economic, educational, and other factors.

Health systems across the world are greatly 
affected by ongoing changes in disease profiles and 
population dynamics. These systems must develop the 
capacity to respond to such changes effectively within 
the resources of each nation. Decisions must be based 
on evidence about the patterns of diseases, their risk 
factors, and the effectiveness of alternative interven-
tions. Timely collection and analysis of appropri-
ate, high-quality data to support such evidence are 
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a prerequisite for improving equitable global health 
development.
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Discussion Questions
1. How can data help achieve the main purpose of 

a health system in any country? Give examples.
2. What are the essential elements of a burden of 

disease assessment, and which types of data are 
the most challenging to obtain in a low-income 
country?

3. What are the relative strengths and weaknesses 
of summary measures such as HeaLYs and 
DALYs compared to more traditional indicators 
of disease burden such as infant or maternal 
mortality?

4. In your country or city, what would be the most 
appropriate set of indicators to assess the impact 
of chronic diseases on the population? Why?

 ▸ Appendix 1
Some of the Health-Related SDG 
Indicators
Target 2.1: By 2030, end hunger and ensure access by all 
people, in particular the poor and people in vulnerable 
situations, including infants, to safe, nutritious, and suf-
ficient food all year round

 ■ 2.1.1 Prevalence of undernourishment

Target 2.2: By 2030, end all forms of malnutrition, 
including achieving, by 2025, the internationally agreed 
targets on stunting and wasting in children under 5 years 
of age, and address the nutritional needs of adolescent 
girls, pregnant and lactating women, and older persons

 ■ 2.2.1 Prevalence of stunting
 ■ 2.2.2 Prevalence of malnutrition

Target 3.1: By 2030, reduce the global maternal 
mortality ratio to less than 70 per 100,000 live births

 ■ 3.1.1 Maternal mortality ratio
 ■ 3.1.2 Proportion of births attended by skilled 

health personnel

Target 3.2: By 2030, end preventable deaths of new-
borns and children under 5 years of age, with all coun-
tries aiming to reduce neonatal mortality to at least as 
low as 12 per 1,000 live births and under-5 mortality to 
at least as low as 25 per 1,000 live births

 ■ 3.2.1 Under-5 mortality rate
 ■ 3.2.2 Neonatal mortality rate

Target 3.3: By 2030, end the epidemics of AIDS, 
tuberculosis, malaria, and neglected tropical diseases 
and combat hepatitis, water-borne diseases, and other 
communicable diseases

 ■ 3.3.1 Number of new HIV infections per 1,000 
uninfected population, by sex, age, and key 
populations

 ■ 3.3.2 Tuberculosis incidence per 1,000 population
 ■ 3.3.3 Malaria incidence per 1,000 population
 ■ 3.3.4 Hepatitis B incidence per 100,000 population
 ■ 3.3.5 Number of people requiring interventions 

against neglected tropical diseases
Target 3.4: By 2030, reduce by one third premature 

mortality from noncommunicable diseases through pre-
vention and treatment and promote mental health and 
well-being

 ■ 3.4.1 Mortality rate attributed to cardiovascular dis-
ease, cancer, diabetes, or chronic respiratory disease

 ■ 3.4.2 Suicide mortality rate
Target 3.5: Strengthen the prevention and treat-

ment of substance abuse, including narcotic drug abuse 
and harmful use of alcohol

 ■ 3.5.1 Coverage of treatment interventions (phar-
macological, psychosocial, and rehabilitation and 
aftercare services) for substance use disorders

 ■ 3.5.2 Harmful use of alcohol, defined according 
to the national context as alcohol per capita con-
sumption (aged 15 years and older) within a cal-
endar year in liters of pure alcohol

Target 3.6: By 2020, halve the number of global 
deaths and injuries from road traffic accidents

 ■ 3.6.1 Death rate due to road traffic injuries

Target 3.7: By 2030, ensure universal access to sex-
ual and reproductive healthcare services, including for 
family planning, information and education, and the 
integration of reproductive health into national strate-
gies and programs

 ■ 3.7.1 Proportion of women of reproductive age 
(aged 15–49 years) who have their need for family 
planning satisfied with modern methods

 ■ 3.7.2 Adolescent birth rate (aged 10–14 years; aged 
15–19 years) per 1,000 women in that age group
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Target 3.8 Achieve universal health coverage, includ-
ing financial risk protection, access to quality essential 
healthcare services, and access to safe, effective, quality, 
and affordable essential medicines and vaccines for all

 ■ 3.8.1 Coverage of essential health services
 ■ 3.8.2 Number of people covered by health insur-

ance or a public health system per 1,000 population
Target 3.9: By 2030, substantially reduce the num-

ber of deaths and illnesses from hazardous chemicals 
and air, water, and soil pollution and contamination

 ■ 3.9.1 Mortality rate attributed to household and 
ambient air pollution

 ■ 3.9.2 Mortality rate attributed to unsafe water, 
unsafe sanitation and lack of hygiene (exposure 
to unsafe Water, Sanitation and Hygiene for All 
[WASH] services)

 ■ 3.9.3 Mortality rate attributed to unintentional 
poisoning
Target 4.2: By 2030, ensure that all girls and boys 

have access to quality early childhood development, 
care, and pre-primary education so that they are ready 
for primary education

 ■ 4.2.1 Proportion of children under 5 years of age 
who are developmentally on track in health, learn-
ing, and psychosocial well-being, by sex

Target 5.2: Eliminate all forms of violence against all 
women and girls in the public and private spheres, includ-
ing trafficking and sexual and other types of exploitation

 ■ 5.2.1 Proportion of ever-partnered women and 
girls aged 15  years and older subjected to phys-
ical, sexual, or psychological violence by a cur-
rent or former intimate partner in the previous 
12 months, by form of violence and by age

 ■ 5.2.2 Proportion of women and girls aged 15 years 
and older subjected to sexual violence by persons 
other than an intimate partner in the previous 
12 months, by age and place of occurrence

Target 5.6: Ensure universal access to sexual and 
reproductive health and reproductive rights

 ■ 5.6.2 Number of countries with laws and regu-
lations that guarantee women aged 15–49  years 
access to sexual and reproductive health care, 
information, and education
Target 6.1: By 2030, achieve universal and equitable 

access to safe and affordable drinking water for all
 ■ 6.1.1 Proportion of population using safely man-

aged drinking water services
Target 6.2: By 2030, achieve access to adequate 

and equitable sanitation and hygiene for all and end 

open defecation, paying special attention to the needs 
of women and girls and those in vulnerable situations

 ■ 6.2.1 Proportion of population using safely man-
aged sanitation services, including a hand-washing 
facility with soap and water
Target 8.8 Protect labor rights and promote safe and 

secure working environments for all workers, including 
migrant workers, in particular women migrants, and 
those in precarious employment

 ■ 8.8.1 Frequency rates of fatal and nonfatal occu-
pational injuries, by sex and migrant status

Target 11.5: By 2030, significantly reduce the num-
ber of deaths and the number of people affected and 
substantially decrease the direct economic losses relative 
to global gross domestic product caused by disasters, 
including water-related disasters, with a focus on pro-
tecting the poor and people in vulnerable situations

 ■ 11.5.1 Number of deaths, missing persons, and 
persons affected by disaster per 100,000 people

Target 11.7 By 2030, provide universal access to 
safe, inclusive, and accessible green and public spaces, in 
particular for women and children, older persons, and 
persons with disabilities

 ■ 11.7.2 Proportion of persons who are victims of 
physical or sexual harassment, by sex, age, disabil-
ity status, and place of occurrence, in the previous 
12 months

Target 16.1: Significantly reduce all forms of vio-
lence and related death rates everywhere

 ■ 16.1.1 Number of victims of intentional homicide 
per 100,000 population, by sex and age

 ■ 16.1.2 Conflict-related deaths per 100,000 popula-
tion, by sex, age, and cause

 ■ 16.1.3 Proportion of population subjected to 
physical, psychological, or sexual violence in the 
previous 12 months

 ■ 16.1.4 Proportion of population that feel safe 
walking alone around the area they live

Target 16.2 End abuse, exploitation, trafficking, and 
all forms of violence against and torture of children

 ■ 16.2.1 Proportion of children aged 1–17  years 
who experienced any physical punishment and/or 
psychological aggression by caregivers in the past 
month

 ■ 16.2.3 Proportion of young women and men aged 
18–29 years who experienced sexual violence by 
age 18

Reproduced from United Nations. Sustainable Development Goals. SDG Indicators. Retrieved from: https://unstats.un.org/sdgs 
/metadata/
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CHAPTER 2

Culture, Behavior, and Health
Susan C. Scrimshaw and Sandra D. Lane

“If you wish to help a community improve its health, you must 
learn to think like the people of that community. Before asking 
a group of people to assume new health habits, it is wise to 
ascertain the existing habits, how these habits are linked to one 
another, what functions they perform, and what they mean to 
those who practice them” (Paul, 1955, p. 1).

People around the world have beliefs and behav-
iors related to health and illness that stem from 
cultural forces as well as individual experiences 

and perceptions. A 16-country study of community 
perceptions of health, illness, and primary health care 
found that in all 42 communities studied, people used 
both the Western biomedical system and indigenous 
practices, including indigenous practitioners. Also, 
there were discrepancies between which services the 
governmental agencies said existed in the community 
and what was really available. Due to positive expe-
riences with alternative healing systems and short-
comings in the Western biomedical system, people 
relied on both (Nichter, 2008; Scrimshaw, 1992). In 
recognition of the widespread use of nonbiomedical 
therapies, the U.S. National Institutes of Health estab-
lished a center for the study of alternative and comple-
mentary medicine, which is now called the National 
Center for Complementary and Integrative Health 
(NCCIH, 2014). With a yearly budget of $124.1 mil-
lion, the NCCIH’s mandate is to provide research evi-
dence of efficacy for nonbiomedical treatments, such 
as acupuncture, herbal preparations, meditation, and 
spiritual healing. The popularity of complementary 

and integrative approaches was demonstrated by a 
U.S. nationwide survey, demonstrating that 33.2% 
of adults used such treatments (NCCIH, 2017). The 
global importance of those approaches is evidenced 
by the World Health Organization’s (WHO) major 
report, WHO Traditional Medicine Strategy 2014–
2023, and the establishment of 21 regional centers for 
the study of traditional medicine to strengthen the 
evidence base and promote quality.

In the past three decades, we have moved from 
rejecting traditional health beliefs and practices to 
understanding that culturally rooted, traditional heal-
ing approaches are valued and used, often in combina-
tion with biomedicine. At this time there is increasing 
recognition that such approaches can and should be 
rigorously evaluated. Nevertheless, appreciation for 
cultural knowledge and behaviors in the planning and 
execution of health programs often falls short of the 
mark. Experience has shown that when health pro-
grams fail to recognize and work with indigenous 
beliefs and practices, they also fail to reach their goals. 
Similarly, research to plan and evaluate health programs 
must take cultural beliefs and behaviors into account 
if researchers expect to understand why programs are 
not working and determine what to do about it.

This chapter draws on the social sciences— 
particularly, anthropology, psychology, and  sociology— 
to examine the cultural and behavioral parameters 
that are essential to understanding global health 
efforts. It complements the Understanding and Acting 
on Social Determinants of Health and Health Equity 
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chapter, which covers social, political, and economic 
forces that affect health, but does not go deeply into 
the cultural components of health. This chapter begins 
with some key concepts from the field of anthropol-
ogy and the subfield of medical anthropology. It con-
tinues with brief descriptions of the various types of 
health belief systems and healers around the world. 
Next, some key theories of health behavior and behav-
ioral and cultural change are described and discussed. 
Issues of health literacy and health communication 
are then addressed, along with the myriad health pro-
motion strategies available. Methodological issues are 
presented, followed by a case study of acquired immu-
nodeficiency syndrome (AIDS) and a commentary 
on the international efforts to curb the Ebola virus 
pandemic in West Africa. Another case study exam-
ines the use of rapid assessment methods to guide the 
introduction of an improved nutritional cereal for 
infants and children in Ghana. The chapter concludes 
by summarizing how all of these areas need to be con-
sidered in global health efforts.

 ▸ Basic Concepts from Medical 
Anthropology

Health and illness are defined, labeled, evaluated, and 
acted upon in the context of culture. In the nineteenth 
century, anthropologist Edmund Tyler (1871) defined 
culture as “that complex whole which includes knowl-
edge, belief, art, morals, law, custom, and any other 
capabilities acquired by man as a member of society.” 
Since those early days of anthropology, there have 
been literally hundreds of definitions of culture, but 
most have the following concepts in common (Board 
on Neuroscience and Behavioral Health, 2002):

 ■ Shared ideas meanings and values
 ■ Socially learned, not genetically transmitted
 ■ Patterns of behavior that are guided by these 

shared ideas, meanings, and values
 ■ Often exists at an unconscious level
 ■ Constantly modified through “lived experiences”

The last of these concepts—lived experiences—
comprises the experiences that people (and sometimes 
groups of people) go through as they live their lives. 
These experiences modify their culturally influenced 
beliefs and behaviors (Garro, 2000; Mattingly & Garro, 
2000). As a consequence, culture is not static on either 
the group or the individual level; rather, people are 
constantly changing. This concept allows for cultural 
change as people migrate to a new setting (commu-
nity, region, or country), as people acquire additional 

education and experiences, and as conditions change 
around them (e.g., armed conflicts, economic changes 
in a country or region, political changes). This is a 
helpful viewpoint when looking at cultural change on 
both individual and group levels.

Medical anthropologists observe different cultures 
and their perspectives on disease and illness. For exam-
ple, they look at the biological and the ecological aspects 
of disease, the cultural perspectives, and the ways in 
which cultures approach prevention and treatment.

Insider Versus Outsider Perspectives
To understand the cultural context of health, it is 
essential to work with several key concepts. First, the 
concepts of insider and outsider perspectives are use-
ful for examining when we are seeing things from our 
point of view and when we are trying to understand 
someone else’s view of things. The insider perspective 
(emic, in anthropological terminology) shows the cul-
ture as viewed from within. It refers to the meaning 
that people attach to things from their cultural per-
spective. For example, the view that worms (Ascaris) 
in children are normal and are caused by eating sweets 
is a perspective found within some cultures. The out-
sider perspective (etic, in anthropological terminol-
ogy) refers to the same thing as seen from the outside. 
Rather than meaning, it conveys a structural approach, 
or something as seen without understanding its mean-
ing for a given culture. The outsider perspective can 
also convey an outsider’s meaning attached to the 
same phenomenon. For example, this view might 
hold that Ascaris infection is contracted through eggs 
in contaminated soil or foods contaminated by con-
tact with that soil; the eggs get into the soil through 
fecal wastes from infected individuals. The concepts 
of insider and outsider perspectives allow us to look 
at health, illness, and prevention and treatment sys-
tems from several vantage points; to analyze the dif-
ferences between these perspectives; and to develop 
approaches that will work within a cultural context 
(Scrimshaw & Hurtado, 1987).

To continue the example, in Guatemalan vil-
lages where the previously mentioned insider beliefs 
about Ascaris prevailed, researchers learned that some 
mothers believed that worms are normal and are not 
a problem unless they become agitated. In their view, 
worms live in a bag or sac in the stomach and are 
fine while so confined. Agitated worms get out and 
appear in the feces or may be coughed up. Mothers 
also believed that worms are more likely to become 
agitated during the rainy season, because the thunder 
and lightning frighten them. From an outsider per-
spective, this relationship makes sense: Sanitation is 
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more likely to break down in the rainy season, so there 
is more chance of infection and more diarrheal dis-
ease, which will reveal the worms.

The dilemma for the health workers, in the Gua-
temalan worms example, was to get the mothers to 
accept deworming medication for their children, 
because most of the time worms were perceived as 
normal. If the health workers tried to tell the mothers 
that their beliefs were wrong, the mothers would rea-
son that the health workers did not understand illness 
in a Guatemalan village and would reject their pro-
posal. The compromise was to suggest that the chil-
dren be dewormed just before the rainy season, so as 
to avoid the problem of agitated worms. It worked.*

The insider–outsider approach leads to another 
set of concepts. According to the Western biomedical 
definition, disease is the outsider perspective—that 
is, disease is an undesirable deviation from a measur-
able norm. Deviations in temperature, white blood cell 
count, red blood cell count, bone density, and many oth-
ers are, therefore, seen as indicators of disease. Illness, in 
contrast, means “not feeling well.” Thus, it is a subjective, 
insider view. This sets up some immediate dissonances 
between the two views. It is possible to have an unde-
sirable deviation from a Western biomedical norm and 
to feel fine. Hypertension, early stages of cancer, human 
immunodeficiency virus (HIV) infection, and early 
stages of diabetes are all instances where people may feel 
well, yet have a disease. Thus, healthcare providers must 
communicate the need for behaviors to “fix” something 
that people may not realize is wrong.

This potential conflict becomes even more criti-
cal when we think about the role of risk factors and 
prevention in contemporary biomedical practice. 
Laboratory tests can reveal the potential risk of future 
disease—for example, elevated low-density lipopro-
tein cholesterol (LDL) level, which may be predictive 
of an increased possibility of future cardiac or arterial 
disease. To reduce the possibility of such future dis-
ease, the patient might be labeled as “high risk” and 
prescribed medication to take daily for years. Even 
among those persons with substantial education, it 
is difficult to understand how to interpret risk and 
probability when one feels well and does not have a 
disease. The widespread rejection of vaccines by some 
well-educated parents represents another example of 
the power of insider (emic) understandings. The fail-
ure of public health advocacy for vaccines to convince 
such parents of the outsider (etic) view of the safety 
and value of vaccines demonstrates the power of cul-
tural beliefs even in the face of scientific evidence.

* We are indebted to Elena Hurtado of Guatemala for this example.

It is also possible for someone to feel ill and for 
the Western biomedical system not to identify a 
disease. When this occurs, there is a tendency for 
Western-trained healthcare providers to say that noth-
ing is wrong or that the person has a “psychosomatic” 
problem. Although both of these statements can be 
correct, there are several other explanations for this 
occurrence. One possibility is that Western biomed-
ical science has not yet figured out how to measure a 
disease or disorder. Recent examples of this phenom-
enon include chronic fatigue syndrome and fibromy-
algia: These conditions were labeled “psychosomatic” 
at one time, and remain incompletely understood 
by biomedicine, but now are defined by measurable 
deviations from a biological norm. Similarly, painful 
menstruation was labeled “subconscious rejection of 
femininity” in the past, but is now associated with 
elevated prostaglandin levels and can be helped by 
administration of a prostaglandin inhibitor.

A more intriguing set of conditions are what 
anthropologists have called “culture-bound syn-
dromes” (Hughes, 1990; Simons, 2001; Simons & 
Hughes, 1985), but that might be better described as 
“culturally defined syndromes.” Culturally defined syn-
dromes are an insider way of describing and attribut-
ing a set of symptoms. They often refer to symptoms 
of a mental or psychological problem, but a physio-
logical disease may also exist, posing a challenge to 
the health practitioner. For example, Rubel, O’Nell, 
and Collado-Ardon (1984) found that an illness 
called susto (“fright”) in Mexico corresponded with 
symptoms of tuberculosis in adults. If people were 
told there was no such thing as susto and that they 
had tuberculosis, they rejected the diagnosis and the 
treatment on the grounds that the doctors obviously 
knew nothing about susto. This situation was com-
plicated by the fact that tuberculosis was viewed as 
serious and stigmatizing. The solution was to discuss 
the symptoms with people and mention that West-
ern biomedicine has a treatment for those symptoms 
(Rubel et al., 1984). Susto may also be used to describe 
other sets of symptoms—for example, those of diar-
rheal disease in children (Scrimshaw & Hurtado, 
1988). Other examples of culture-bound syndromes 
include evil eye (Latin America, the Mediterranean), 
zar (the Middle East and North Africa), brain fag or 
brain fog (West Africa), amok (running amok) or 
mata elap (Indonesia,  Malaysia, and the Philippines), 
latah (Malaysia and Indonesia), p’a leng (China), and 
ataque de nervios (Puerto Rico) (Guarnaccia et al., 
2010; Simons & Hughes, 1985).
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A recent example of what appears to be a new 
culture-bound syndrome has emerged among refugee 
children in Sweden whose families faced deportation 
(Aviv, 2017). Uppgivenhetssyndrom, or resignation 
syndrome, afflicting hundreds of children on the eve 
of their families’ deportation, involves loss of speech 
and voluntary movement. The children exhibit no 
neurologic pathology in clinical tests, yet they must be 
fed, washed, and turned in bed by caregivers, as if they 
are comatose.

Not all individuals within a group will necessarily 
have the same beliefs and behaviors. With culturally 
defined syndromes, it is essential for an outsider to ask 
about the symptoms associated with the illness and to 
proceed with diagnosis and treatment on the basis of 
those symptoms. This is good practice in any event, 
because people often make a distinction between the 
cause of a disease or illness and its symptoms. Even if 
the perceived cause is inconsistent with the Western 
biomedical system, a disease can be diagnosed and 
treated based on the symptoms without challenging 
people’s beliefs about the cause. When people’s beliefs 
about the cause are denied, they may reject prevention 
or treatment measures entirely (Nichter, 2008).

The term Western biomedicine is used through-
out this chapter because a term like modern medicine 
would deny the fact that there are other medical sys-
tems, such as Chinese and Ayurvedic medicine, that 
have modern forms. Indigenous medical system is used 
to refer to an insider—“within the culture”—system. 
Thus, Western biomedicine is an indigenous medical 
system in some countries, such as the United States 
and Canada, but it may exist side by side with other 
indigenous systems, even in the United States and 
Western Europe. In most of the world, Western bio-
medicine now coexists with, and often dominates, 
local or indigenous systems. Because of this multi-
plicity of systems, and because of class differences, 
physicians and policy makers in a country may not 
accept or even be aware of the extent to which indig-
enous systems exist or recognize their importance 
( Cameron, 2010). Also, many countries are home to 
peoples with multiple cultures and multiple languages. 
The cross-cultural principles discussed in this chapter 
may be just as important to work within a country as it 
is to work in multiple countries or cultures.

Ethnocentrism
Another key concept from medical anthropology is 
that of ethnocentrism. Ethnocentric refers to seeing 
your own culture as “best.” Ethnocentrism is a natural 
tendency, because the survival and perpetuation of a 

culture depend on its teaching its children to accept 
the culture and on its members feeling that it is a good 
thing. In the context of cross-cultural understand-
ing, ethnocentrism poses a barrier if people approach 
a culture with the attitude that it is inferior to their 
own culture. One of anthropology’s key contributions 
to how we view the world is cultural relativism, which 
refers to the idea that the beliefs, behaviors, and values 
of each culture make sense within that culture. From 
this perspective, each culture has developed its own 
ways of solving the problems of how to live together; 
how to obtain the essentials of life, such as food and 
shelter; how to explain phenomena; and so on. Cul-
tural relativism has been misunderstood in contem-
porary discourse as implying that we should not hold 
beliefs about “right” and “wrong,” especially about 
culturally patterned practices that may cause harm. 
For example, in parts of Africa and the Middle East, 
female infants or young girls may have their genitals 
partially or completely amputated, which is sometimes 
called “female genital mutilation” by Western activ-
ists seeking to end the practice. Lane and Rubinstein 
(1996), in their analysis of the practice, advocated that 
cultural relativism means that we should try to under-
stand the cultural explanations driving the practice 
and the context in which it occurs. At the same time, 
they emphasize that understanding why and how this 
behavior occurs does not mean that we condone the 
practice. Indeed, familiarity with the cultural rationale 
of a potentially harmful practice can be the basis of 
effective intervention against it.

The importance of seeking to understand a cul-
tural practice can be a major challenge when global 
health is considered. What if a behavior is “wrong” 
from an epidemiologic perspective? How does one 
distinguish between a “dangerous” behavior (e.g., 
using an HIV-contaminated needle, swimming in 
a river with snails known to carry schistosomiasis, 
ingesting a powder with lead in it as part of a heal-
ing ritual) and behaviors that are merely different and, 
therefore, seem odd? For example, Bolivian peasants 
traditionally used very fine clay in a drink believed to 
be good for digestion and stomach ailments. Health 
workers succeeded in discouraging this practice in 
some communities because “eating dirt” seemed like a 
bad thing. The health workers then found themselves 
faced with increased caries and other symptoms of cal-
cium deficiency in these same communities. Analysis 
revealed that the clay was a key source of calcium for 
these communities. It turns out that biomedicine also 
uses clay—but we color it pink or give it a mint flavor 
and put it in a bottle with a fancy label (S. Scrimshaw, 
personal observation).
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Thus, there is a delicate balance between being 
judgmental without good reason and seeking to intro-
duce behavior change because there is real harm from 
existing behaviors. In general, it is best to leave harm-
less practices alone and focus on understanding and 
changing harmful behaviors. This task is more diffi-
cult than it might seem, because the concept of cul-
tural relativism also applies to perceptions of quality 
of life. A culture in which people believe in reincarna-
tion may approach death with more equanimity, and 
may not embrace drastic procedures that prolong life 
only briefly. In some cultures, loss of a body organ is 
viewed as impeding the ability to go to an afterlife or 
the next life, and such surgery may be refused. Thus, 
it is important in global health for cultural outsiders 
to be cautious about making statements about what is 
good for someone else.

Holism
The concept of holism is also useful in looking at 
health and disease cross-culturally. Holism is an 
approach used by anthropologists that looks at the 
broad context of whatever phenomenon is being 
studied. Holism involves staying alert for unexpected 
influences, because you never know what may have a 
bearing on the program you are trying to implement. 
For public health, this consideration is crucial because 
diverse factors may influence health and health behav-
ior (Nichter, 2008).

A classic example of this situation is the detective 
work that went into discovering the etiology of the 
New Guinea degenerative nerve disease, kuru. Epide-
miologists could not figure out how people contracted 
the disease, which appeared to have a long incuba-
tion period and to occur more frequently in women 
and children than in men. Many hypotheses were 
advanced, including inheritance (genetic), infection 
(bacterial, parasitic), and psychosomatic explanations.

By the early 1960s, the most widely accepted of 
the prevailing hypotheses was that kuru was genet-
ically transmitted. Nevertheless, this proposal did 
not explain the sex differences in infection rates in 
adults but not in children, nor how such a lethal gene 
could persist. Working with Gadjusek of the National 
Institutes of Health (NIH), cultural anthropologists 
Glasse and Lindenbaum used in-depth ethnographic 
interviews to establish that kuru was relatively new to 
that region of New Guinea, as was the practice of can-
nibalism. Women and children were more likely to 
engage in the ritual consumption of the brains of dead 
relatives as a way of paying tribute to them, which was 
culturally less acceptable for men. Also, this tissue was 

cooked, but women, who did the cooking, and chil-
dren, who were around during cooking, were more 
likely to eat it when it was partially cooked and, there-
fore, still infectious. Lindenbaum and Glasse sug-
gested the disease was transmitted by cannibalism. To 
confirm their hypothesis, Gadjusek’s team inoculated 
chimpanzees with brain material from women who 
had died of kuru; the animals subsequently devel-
oped the disease. The disease, initially thought to be 
a slow virus, was subsequently identified as caused 
by prions, which are mis-folded proteins transmitted 
through the ingestion of brain tissue. Since then, the 
practice of cannibalism has declined and the disease 
has now virtually disappeared (Gadjusek, Gibbs, & 
Alpers, 1967; Lindenbaum, 1971). The research on 
kuru led scientists to discover a similar pattern of 
disease caused by the ingestion of beef that had been 
fed neurologic tissue of deceased cattle, called “mad 
cow disease” or variant Creutzfeldt-Jakob disease 
(Collinge et al., 2006).

Health Literacy
In recent years, increasing attention has focused on 
another area that intersects with culture in people’s 
ability to understand and access health care—the 
concept of health literacy. Health literacy is defined as 
“the degree to which individuals have the capacity to 
obtain, process, and understand basic health informa-
tion and services needed to make appropriate health 
decisions” (Ratzan & Parker, 2000). Health literacy has 
been most thoroughly explored in the United States, 
and until recently was seen more as a literacy issue 
than a cultural issue. A 2004 Institute of Medicine 
report notes the importance of considering cultural 
issues such as many of those discussed in this chapter, 
and of taking a more global look at the problem and 
needed interventions (Nielsen-Bohlman, Panzer, & 
Kindig, 2004). Many National Academy of Medicine 
(NAM) reports have followed, along with an NAM 
Roundtable and discussion papers on the topic (e.g., 
Allen, Auld, Logan, Montes, & Rosen, 2017).

In looking at culture and health literacy, several 
categories for misunderstandings between provider 
and patient emerge.

First, there is a difference between medical termi-
nology and lay terminology, which can occur in any 
language or culture. What is “diastolic” or a “broncho-
dilator”? What are HDL and LDL? What are T cells?

Second, individual and cultural differences sur-
round concepts. What does it mean to maintain a 
“moderate” weight? To an anxious teen who wants 
to become a model, moderate weight might mean 

Basic Concepts from Medical Anthropology 47



something clinically dangerously low (from the 
outsider, health practitioner perspective). To some 
women from Latin America or the Middle East, mod-
erate weight will be heavier than U.S. norms, whereas 
a U.S. woman who fears she weighs too much might 
be viewed as dangerously thin in those cultures.

Third, meanings may differ. While working with 
prenatal care programs in Mexico, Scrimshaw’s team 
struggled with communicating the concept of risk in 
pregnancy as they developed materials to help women 
identify symptoms that meant that they should seek 
care. It turned out that the direct translation of “risk” 
into Spanish, or riesgo, did not carry the same mean-
ing. When they explained the concept to women, 
they said, “Oh, you mean peligro.” Peligro translates 
directly as “danger” (Alcalay, Ghee, & Scrimshaw, 
1993;  Scrimshaw et al., 1990).

Finally, language issues may affect understanding. 
While researchers were investigating seizure disorders in 
adolescents from three cultures, it became clear that the 
word “trauma” has two different meanings. It can mean 
psychological shock, or it can mean physical trauma, 
such as a blow to the head. The exact same word trauma 
is used in Spanish, with the same two potential mean-
ings. When neurologists talked with patients who had 
epilepsy and their parents from Latino cultures, the neu-
rologists used the word “trauma” as a cause of seizures to 
mean a blow to the head. The Latino parents heard the 
psychological meaning and thought their child had been 
traumatized psychologically by some fright or shock 
(Long, Scrimshaw, & Hernandez, 1992).

Lane and her colleagues (2017) found that 
health literacy can be compromised at times even for 
well-educated individuals. It is particularly important 
to note that health literacy is as much a problem of the 
healthcare provider and health communication staff as 
it is of a patient or the people in a community. If med-
ical “jargon” is used, no amount of education short of 
experience in medicine or nursing will help someone 
understand. Terms such as “oncology,” “nephrology,” 
and “gastroenterology” have meaning for the medical 
world, but not for patients. Healthcare providers out-
side the United States often have a better understand-
ing of this issue than their U.S. counterparts.

Cultural Competence
A concept related to health literacy is that of cultural 
competence. Cultural competence in health care describes 
“the ability of systems to provide care to patients with 
diverse values, beliefs and behaviors, including tailoring 
delivery to meet patients’ social, cultural, and linguistic 
needs” (Betancourt, Green, & Carrillo, 2002). The con-
cept of cultural competence emerged, in part, from the 

U.S. federal government’s elaboration of the Cultural 
and Linguistically Appropriate Services (CLAS) guide-
lines to improve the care of diverse populations (Office 
of Minority Health, 2016). Healthcare institutions began 
using the CLAS standards to design cultural competence 
trainings for their staff. It became clear, however, that 
in-service training was insufficient to make participants 
truly competent in cultural issues. From this critique, 
scholars have suggested that cultural humility is a more 
realistic framework, because it promotes the under-
standing and appreciation of health beliefs and behav-
iors in their cultural contexts and respectful strategies to 
negotiate optimal health in the context of these beliefs 
and behaviors (Tervalon & Murray-García, 1998). To 
achieve this goal, we must understand our own biases.

Cultures vary in their definitions of health and of 
illness. A condition that is endemic in a population 
may be seen as normal and may not be defined as ill-
ness. Ascaris infection in young children was previ-
ously mentioned as a perceived “normal” condition in 
many populations. Similarly, malaria is seen as normal 
in some parts of Africa, because everyone has it or has 
had it. In Egypt, where schistosomiasis was common 
and affected the blood vessels around the bladder, blood 
in the urine was referred to as “male menstruation” and 
was seen as normal. These definitions may also vary by 
age and by gender. In most cultures, symptoms such 
as fever in children are seen as more serious than the 
same symptoms in adults. Men may deny symptoms 
more than women in some cultures, but women may 
do the same in others. Often, adult denial of symptoms 
is due to the need to continue working.

Sociologist Talcott Parsons (1948) first discussed 
the concept of the sick role, wherein an individual must 
“agree” to be considered ill and to take actions (or allow 
others to take actions) to define the state of his or her 
health, discover a remedy, and do what is necessary 
to become well. Individuals who adopt the sick role 
neglect their usual duties, may indulge in dependent 
behaviors, and seek treatment to get well. By adopting 
the sick role, they are viewed as having “permission” to 
be exempted from usual obligations, but they are also 
under an obligation to try to restore health. The pro-
cess of seeking to remain healthy or to restore health is 
discussed in more detail later in this chapter.

Belief Systems
EXHIBIT 2-1 depicts types of insider cultural explanations 
of disease causation. Based on the literature, it attempts 
to be as comprehensive as possible for cultures around 
the world. The exhibit consists of generalizations about 
culture-specific health beliefs and behaviors; these 
generalizations cannot, however, be assumed to apply 
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to every individual from a given culture. We can learn 
about the hot/cold balance system of Latinos, Asians, 
and Middle Easterners, explained in the next section, 
but the details of the system will vary from country to 
country, from village to village, and from individual 
to individual. When someone walks in the door of a 
clinic, you cannot know whether he or she as an indi-
vidual adheres to the beliefs described for his or her 
culture and what shape the individual’s belief system 
takes. This makes the task of the culturally proficient 
healthcare provider both easier and harder. It means a 
practitioner working with a Mexican population does 
not have to memorize which foods are hot and which 
are cold in Mexico, but the practitioner does need to 
know that the hot/cold belief system is important in 
Mexican culture and be able to be understanding and 
responsive when people bring up the topic.

The beliefs held by cultures around the world are 
classified into various categories, which are discussed 
here. These categories are used for diagnosis and treat-
ment and for explaining the etiology or origin of the 
illness. Often, multiple categories are used. For exam-
ple, emotions may be seen as causing a “hot” illness.

Body Balances
Within body balances (opposites) belief systems, the 
concepts of “hot” and “cold” are among the most per-
vasive around the world. The hot/cold balance is par-
ticularly important in Asian, Latin American, and 
Mediterranean cultures. Hot and cold beliefs are part 
of what is referred to as “humoral medicine,” which is 
thought to have derived from Greek, Arabic, and East 
Indian pre-Christian traditions (Foster, 1953; Logan, 
1972; Weller, 1983). The concept of opposites (e.g., hot 
and cold, wet and dry) also may have developed inde-
pendently in other cultures (Rubel & Haas, 1990). For 
example, in the Chinese medical tradition, hot is referred 
to as yin and cold as yang (Topley, 1976).

In the hot and cold belief system, a healthy body 
is seen as in balance between the two extremes. Illness 
may be brought on by violating the balance, such as 
washing the hair too soon after childbirth (cold may 
enter the body, which is still “hot” from the birth), eat-
ing hot or heavy foods at night, or breastfeeding while 
upset (the milk will be hot from the emotions and 
make the baby ill). “Hot” does not always refer to tem-
perature, however. Often foods such as beef and pork 

EXHIBIT 2-1 Types of Insider Cultural Explanations of Disease Causation

Body Balances
 ■ Temperature: Hot, cold 
 ■ Energy
 ■ Blood: Loss of blood; properties of blood reflect 

imbalance; pollution from menstrual blood
 ■ Dislocation: Fallen fontanel
 ■ Organs: Swollen stomach; heart; uterus; liver; 

umbilicus; others
 ■ Incompatibility of horoscopes

Emotional
 ■ Fright
 ■ Sorrow
 ■ Envy
 ■ Stress

Weather
 ■ Winds
 ■ Change of weather
 ■ Seasonal disbalance

Vectors or Organisms
 ■ Worms
 ■ Flies
 ■ Parasites
 ■ Germs

Supernatural
 ■ Bewitching
 ■ Demons
 ■ Spirit possession
 ■ Evil eye
 ■ Offending God or gods
 ■ Soul loss

Food
 ■ Properties: Hot, cold, heavy (rich), light
 ■ Spoiled foods
 ■ Dirty foods
 ■ Sweets
 ■ Raw foods
 ■ Combining the “wrong” foods  

(incompatible foods)
 ■ Mud/clay

Sexual
 ■ Sex with forbidden person
 ■ Overindulgence in sex

Heredity

Old Age
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are classified as hot regardless of temperature, whereas 
fish may be seen as cold regardless of temperature.

When illness has been diagnosed, the system is 
used to attempt to restore balance. Thus, in Central 
America, some diarrheas in children are viewed as hot, 
and protein-rich “hot” foods such as meats are with-
held, aggravating the malnutrition that may be pres-
ent and may be exacerbated by the diarrheal disease 
(Scrimshaw & Hurtado, 1988). An extensive literature 
exists on the topic of hot and cold illness classifica-
tions and treatments for them advocated by many of 
the world’s cultures.

Energy balance is particularly important in 
 Chinese medicine, where it is referred to as chi. When 
this balance is disturbed, it creates internal problems 
of homeostasis. Foods (often following the hot/cold 
theories) and acupuncture are among the strategies 
used to restore balance (Topley, 1976).

Blood beliefs include the concept that blood is irre-
placeable; thus loss of blood—even small amounts—is 
perceived as a major risk. Adams (1955) describes a 
nutritional research project in a Guatemalan village 
where this belief inhibited the researcher’s ability to 
obtain blood samples until the phlebotomists were 
instructed to draw as little blood as possible. Also, 
villagers were told that the blood would be examined 
to see if it was “sick” or “well” (another belief about 
blood) and they would be informed and given medi-
cines if it were sick, which in fact did occur.

Menstrual blood is regarded as dangerous, espe-
cially to men, in many cultures, and elaborate precau-
tions are taken to avoid contamination with it (Buckley 
& Gottlieb, 1988). As seen in the Guatemalan example, 
blood may have many properties that both diagnose and 
explain illness. Bad blood is seen as causing scabies in 
South India (Beals, 1976, p. 189). Haitians have a partic-
ularly elaborate blood belief system, which includes con-
cepts such as mauvais sang (literally, “bad blood,” when 
blood rises in the body and is dirty), saisissement (rapid 
heartbeat and cool blood, due to trauma), and faiblesses 
(too little blood). Blood qualities may also be seen as 
“opposites,” such as clean–unclean, sweet–normal, 
bitter– normal, high–normal, heavy–weak, clotted–thin, 
and quiet–turbulent (C. Scott, personal communica-
tion, 1976). It is easy to see how these concepts could 
be used in a current program to prevent HIV infection 
in a Haitian community, because the culture already has 
ways of describing problems with blood.

Dislocation of body parts may occur with organs, 
but also with a physical aspect, such as the fontanel or 
“soft spot” in a baby’s head where the bones have not 
yet come together in the first year or so to allow for 
growth. From the outsider perspective, a depression 

in this spot can be indicative of dehydration, often due 
to diarrheal disease. From the insider perspective, it is 
referred to as a cause of the disease (caida de mollera) 
in Mexico and Central America.

Many cultures associate illness with problems in 
specific organs. Good and Good (1981) talk about the 
importance of the heart for both Chinese and Iranian 
cultures. They discuss a case in which problems with 
cardiac medication were wrongly diagnosed for a Chi-
nese woman who kept complaining about pain in her 
heart. In fact, she was referring to her grief over the 
loss of her son. The Hmong people of Laos link many 
problems to the liver, referring to “ugly liver,” “diffi-
cult liver,” “broken liver,” “short liver,” “murmuring 
liver,” and “rotten liver.” These terms are said to refer to 
mental and emotional problems, and so are idiomatic 
rather than literal (O ‘Connor, 1995, p. 92; Thao, 1986).

Topley (1976) mentions incompatibility of horo-
scopes between mother and child in Chinese explana-
tions for some children’s illnesses.

Emotional Illnesses
Illnesses of emotional origin are important in many 
cultures. Sorrow (as in the case of the Chinese woman 
mentioned previously), envy, fright, and stress are 
often seen as causing illnesses. In a Bolivian village in 
1965, for example, Scrimshaw was told that a young 
girl’s smallpox infection was attributed to her sorrow 
over the death of her father.

Envy can cause illness because people with envy 
could cast the “evil eye” on someone they envy, even 
unwittingly, or the envious person can become 
ill from the emotion (Reichel-Dolmatoff & 
Reichel-Dolmatoff, 1961). Fright, called susto in 
Latin America, has already been mentioned. In 
addition to the case of tuberculosis in adults dis-
cussed previously, susto is a common explanation 
for illness in children. It is also mentioned in Chi-
nese culture (Topley, 1976).

Weather
Everything from the change of seasons to unusual 
variations within seasons (too warm, too cold, too 
wet, too dry) can be blamed for causing illness. Winds, 
such as the Santa Ana in California or the Scirocco 
in the North African desert, are also implicated as 
sources of illness in many cultures. From the outsider 
perspective, changes in seasons can be associated 
with increases in risk and incidence of disease. For 
example, in many areas people have a greater chance 
of contracting malaria, cholera, and gastrointestinal 
infections during the rainy season.
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Vectors or Organisms
Vectors or organisms are blamed for illness in some 
cultures and represent a blend of Western biomed-
ical and indigenous concepts. “Germs” is a catch-all 
category, as is “parasites.” Worms are seen as causing 
diarrhea, whereas flies are seen as causing illness and, 
sometimes, as carrying germs.

The Supernatural
The supernatural is another frequently viewed source 
of illness, especially in Africa and Asia, though this 
belief system is certainly not confined to those regions. 
In fact, the evil eye is a widespread concept—someone 
deliberately or unwittingly brings on illness by look-
ing at someone with envy, malice, or too hot a gaze. 
In cultures where most people have dark eyes, strang-
ers with light eyes may be seen as dangerous. In Latin 
America, a light-eyed person who admires a child can 
risk bringing evil eye to that child, but can counter 
it by touching the child. In other cultures, touching 
the child can be unlucky, so it is important to learn 
about local customs. Frequently, amulets and other 
protective devices, such as small eyes of glass, red hats, 
and a red string around the wrist, are worn to prevent 
evil eye. These objects can be viewed as an opportu-
nity to discuss preventive health measures, because 
they are an indication that people are thinking about 
prevention.

Bewitching is deliberate malice, done either by the 
individual who wishes someone ill (literally) or by a 
practitioner at someone else’s request. Bewitching can 
be countered by another practitioner or by specific 
measures taken by an individual. In some regions of 
Africa, epidemics are blamed on “too many witches,” 
and people disperse to get away from them, thereby 
reducing the critical population density that had pre-
viously sustained the epidemic (Alland, 1970).

Belief in soul loss is widespread throughout the 
world. Soul loss can be caused by sources such as fright, 
bewitching, evil eye, and demons. It can occur in adults 
and children. Soul loss is serious and can lead to death. 
It must be treated through rituals to retrieve the soul. 
In Bolivia, for example, a village priest complained to 
Scrimshaw that his attempt to visit a sick child was 
thwarted when the family would not allow him to enter 
the house. The family later reported that an indigenous 
healer was performing a curing ritual at the time, and 
the soul was flying around the house as they were trying 
to persuade it to reenter the child. Opening the door 
to the priest would have allowed the soul to escape. In 
the Western biomedical system, this child’s symptoms 
would have been attributed to severe malnutrition.

Spirit possession is also a worldwide belief, and 
one that is found especially frequently in African and 
Asian cultures. One of the best-known accounts of this 
phenomenon is A Spirit Catches You and You Fall Down 
(Fadiman, 1997), a moving story of seizure disorders 
in a Hmong community and the misunderstandings 
between the family and physicians. In another exam-
ple, from South India, Beals (1976) mentions spirit 
possession in a daughter-in-law whose symptoms 
included refusing to work and speaking insultingly 
to her mother-in-law. He suggests that spirit posses-
sion is a “culturally sanctioned means of psychological 
release for oppressed daughters-in-law” (p. 188). Freed 
and Freed (1967) discuss similar cases in other regions 
of India. In Tanzania, malaria in children is sometimes 
blamed on possession by a bird spirit (Kamat, 2008). 
In Haiti, spirit possession is seen as a mark of favor by 
the spirits and is actively sought out. One of the draw-
backs, however, is that the possessing spirits object to 
the presence of foreign objects in the body; as a conse-
quence, some women do not want to use intrauterine 
devices as a means of birth control.

Demons are viewed as causing illness in Chinese 
culture, while offending God or gods is a problem in 
other cultures (Topley, 1976). In South India, epidemic 
diseases such as chickenpox and cholera (and, formerly, 
smallpox) are believed to be caused by disease goddesses. 
These goddesses bring the diseases to punish communi-
ties that become sinful (Beals, 1976, p. 187). The concept 
of punishment from God is seen in a case study from 
Mexico, where onchocerciasis (river blindness), which 
is caused by a parasite transmitted by the bite of a fly 
that lives near streams, is often thought to be due to sins 
committed either by the victim or by relatives of the vic-
tim. These transgressions against God are punished by 
God closing the victim’s eyes (Gwaltney, 1970).

Food
In many cultures, food is perceived as being able to 
cause illness through its role in the hot and cold belief 
system; through spoiled foods, dirty foods, or raw 
foods; and by combining the wrong foods. Sweets are 
implicated as a cause of worms in children, and chil-
dren who eat mud or dirt may become ill. Foods may 
also cause problems if eaten at the wrong time of day, 
such as “heavy” foods at night. An extensive literature 
describes food beliefs and practices worldwide, which 
has important implications for public health practice.

Sexual Illnesses
In Ecuador in the early 1970s, children’s illnesses 
were sometimes blamed on affairs between one of the 
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child’s parents and a compadre or comadre—one of the 
child’s godparents (Scrimshaw, 1974). Such a relation-
ship was viewed as incestuous and dangerous to the 
child. In India, sex is sometimes viewed as weakening 
to the man, so overindulgence is considered a cause of 
weakness. To return to the concept of blood beliefs, it 
is thought that 30 drops of blood are needed to make 
one drop of semen, so blood loss weakens a man.

Heredity and Old Age
Heredity is sometimes blamed for illness, early death, 
or some types of death. Similarly, old age may be the 
simple explanation given for illness or death. Heredity 
as noted here is expressed as an insider view, but is 
also part of the Western biomedical body of evidence 
on the causation or risk for many diseases.

Illness in Various Forms
TABLE 2-1 illustrates the way in which some of these 
beliefs are used to explain a particular illness—in this 
case, diarrheal disease in Central America. It is typical of 
the way in which an illness may be seen as having differ-
ent forms, or manifestations, with different etiologies. It 
is also typical of the way in which several different expla-
nations may be put forth for one set of symptoms.

In this case, Table 2-1 and FIGURE 2-1 (the diagram 
of treatments) were key in expanding the orientation 
of the Central American diarrheal disease program. 
The program had intended to emphasize the distribu-
tion of oral rehydration solutions (ORS) in the clinics, 
but the insider perception was that a child should be 

taken to the clinic only for the worst form of diar-
rhea, dysentery. Instead, the most common treatment 
for diarrhea consisted of fluids in the form of herbal 
teas or sodas with medicines added. Often, storekeep-
ers and pharmacists were consulted. It made sense to 
provide the ORS at stores and pharmacies as well as 
at clinics, so that all diarrheas were more likely to be 
treated (Scrimshaw & Hurtado, 1988).

In a related situation, Kendall, Foote, and  Martorell 
(1983) found that, when the government of Honduras 
did not include indigenous or “folk” terminology for 
diarrheal disease in its mass-media messages regard-
ing oral rehydration, people did not use ORS for diar-
rheas attributed to indigenously defined causes.

Healers
EXHIBIT 2-2 lists types of healers, which range from 
indigenous practitioners to Western biomedical pro-
viders. Pluralistic healers are those who mix the two 
traditions, although some Western biomedical healers 
and those from other medical systems may also mix 
traditions in their practices.

As with explanations of disease, the types of heal-
ers listed in Exhibit 2-2 are found in different combi-
nations in different cultures. There is always more than 
one type of healer available to a community, even if 
members have to travel to seek care. The 16-country 
study of health-seeking behavior described earlier 
found that in all communities, people used more than 
one healing tradition, and usually more than one type 
of healer (Scrimshaw, 1992). The process of diagnosing 

TABLE 2-1 Taxonomy of Diarrhea

CAUSE

SYMPTOMS
All types have watery 
and frequent stools TREATMENT

Mother’s milk

Physical activity

Hot

Not breastfeeding when 
hot

Hot foods Mother changes diet

Pregnancy Breastfeeding stops

Anger

Emotional

Very dangerous Home, drugstore, 
injectionist, witch, 
spiritualistSadness

Fright
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Treatments for diarrhea

Pharmaceuticals

“Mecánicas”

Application

Rags

WrappingMessageChange
position

Enemas

Purgatives

PharmaceuticalsHome
remedies

Home remedies

BathsDrinks

Soda waters
with store-
bought
medication

Herbs with
store-bought
medication

Herbs

Waters

Poultices

FIGURE 2-1 Taxonomy of treatments for diarrhea.
Courtesy of Scrimshaw, S. C. M., & Hurtado, E. (1987). Rapid assessment procedures for nutrition and primary health care: Anthropological approaches to improving program effectiveness (RAP). Los Angeles: UCLA Latin America Center, p. 26.  
Reprinted with permission of the Regents of the University of California.

Food

Bad food Flatulence, feeling of 
fullness

Home, folk curer

Excess

Does not eat on 
time

Hot Quality

Cold

Tooth
Eruption

Tooth eruption None

Fallen fontanel, 
fallen stomach

Fallen stomach Green with mucus
Sunken fontanel; 
vomiting; green in 
color

Folk curer

Fallen fontanel

Evil eye Fever Folk curer

Stomach
Worms

Worms Drugstore, home, folk curer

Cold enters
Stomach

From feet White in color Folk curer

From head

Dysentery Blood in stools, 
“urgency;” color is red 
or black

Home, drugstore, health 
post

Courtesy of Scrimshaw, S. C. M., & Hurtado, E. (1987). Rapid assessment procedures for nutrition and primary health care: Anthropological approaches to improving program effectiveness (RAP).  
Los Angeles: UCLA Latin America Center, p. 26. Reprinted with permission of the Regents of the University of California.
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illness and seeking a cure has been referred to as “pat-
terns of resort,” a descriptor that is now favored over 
the older term “hierarchy of resort” ( Scrimshaw &  
Hurtado, 1987). People may zigzag from one practi-
tioner to another, crossing from one type to another 
type of healer, and not always starting with the simplest 
and cheapest, but with the one they can best afford 
and who they believe will be most effective, given the 
severity of the problem. Even middle- and upper-class 
individuals, who can afford Western biomedical care, 
may use other types of practitioners and practices.

Indigenous practitioners are usually members of the 
culture and follow traditional practices. Today, they often 
mix elements of Western biomedicine and other tradi-
tional systems. In many instances, they are “called” to their 
profession through dreams, omens, or an illness, which 
usually can be cured only by their agreement to become a 
practitioner. Most learn through apprenticeship to other 
healers, although some are taught by dreams. Often, they 
will take courses in Western practices in programs such 
as those developed to train Chinese “barefoot doctors” or 
community-based health promoters. In some instances, 
they must conceal their role as traditional healer from 
those running the training programs. The incorporation 
of some Western biomedical knowledge and skills often 
enhances a practitioner’s prestige in the community.

Some indigenous practitioners charge for their 
services, but many do not, accepting gifts instead. In 
a few traditions (including some Chinese cultures), 
practitioners are paid as long as family members are 

well, but they are not paid for illness treatment. The 
duty of the practitioner in those cases is to keep people 
well, which argues for the acceptability of prevention 
programs in those cultures.

For the most part, indigenous practitioners do “good,” 
meaning healing. Some can do both good and evil (e.g., 
shamans, sorcerers, and witches in many cultures). A few 
in these categories practice only evil or negative rituals, 
which aim to cause harm—for example, for revenge or to 
counteract the good fortune of a rival. Their work must 
then be countered by someone who does “good” magic. 
The power of belief is such that if individuals believe 
they have been bewitched, they may need a counterac-
tive ritual, even if the Western biomedical system detects 
and treats a specific disease. In Guayaquil, Ecuador, one 
woman believed that she had been maleada (cursed) by 
a woman who was jealous of her, and that this curse was 
making her and her children ill. A curandera (curer) was 
brought in to do a limpia (ritual cleansing) of the house 
and family to remove the curse (Scrimshaw, 1974).

The importance of the power of belief is not 
confined only to bewitching. One anthropologist 
working with a Haitian population discovered that a 
Haitian burn patient made no progress until she went 
to a Houngan (voodoo priest) on the patient’s behalf 
and had the appropriate healing ritual conducted  
(J. Halifax-Groff, personal communication, 1976).

In some cultures, healers are seen as diagnosti-
cians, while others do the treatment (Alland, 1970). 
Other healers may handle both tasks, but refer some 

EXHIBIT 2-2 Types of Healers

Indigenous
 ■ Midwives
 ■ Doulas
 ■ Shamans
 ■ Curers
 ■ Spiritualists
 ■ Witches
 ■ Sorcerers
 ■ Priests
 ■ Diviners
 ■ Herbalists
 ■ Bonesetters
 ■ Massagers

Pluralistic
 ■ Injectionists
 ■ Indigenous health workers
 ■ Western-trained birth attendants
 ■ Traditional chemists/herbalists
 ■ Storekeepers and vendors

Western Biomedical
 ■ Pharmacists
 ■ Nurse–midwives
 ■ Nurses
 ■ Nurse practitioners
 ■ Physicians
 ■ Dentists
 ■ Other health professionals

Other Medical Systems
 ■ Chinese medical system

 • Practitioners
 • Chemists/herbalists
 • Acupuncturists

 ■ Ayurvedic practitioners
 ■ Taoist priests
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kinds of illness to other practitioners. In Haiti, both 
midwives and voodoo priests refer some cases to 
the Western biomedical system. Healers who com-
bine healing practices or who combine the ability to 
do both diagnosis and treatment are viewed as more 
powerful than other types. Topley (1976, pp. 259–260)  
discusses this issue in the setting of Hong Kong, not-
ing that Taoist priest healers are particularly respected 
in that area. They are seen as both priest and doctor 
and “claim to combine the ethics of Confucianism, the 
hygiene and meditation of Taoism, and the prayers 
and self-cultivation of the Buddhist monk.”

Pluralistic healers combine Western biomedical 
and indigenous practices. Injectionists will give an 
injection of antibiotics, vitamins, or other drugs pur-
chased at pharmacies or stores. Sometimes these injec-
tions are suggested by the pharmacist or storekeeper; 
at other times they are self-prescribed. Because antibi-
otics proved so dramatically effective in curing infec-
tions when Western biomedicine was first introduced 
in many cultures, injections are often seen as convey-
ing greater healing than the same substance taken 
orally. Thus, many antibiotics now available orally and 
vitamins are injected. In today’s environment, this 
practice increases the risk of contracting HIV or hepa-
titis if sterile or new needles and syringes are not used.

Traditional chemists and herbalists, as well as store-
keepers and vendors (many communities are too small to 
have a pharmacy), often sell Western biomedical medi-
cations, including those that require a prescription in the 
United States and Western Europe. While prescriptions 
may be “legally” required in many countries, the laws are 
not always rigorously enforced. This is also true for phar-
macies, which are very important—sometimes the most 
important—sources of diagnosis and treatment in many 
communities around the world.

For more than 50 years, countries around the world 
have enlisted and trained indigenous health practi-
tioners to function as part of the national or regional 
health system. These programs have ranged from 
 China’s “barefoot doctors” to the education of commu-
nity members in Latin America, Africa, and Asia to pro-
vide preventive care and triage. These efforts have nearly 
disappeared in some areas (e.g., China) and reemerged 
in others. For example, in Australia, indigenous people 
are now involved as indigenous health outreach workers 
to their communities (2010, healthinfonet@ecu.edu.au). 
In Nepal, indigenous health workers have been enlisted 
in programs to address diarrheal disease and acute respi-
ratory infections (Ghimire, Pradhan, & Mahesh, 2010), 
and female Ayurvedic doctors are important resources 
for women’s health (Cameron, 2010).

Western biomedical practitioners are an import-
ant source of care, but they may also be expensive or 

difficult to access in remote areas. As mentioned ear-
lier, if an individual believes that an illness is due to a 
cause explained by the indigenous system and a West-
ern biomedical practitioner denies that cause, the indi-
vidual may not return to that practitioner but rather 
seek help elsewhere (Kamat, 2008; Nichter, 2008).

As noted, there are other medical systems with long 
traditions, systematic ways of training practitioners, and 
well-established diagnostic and treatment procedures. 
Until recently, Western biomedical practitioners totally 
rejected both these and indigenous systems, often fail-
ing to recognize how many practices and medicines 
that Western biomedicine has “borrowed” from other 
systems (e.g., quinine, digitalis, many anesthetics, aspi-
rin, and estrogen). Elements of these systems that were 
derided in the past, such as acupuncture, have now 
found their way into Western biomedical practice and 
are being “legitimized” by Western research (Baer, 2008).

 ▸ Theories of Health Behavior 
and Behavior Change

The fields of sociology, psychology, and anthropology 
have developed many theories to explain health beliefs 
and behaviors and behavior change ( Schumacher, 
Ockene, & Riekert, 2009). Some theories developed 
by sociologists and psychologists in the United States 
were developed first for U.S. populations and only 
later applied internationally. Others were developed 
with international and multicultural populations in 
mind from the beginning. Only a few of the many 
theories of health and illness beliefs and behavior are 
covered in this section; those included here have been 
quite influential in general or are applicable for inter-
national work in particular.

Health Belief Model
The health belief model suggests that decision mak-
ing about health behaviors is influenced by four basic 
premises—perceived susceptibility to the illness, per-
ceived severity of the illness, perceived benefits of the 
prevention behavior, and perceived barriers to that 
behavior—as well as by other variables, such as socio-
demographic factors (Rosenstock, Strecher, & Becker, 
1974). In general, people are seen as weighing per-
ceived susceptibility (how likely they are to get the dis-
ease) and perceived severity (how serious the disease 
is) against their belief in the benefits and effectiveness 
of the prevention behavior they must undertake and 
the costs of that behavior in terms of barriers such 
as time, money, and aggravation. The more serious 
the disease is believed to be, and the more effective 
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the prevention, the more likely people are to incur  
the costs of engaging in the prevention behavior.

The health belief model has been extensively stud-
ied, critiqued, modified, and expanded to explain 
people’s responses to symptoms and compliance with 
healthcare regimens for diagnosed illnesses. One con-
cern has been that this model does not work as well 
for chronic problems or habitual behaviors because 
people learn to manage their behaviors or the health-
care system. Also, it has been accused of failing to take 
environmental and social forces into account, which 
in turn increases the potential for blaming the indi-
vidual. The difficulty in quantifying the model for 
research and evaluation purposes is also a problem.

Work by Bandura led to the inclusion of self-efficacy 
in the model. Self-efficacy has been defined as “the con-
viction that one can successfully execute the behavior 
required to produce the desired outcome” (Bandura, 
1977, 1989). The concept of locus of control, or belief 
in the ability to control one’s life, also has been incor-
porated into this model. An example of this concept 
can be found in a comparison of migrant Yugoslavian 
and Swedish females with diabetes. The study revealed 
a stronger locus of control in the Swedish women and 
more passivity toward self-care in the Yugoslavian 
women, who also had a lower self-efficacy. The authors 
attributed these findings to the different political sys-
tems in the two countries—collectivism in Yugosla-
via versus individualism in Sweden (Hjelm, Nyberg, 
Isacsson, & Apelqvist, 1999). A more recent example, 
among impoverished HIV-positive women in Kenya, 
found that the women preferred to use indigenous 
treatments to manage their symptoms, rather than 
taking available antiretroviral therapy. The women’s 
shared cultural model of self-management enhanced 
the women’s confidence in their own ability to care for 
themselves rather than take the Western biomedical 
drugs (Copeland, 2017).

The value of the four basic premises of the health 
belief model has held up well under scrutiny. Per-
ceived barriers have the strongest predictive value of 
the four dimensions, followed by perceived suscepti-
bility and perceived benefits. Perceived susceptibility 
is most frequently associated with compliance with 
health screening exams. Perceived severity of risk 
has been noted to have a weaker predictive value for 
protective health behaviors, but is strongly associated 
with sick-role behaviors.

In Medical Choice in a Mexican Village, Young 
(1981) describes a health decision-making process 
very similar to that found in the health belief model. In 
choosing between home remedies, pharmacy, or store, 
and between indigenous healer or doctor, the villagers 
weigh the perceived severity of the illness, the potential 

efficacy of the cure to be sought, the cost (money, time, 
and so on) of the cure, and their own resources to seek 
treatment and pay the cost as they make their decision. 
The simplest, least costly treatment is always the first 
choice, but the severity of illness and efficacy issues 
may force adoption of a more costly option. Other 
studies of health-seeking behavior have found similar 
patterns throughout the world (e.g., Kamat, 2008).

Theory of Reasoned Action
The theory of reasoned action was first proposed by 
Ajzen and Fishbein (1972) to predict an individual’s 
intention to engage in a behavior in a specific time 
and place. This theory was intended to explain vir-
tually all behaviors over which people have the abil-
ity to exert self-control. Five basic constructs precede 
the performance of a behavior: (1) behavioral intent, 
(2) attitudes and beliefs, (3) evaluations of behavioral 
outcomes, (4) subjective norms, and (5) normative 
beliefs. Behavioral intent is seen as the immediate pre-
dictor of behavior. Factors that influence behavioral 
choices are mediated through this variable. To maxi-
mize the predictive ability of an intention to perform a 
specific behavior, the measurement of the intent must 
closely reflect the measurement of the behavior. For 
example, measurement of the intention to begin to take 
oral contraceptives must include questions about when 
a woman plans to visit a clinic and which clinic she plans 
to attend. The failure to address action, target, context, 
and time in the measurement of behavioral intention 
will undermine the predictive value of the model.

In a test of this theory’s ability to predict condom 
use intentions in a national sample of young people 
in England, measures of past behavior were found to 
be the best predictors of intentions and attenuated 
the effects of attitude and subjective norms (Sutton, 
McVey, & Glanz, 1999).

Diffusion of Health Innovations Model
The diffusion of health innovations model proposes 
that communication is essential for social change, and 
that diffusion is the process by which an innovation 
is communicated through certain channels over time 
among members of a social system (Rogers, 1983; 
Rogers & Shoemaker, 1972). An innovation is an idea, 
practice, service, or other object that is perceived as 
new by an individual or group. Ideally, the develop-
ment of a diffusion strategy for a specific health behav-
ior change goal will proceed through six stages:

1. Recognition of a problem or need
2. Conduct of basic and applied research to 

address the specific problem
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3. Development of strategies and materials 
that will put the innovative concept into a 
form that will meet the needs of the target 
population

4. Commercialization of the innovation, 
which will involve production, marketing, 
and distribution efforts

5. Diffusion and adoption of the innovation
6. Consequences associated with adoption of 

the innovation

According to classic diffusion theory, a population 
targeted by an intervention to promote acceptance of 
an innovation includes six groups: Innovators, early 
adopters, early majority, late majority, late adopt-
ers, and laggards. The rapidity and extent to which 
health innovations are adopted by a target popula-
tion are mediated by a number of factors, including 
relative advantage, compatibility, complexity, com-
municability, observability, trialability, cost-efficiency, 
time, commitment, risk and uncertainty, reversibil-
ity, modifiability, and emergence (see the Innovation, 
 Technology and Design chapter for more information 
on scaling up health innovations).

Relative advantage refers to the extent to which a 
health innovation is better (faster, cheaper, more ben-
eficial) than an existing behavior or practice. Antibiot-
ics, for example, were quickly accepted in most of the 
world because they were dramatically faster and more 
effective than traditional practices.

Compatibility is the degree to which the innova-
tion is congruent with the target population’s existing 
set of practices and values. Polgar and Marshall (1976) 
point out that injectable contraceptives were accept-
able in the village in India where Marshall worked 
because injections were viewed so positively due to the 
success of antibiotics.

The degree to which an innovation is easy to incor-
porate into existing health regimens may also affect 
rates of diffusion. Iodized salt is easier to use than tak-
ing an iodine pill, because consuming salt is already 
a habit. Health innovations are also more likely to be 
adopted quickly and by larger numbers of individuals 
if the innovation itself can be easily communicated.

The concept of trialability involves the ease of try-
ing out a new behavior. For example, it is easier to try 
a condom than to be fitted for a diaphragm. Observ-
ability refers to role models, such as village leaders 
volunteering to be the first recipients in a vaccination 
campaign.

A health innovation is also more likely to be 
adopted if it is seen as cost-efficient. A famous case 
study of water boiling in a Peruvian town demon-
strated that the cost in time and energy of gathering 

wood and making a fire to boil the water far out-
weighed any perceived benefits, so water boiling was 
seldom adopted (Wellin, 1955). Successful health 
innovations are likely to be those that do not require 
expenditure of much additional time, energy, or other 
resources.

One of the overall messages regarding commu-
nicating health education and promotion stated by 
Rogers (1973) is that mass media and interpersonal 
communication channels should both be used. Imple-
menting both methods is of particular importance in 
low- and middle-income countries (LMICs), espe-
cially in rural communities. Rogers emphasizes that 
mass media deliver information to a large population 
and add knowledge to the general knowledge base, 
but interpersonal contacts are needed to persuade 
people to adopt new behaviors (thereby using the 
knowledge function, the persuasion function, and the 
innovation-decision process). In Rogers’s work and 
other work cited by him, “family planning diffusion 
is almost entirely via interpersonal channels” (p. 263). 
Notably, Rogers presents five examples in different 
countries (including India, Taiwan, and Hong Kong), 
wherein interpersonal channels were the primary 
source for family planning information and were the 
motivating factors to seeking services.

The limitations of using mass media to dissemi-
nate health messages include the following issues:

 ■ Limited exposure. In LMICs, smaller audiences 
have access to mass media. Radio continues to be 
an important mass-media tool, but social media 
via cell phones and other modes of Internet access 
are now a key way to reach people. Low literacy 
levels are another barrier.

 ■ Message irrelevancy. The content of mass-media 
messages may be of no practical use for many rural 
and “non-elite” populations. Often instrumen-
tal information—“how to” information—is not 
included in the messages (e.g., where to receive 
services or the positive and negative consequences 
of adapting a particular health behavior).

 ■ Low credibility. For people to accept and believe 
the messages being diffused, trustworthiness 
needs to exist between the sender and the receiver. 
In many LMICs, radio and TV stations are run by 
a government monopoly and their content may be 
considered to be government propaganda by the 
receivers. Radio and TV in Nigeria, Pakistan, and 
other African and Asian countries, for example, 
are controlled by the government (Rogers, 1973).

The diffusion of innovations model focuses solely 
on the processes and determinants of adoption of a 
new behavior and does not help to understand or 
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explain the maintenance of behavior change. Many 
health behaviors require permanent or long-term 
changes. Also, it is important to understand whether 
a new behavior is being carried out appropriately, 
consistently, or at all. One salient example involves 
condom use, which healthcare practitioners demon-
strated to a population by unrolling the condom over 
a banana. Women who became pregnant while they 
reported using condoms had been faithfully putting 
them on bananas.

The rapid development of information 
technology—in particular, the use of smartphones—
is revolutionizing diffusion of information and com-
munication. For example, a smartphone innovation 
among men who have sex with men (MSM) consists 
of a computer app designed to facilitate finding sexual 
partners of men infected with a sexually transmitted 
disease. This app was used by the Monroe County 
Health Department in Rochester, New York, to map 
the spread of several sexually transmitted infections 
among this group, to document their sexual networks, 
and to advise sexual partners that they may have been 
exposed to an infection (Pennise et al., 2015).

Wearable devices range from sensors embed-
ded in clothing to glasses to computerized watches 
and health-related wrist units. These devices have 
multiple applications, including fall risk assessment, 
quantifying sports exercise, studying people’s habits, 
and monitoring the elderly (Hagthi, Thurow, & Stoll, 
2017). Smartphone apps, in some cases, are motivat-
ing people to engage in more physical activity or eat 
healthier—for example, by tracking their daily steps 
or completing a food diary (Karpman, 2016). Others 
allow patients to upload their blood glucose read-
ings, heart rates and other health data that they and 
their providers can monitor over time. Hagthi et al. 
(2017) note that “Based on consultation with expert 
scientists in environmental engineering and medi-
cine, we believe that, motion trackers, gas detectors, 
and vital signs are the most important elements in 
health monitoring. . .  .” Globally, smartphones and 
wrist or belt units are the most likely to be relevant for 
health-related applications in the near future.

Transtheoretical Model
Theories around the concept of stages of change 
have been evolving since the early 1950s. Currently, 
the most widely accepted stage change model is the 
transtheoretical model of behavior change devel-
oped by Prochaska, DiClemente, and  Norcross 
(1992) (FIGURE 2-2). This model includes five core 
constructs: (1) stages of change, (2) decisional 

balance, (3) self-efficacy, (4) processes of change, and 
(5) maintenance. Interventions relying on this model 
are expected to include all four constructs in the 
development of strategies to communicate, promote, 
and maintain behavior change.

The transtheoretical model identifies five stages 
of change. The first is precontemplation, in which 
individuals have no intention to take action within 
the next 6 months. In the contemplation stage, indi-
viduals express an intention to take some action to 
change a negative health behavior or adopt a positive 
one within the next 6 months. The preparation stage 
refers to the intent to make a change within the next 
30 days. The action stage involves the demonstration 
of an overt behavior change for an interval of less 
than 6 months. In the fifth stage, known as mainte-
nance, a person will have sustained a change for at 
least 6 months. The model helps healthcare provid-
ers, including those working in health education and 
communication, to develop appropriate strategies 
for reaching people at the various stages of readiness 
for change.

Decisional balance is an assessment of the costs 
and benefits of changing, which will vary with the 
stage of change. Self-efficacy is divided into two con-
cepts within the transtheoretical model. First, confi-
dence exists that one can engage in the new behavior. 
Second, the temptation aspect of self-efficacy refers 
to factors that can tempt one to engage in unhealthy 
behaviors across different settings.

The fourth construct of the transtheoretical 
model deals with the process of change. It includes 
10 factors that can influence the progression of indi-
viduals from the precontemplation stage to the main-
tenance stage.
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FIGURE 2-2 “Stages of change” transtheoretical model of 
behavior change.
Reproduced from Prochaska, J., DiClemente, C., & Norcross, J. (1992). In search of how people change: Applications to addictive 
behaviors. American Psychologist, 47, 1102–1104.
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The Harm Reduction Model
Harm reduction is a concept that emerged from 
chemical dependency treatment programs, in which 
researchers realized that expecting those persons who 
were addicted to substances to become abstinent in one 
single step, without any relapse, was not possible for 
the vast majority. It drew on the ideas of the transthe-
oretical model that changing health behavior involves 
several steps (contemplation, planning, action) and 
may also involve relapse. The important insights of 
the harm reduction model are that (1) relapse is not 
failure and (2) making even a small step in improv-
ing health behavior often leads to additional positive 
changes (Lane, Lurie, Bowser, Kahn, & Chen 1999). 
The harm reduction model has been integrated into 
obesity-reduction programs, smoking cessation, and 
teen pregnancy prevention.

Explanatory Models
Explanatory models were initially proposed by the 
physician-anthropologist Kleinman (1980, 1986, 
1988). They differ from some of the theories described 
earlier in this section in that they are designed for 
multicultural settings. They include models such 
as the meaning-centered approach to staff–patient 
negotiation described by Good and Good (1981). 
Although such models focus on individual interac-
tions between physician or other staff and patients, the 
concepts underlying them—such as Kleinman’s nego-
tiation model—have proved useful for research and 
for behavioral interventions for larger populations. 

An explanatory model is seen as dynamic, and can 
change based on individual experiences with health, 
with health information, or with the illness in ques-
tion (McSweeney, Allan, & Mayo, 1997).

EXHIBIT 2-3 adapts and summarizes concepts 
from Good and Good’s (1981) description of the 
meaning-centered approach. This approach involves 
mutual interpretations across systems of meaning. The 
interpretive goal is understanding the patient’s per-
spective. The underlying premise is that disorders vary 
profoundly in their psychodynamics, cultural influ-
ences in interpretation, behavioral expression, sever-
ity, and duration. As noted earlier, it is difficult to apply 
“codes” to culture and symptoms due to factors such as 
individual variations, groups assimilating or changing, 
and groups adding beliefs and behaviors from other 
cultures. For example, belief in espiritismo (spiritism) 
was traditionally strongest among Puerto Rican groups 
in the United States, but this belief has now been 
adopted by other cultures of Latin American origin as 
well. Thus, instead of trying to provide “formulas” for 
understanding health and illness belief systems within 
different cultures, the focus with the meaning-centered 
approach is on the meaning of symptoms. The medical 
encounter must involve the interpretation of symp-
toms and other relevant information.

Other Theories
A number of other theories can be useful in looking at 
culture and behavior. For example, the multi-attribute 
utility theory predicts behavior directly from an indi-
vidual’s evaluation of the consequences or outcomes 

EXHIBIT 2-3 Meaning-Centered Approach to Clinical Practice

Primary Principles
 ■ Groups vary in the specificity of their medical 

complaints. 
 ■ Groups vary in their style of medical complaining.
 ■ Groups vary in the nature of their anxiety about the 

meaning of symptoms.
 ■ Groups vary in their focus on organ systems.
 ■ Groups vary in their response to therapeutic 

strategies. Human illness is fundamentally semantic 
or meaningful (it may have a biological base, but is a 
human experience).

Corollary
 ■ Clinical practice is inherently interpretive.

Actions
Practitioners must:

 ■ Elicit patients’ requests, questions, and other 
communications.

 ■ Elicit and decode patients’ semantic networks.
 ■ Distinguish disease and illness and develop plans for 

managing problems.
 ■ Elicit explanatory models of patients and families, 

analyze conflict with biomedical models, and 
negotiate alternatives.

Adapted by permission from Springer Nature: Springer Nature, The Meaning of Symptoms: A Cultural Hermeneutic Model for Clinical Practice by B. J. Good and M. J. D. Good, Copyright 1981.
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associated with both performing and not performing 
a given behavior. Some models, such as social learning 
theory, have been criticized by anthropologists who 
argue against the notion that people are like a “black 
box” into which you can pour information and expect 
a specific behavior change.

 ▸ Common Features 
of Successful Health 
Communication and Health 
Promotion Programs

When applied in practice, many of the principles dis-
cussed in this chapter can help increase the success 
of health communication and health promotion pro-
grams. In particular, understanding and incorporating 
people’s insider cultural values, beliefs, and behaviors; 
a community-based approach with strong community 
participation; recognition of gender issues (Zamen & 
Underwood, 2003); peer group education, including 
use of community-based outreach workers; and mul-
tilevel intervention approaches have proved essential 
to program success.

The Agita Sao Paulo Program in Brazil provides 
a case study in using local culture to design both the 
content and the delivery system for a program to use 
physical activity to promote health (Matsudo et al., 
2002). Just the word agita (which means to move the 
body—to “agitate” in the sense of “stirring,” but also to 
change) is more culturally understood and internal-
ized than a literal translation of “exercise.” In addition 
to representing careful work on culturally acceptable 
ways of delivering the message, this project provides 
multiple culturally valued ways to increase physical 
activity, and “tailors” these options to the age, gender, 
and lifestyles of community members.

In a very different project, work in three town-
ships in South Africa focused on identifying where 
AIDS prevention would be most effective from the 
culturally appropriate, insider perspective (Weir et al., 
2003). Among other things, researchers learned that 
ideal prevention intervention sites varied depending 
on whether the central business district or the town-
ship was the most popular location for initiating new 
sexual encounters. The type of sex (commercial ver-
sus casual) as well as the availability of condoms var-
ied with the site. The age of people engaging in risky 
behaviors and risk behaviors by gender also varied by 
site. Again, prevention programs needed to be tailored.

In another HIV/AIDS prevention project, 
this time in Vietnam, paying attention to culture 

and religion was essential to program strategies 
(Rekart, 2002). In Belize, understanding adoles-
cents and  making sure the program met their needs 
in both  cultural- and age-appropriate ways was key 
( Martiniuk, O’Connor, & King, 2003). In Nepal, the 
use of indigenous workers and attention to cultural 
practices helped lower the incidence and severity of 
diarrheal and respiratory infections in the districts 
targeted for interventions (Ghimire et al., 2010). Eval-
uation of programs addressing family planning and 
HIV prevention shows that behavior-change commu-
nication increases knowledge and interpersonal com-
munication among audience members and motivates 
positive changes in behavior (Salem, Bernstein, Sulli-
van, & Lande, 2008).

Another example of focusing on understand-
ing and changing cultural values around unhealthy 
behaviors is found in the area of smoking cessation. 
Abdullah and Husten (2004) set forth a framework for 
public health intervention in this area that addresses 
multiple levels of society.

The need for the involvement of communities is 
also clearly demonstrated in the literature, as literally 
hundreds of references exist on this topic. A recent 
summary article outlines many of the broad princi-
ples underlying this approach, including community 
analysis with community participation, action plans 
designed with community input, and community 
involvement in implementation (Nguyen-Truong, 
Tang, & Hsiao, 2017). Community involvement may 
take the form of ongoing oversight and evaluation as 
well as the more usual modes of using community out-
reach workers (e.g., Thevos, Quick, & Yanduli, 2000), 
working through community organizations, and get-
ting individuals involved (Bhuyan, 2004). A report 
from a recent project in Bolivia documents the suc-
cess of involving community members in everything 
from mapping the villages to priority setting for the 
program (Perry, Shanklin, & Schroeder, 2003). The 
former head of the United Kingdom’s National Health 
Service, Nigel Crisp, argues strongly that the quest for 
global health in the twenty-first century must involve 
a paradigm shift in which nations, communities, and 
indigenous peoples around the world have a much 
greater voice in the design and implementation of 
health services (Crisp, 2010).

Two projects in Chicago demonstrate the success of 
the community outreach worker approach. In one case, 
the project focuses on intravenous drug abusers, help-
ing them to reduce their HIV/AIDS-related risk behav-
iors and to initiate drug abuse treatment programs. This 
work simply could not have been accomplished without 
the efforts of community outreach workers, all of whom 
are former addicts who know how and when to reach 
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current addicts. Also, the outreach workers come from 
the predominant cultural/ethnic group in each commu-
nity (Booth & Wiebel, 1992; Wiebel, 1993; Wiebel et al., 
1996). Similarly, the Chicago Project for Violence Pre-
vention involves ex-gang members as outreach work-
ers. Both programs have been adopted internationally 
as well as in other cities in the United States. A simi-
lar focus on peer group education in Botswana led to 
increased knowledge and prevention behaviors among 
women at risk for HIV/AIDS infection (Norr, Norr, 
McElmurray, Tlou, & Moeti, 2004).

 ▸ Methodologies for 
Understanding Culture and 
Behavior

Many of the research methodologies developed in 
the United States do not translate easily, literally, 
or figuratively to international settings. Differences 
in linguistic nuances, in the meanings of words and 
concepts, in what people would reveal to a stranger, 
and in what they would reveal to someone from their 
community have all complicated the application of 
the quantitative methodologies used by sociologists, 
psychologists, and epidemiologists. The realization of 
these problems came about gradually, through failed 
projects and missed interpretations, and especially 
once AIDS appeared. As a disease whose prevention is 
still largely behavioral, and with which many hidden 
or taboo behaviors are involved, AIDS highlighted 
the need for qualitative research and for research con-
ducted by individuals from the cultures being studied. 
More recently, the Ebola pandemic of 2013–2016 rein-
forced the need to understand and address behaviors 
and beliefs as part of health interventions.

The field of global health has now moved from an 
almost exclusively quantitative orientation to the rec-
ognition that a toolbox of methodologies is available. 
Some of these tools may be more valuable than others 
for some situations or questions; at other times, a mix 
of several methodologies may offer the best approach. 
These methodologies derive from epidemiology, sur-
vey research, psychology, anthropology, marketing 
(including social marketing), and other fields. The 
biggest disagreement has been over the relative value 
of quantitative and qualitative methods.

The debate on the scientific value of qualitative ver-
sus quantitative research is well summarized by Pelto 
and Pelto (1978). They define science as the “accumu-
lation of systematic and reliable knowledge about an 
aspect of the universe, carried out by empirical obser-
vation and interpreted in terms of the interrelating of 

concepts referable to empirical observations” (p. 22). 
The Peltos add that “if the ‘personal factor’ in anthro-
pology makes it automatically unscientific, then much 
of medical science, psychology, geography, and signif-
icant parts of all disciplines (including chemistry and 
physics) are unscientific” (p. 23).

In fact, scientific research is not truly objective, 
but rather is governed by the cultural framework and 
theoretical orientation of the researcher. One example 
of this bias can be found in the past tendency of bio-
medical researchers in the United States to focus on 
adult men for many health problems that also occur in 
women (such as heart disease). The earlier example of 
kuru also demonstrates the limitations of cultural bias.

Qualitative research techniques include the 
following:

 ■ Observation: Behaviors are observed and recorded.
 ■ Participant observation: The researcher learns by 

participating in cultural events and practices.
 ■ Interviews: Both open-ended and semi-structured 

queries are possible, usually based on interview 
guides or checklists.

 ■ Focus groups: A group of people are asked to dis-
cuss specific questions and topics.

 ■ Document analysis: Existing documents and prior 
research are evaluated.

 ■ Systematic data collection: This technique ranges 
widely, from photography and videotaping to ask-
ing informants to draw maps; sort cards with pic-
tures, words, or objects; answer questions based 
on scales; and many more (Bernard, 2013; Pelto & 
Pelto, 1978; Scrimshaw & Hurtado, 1987).

A key feature of qualitative research is the use of 
these multiple methods to triangulate, or compare, 
data so as to ensure accuracy. With these approaches, 
the researcher does not simply rely on what is said, but 
can observe what is actually done. Another feature is 
that the researcher spends enough time in the com-
munity to be able to interview, observe, or otherwise 
evaluate the same individuals or behaviors multiple 
times, thereby further ensuring the depth and accu-
racy of the resulting data.

These techniques yield data that are descrip-
tive and exploratory, and that serve to investigate 
little-understood phenomena, identify or discover 
important variables, and generate hypotheses for fur-
ther research. Results are often explanatory, helping 
researchers to understand the social and cultural forces 
causing the phenomenon and to identify plausible causal 
networks. They also present the “voices” of the partici-
pants, and introduce context and meaning into the find-
ings. They yield themes, patterns, concepts, and insights 
related to cultural phenomena. They can be particularly 

Methodologies for Understanding Culture and Behavior 61



valuable for behaviors that are often hidden, such as sex-
ual risk taking and drug abuse (Dickson-Gomez, 2010; 
Wiebel, 1993) In evaluations, they help practitioners 
make judgments about a program, improve its effec-
tiveness, and inform decisions about future program-
ming, as illustrated in the case study on acceptability of 
an infant cereal found later in this chapter.

The methodological concepts of validity and reli-
ability provide a common foundation for the integra-
tion of quantitative and qualitative techniques. Validity 
refers to the accuracy of scientific measurement—“the 
degree to which scientific observations measure what 
they purport to measure” (Pelto & Pelto, 1978, p. 33). 
For example, in Spanish Harlem in New York City, a 
study using the question “¿Sabe como evitar los hijos?” 
(“Do you know how to avoid [having] children?”) 
elicited responses on contraceptive methods and was 
used as the first in a series of questions on family plan-
ning. By not using family planning terminology at the 
outset, the study was able to avoid biasing respondents 
(Scrimshaw & Pasquariella, 1970). The same phrase in 
Ecuador, however, produced reactions like “I would 
never take out [abort] a child!” If the New York ques-
tionnaire had been applied in Ecuador without first 
testing it through semi-structured ethnographic inter-
views, the same words would have produced answers 
to what was, in fact, a different question (Scrimshaw, 
1974). Qualitative methods often provide greater 
validity than quantitative methods because they rely 
on multiple data sources, including direct observation 
of behavior and multiple contacts with people over 
time. Thus, they can be used to increase the validity of 
survey research.

Reliability refers to replicability—the extent to 
which scientific observations can be repeated and 
the same results obtained. In general, this goal is best 
accomplished through survey research or other quanti-
tative means. Surveys can test hypotheses and examine 
questions generated through qualitative data. Qualita-
tive methods may help us discover a behavior or learn 
how to ask questions about it, while quantitative data 
can tell us how extensive the behavior is in a popula-
tion and which other variables are associated with it.

Murray (1976) describes just such a discovery 
during qualitative research in a Haitian community, 
where a simple question—“Are you pregnant?”—had 
two meanings. Women could be pregnant with gros 
ventre (“big belly”) or could be pregnant and in perdi-
tion. Perdition meant a state where a woman was preg-
nant, but the baby was “stuck” in utero and refused to 
grow. Perdition was attributed to causes such as “cold,” 
spirits, or ancestors. Women may be in perdition for 
years, and may be separated, divorced, or widowed, 
but the pregnancy is attributed to her partner when it 

commenced. Murray subsequently included questions 
about perdition in a later survey, which revealed that 
it was apparently a cultural way of making infertility 
or subfecundity socially acceptable, as many women 
in perdition fell into these categories.

Surveys are effective tools for collecting data 
from a large sample, particularly when the distribu-
tion of a variable in a population is needed (e.g., the 
percentage of women who obtain prenatal care) or 
when rarely occurring events must be assessed (e.g., 
neonatal deaths). Surveys are also used to record 
people’s answers to questions about their behavior, 
motivations, perception of an event, and similar top-
ics. Although surveys are carefully designed to collect 
data in the most objective manner possible, they often 
suffer inaccuracies based on respondents’ perceptions 
of their own behavior, their differing interpretations of 
the meaning of the question, or their desire to please 
the interviewer with their answers. Surveys also can 
encounter difficulty in uncovering motives (i.e., why 
individuals behave as they do), and they are not apt 
to uncover behaviors that may be consciously or 
unconsciously concealed. In “Truths and Untruths in 
Village Haiti: An Experiment in Third World Survey 
Research,” Chen and Murray (1976) describe some of 
these problems.

The traditional anthropological approach involves 
one person or a small team who remain at the research 
site for at least a year. This practice is intended to 
ensure that the findings take into account the changes 
in people’s lifestyles with the changes in seasons, activ-
ities, available food, and so on. Also, the anthropolo-
gist often needs time to learn a language or dialect and 
learn enough about the culture to provide a context 
for questions and observations. More recently, a sub-
set of anthropological tools (ethnographic interview, 
participant observation, conversation, and observa-
tion) plus the market researchers’ tool of focus groups 
have been combined in a rapid anthropological assess-
ment process known as the Rapid Assessment Proce-
dure (RAP) (Scrimshaw, Carballo, Carael, Ramos, & 
Parker, 1992; Scrimshaw, Carballo, Ramos, & Blair, 
1991; Scrimshaw & Hurtado, 1987).

RAP evolved around the same time as Rapid 
Rural Appraisal was developed by rural sociologists 
(Chambers, 1992). Both methods made listening to 
community voices easier for program planners and 
healthcare providers and became frequently used 
tools for program development and evaluation. RAP 
is designed to involve local researchers who already 
know the language and much of the cultural context. 
Such procedures have been developed for many top-
ics, including AIDS, women’s health, diarrheal disease, 
seizure disorders, water and health, and childhood 
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obesity prevention. RAP has become a generic con-
cept, and has been modified for many uses. Modified 
titles include RARE, ERAP, and FES (focused ethno-
graphic study). In the past 20 years, the RAP method-
ologies have been embraced by community members, 
researchers, and funders alike and have been broadly 
used in community participatory research.

The case study on the use of focused ethnographic 
methods to assess the feasibility of introducing a forti-
fied infant cereal in an African country, which appears 
in the next section of this chapter, is a good example 
of the use and value of this approach. With a relatively 
small number of interviews, researchers were able to 
establish that the cereal as constituted and packaged 
would be unlikely to succeed. Minor modifications 
(i.e., a cereal that did not require cooking and was 
packaged in small amounts) were recommended to 
change the product’s likely acceptability.

In community participatory research, community 
members become involved in the design, conduct, 
and interpretation of research. This approach has been 
used most often for health intervention and behavior 
change programs where community acceptance of 
such interventions and programs is essential for suc-
cess. It also has been found to increase the validity 
(accuracy) of the data, as community members are 
invested in developing programs that work.

A final comment on methodology is that as the 
social sciences are increasingly combining methodol-
ogies and sharing each other’s tools, it is also important 
to share theoretical approaches. Where methodology 
is concerned, this leads to using multilevel approaches 
to research, in which environment, biological factors, 
cognitive issues, societal and cultural context, and 
political and economic forces all can contribute to the 
analyses. This should take place at least to the extent 
that an examination is made of data one step above 
and one step below the phenomenon being explained 
(Rubenstein, Scrimshaw, & Morrissey, 2000).

An example of a logic framework using this 
approach can be found in the work of the Centers for 
Disease Control and Prevention (CDC) task force that 
developed and maintains the Guide to Community 
Preventive Services—a series of evidence-based rec-
ommendations for community public health practice 
based on a systematic and critical review of the evi-
dence. Topics considered in the guide include major 
risk behaviors (e.g., tobacco use, alcohol abuse and 
misuse, other substance abuse, nutrition, physical 
activity, healthy sexual behavior), specific illnesses 
(e.g., cancer, diabetes), and one overarching topic, the 
sociocultural environment. FIGURE 2-3 presents the 
logic framework for this topic. The outcomes of com-
munity health (on the right side of the figure) stem 
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FIGURE 2-3 The Guide to Community Preventive Services’ social environment and health model.
Reproduced from Anderson L. M., Scrimshaw S. C., Fuillilove M. T., et al. (2003). The community guide’s model for linking the social environment to health. American Journal of Preventive Medicine, 24(35), p. 13. Reprinted with permission from Elsevier.
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from factors in the physical environment and societal 
resources; outcomes related to equity and social justice 
issues derive from factors on the left side of the fig-
ure. The immediate outcomes, which are listed in the 
middle of the figure, range from neighborhood living 
conditions to prevailing community norms regard-
ing prevention and health care (Anderson, Fielding, 
et al., 2003; Anderson, Scrimshaw, et al., 2003). This 
approach greatly broadens the context for under-
standing and addressing the health of individuals and 
of communities.

The CDC’s Community Guide can be accessed 
through the following website: www.thecommunity 
guide.org. That website and related publications listed 
there provide evidence-based guidelines for improv-
ing community health, many of which have global 
relevance.

 ▸ Case Study: Use of a Focused 
Ethnographic Study to Assess 
the Acceptability of a Fortified 
Infant Cereal in Africa†*

Earlier in this chapter, qualitative methods derived 
largely from anthropology were described as being 
important tools for ascertaining cultural facilitators 
and impediments to behavior changes that lead to 
improved health. As discussed then, these tools have 
been adapted for use in rapid assessment. This case 
study involves a rapid (focused) ethnographic study 
that was conducted before a new infant cereal was 
introduced to assess the potential success of this cereal 
by investigating household and local market behaviors.

Many infants and young children (IYC) in Africa 
continue to suffer from malnutrition or undernutri-
tion. Where mothers breastfeed exclusively for at least 
six months, quality foods that complement the nutri-
ents in human milk are important after six months 
when human milk alone is not adequate to meet nutri-
tional needs.

In one African country, a project was devised 
to introduce a fortified cereal-based food that could 
help contribute to improved nutrition for infants and 
children consuming it. The aim of the focused eth-
nographic study was to determine whether families 
would purchase the food if available and, if the product 
was purchased, who actually consumed it. Why each 

†* This case study is based on Pelto, G. H., & Armar-Klemesu, M. (2010). Focused ethnographic study to assess the potential of a  
commercial complementary food. Report prepared for the Global Alliance for Improved Nutrition, Geneva, Switzerland.

of these steps did or did not occur was also important 
to assess. The price of the product was pegged at the 
amount that most urban families, even the poor, could 
afford to spend per day for a cereal.

It was important to the researchers to make the 
study framework broad enough to include key vari-
ables, so that they could avoid mistakes made by inter-
vention projects that fail to take important cultural, 
economic, access, and other factors into account. A 
household perspective was chosen because the pur-
chase and preparation of the cereal would be done at 
the household level.

Research questions included the following items:
 ■ How much are households currently spending on 

food for their infants?
 ■ Are their current expenditures providing a nutri-

tionally adequate diet?
 ■ Do households that are spending less than x 

amount (e.g., cents/day) have the potential to shift 
their expenditures?

 ■ Which other factors determine household buy-
ing and/or preparation of foods for the infant or 
young child, and would these other factors inter-
fere with making a switch, even if the family could 
afford it monetarily?

It was also important to take into account the pos-
sible foods for infants and young children in this envi-
ronment: (1) human milk, (2) home-prepared foods 
that are made for family members and are also given 
to the infant or young child, (3) home-prepared foods 
that are made exclusively for the infant or young child, 
(4) commercial products that are marketed and pur-
chased for household consumption, (5) commercial 
products that are marketed and purchased exclusively 
for the infant or young child, and (6) commercial 
products that are marketed for household consump-
tion, but are purchased exclusively for the infant or 
young child.

The focused ethnographic study interviewed key 
informants—people who had personal knowledge and 
experience in an area of concern to the project. Four 
different techniques were used:

1. Free listing exercises. The respondent is asked 
a question or set of questions that elicit a 
series of items (objects, events, issues) per-
taining to a particular cultural domain. For 
example, the interviewer can ask, “What are 
all the different places where a person can 
get food for infants or young children?”
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2. Open-ended interviewing, with guiding 
questions. In open-ended questions, the 
interviewer writes down what the respon-
dent says in response to a question without 
using precoding. Questions can be broad or 
narrow—for example, “How do you prepare 
cereal for your baby?”

3. Rating and ranking exercises. Respondents 
are asked to rate and rank items such as 
foods and sources of health care. Methods 
include handing respondents’ cards with 
pictures of objects to be ranked and asking 
them to arrange these from most to least 
important, as well as asking them to assign 
the card to a slot along a continuum. (A 
similar technique for the latter method is 
the familiar scale of perceived pain.)

4. Mapping exercises. Respondents create 
visual maps on which they indicate the 
locations of specific features of concern 
for the researcher, such as places to obtain 
commercial foods.

In this case study, there were two main types of 
key informant-respondents: (1) women who gave 
information from the perspective of people who take 
care of children and (2) people who gave information 
from the perspective of marketing infant and young 
child foods. Thirty primary care givers, 10 alternate 
caregivers, and 12 sellers of these foods were inter-
viewed. The sellers were divided into street venders 
and keepers of small shops.

The results of the study provided evidence to answer 
the key question about the potential acceptability of 
a new fortified cereal for infants and young children. 
They revealed that fortified cereals are, indeed, used 
and accepted, and that a relatively high proportion of 
the food budget for households with infants is spent on 
these items. Thus the key question about a dietary niche 
for a fortified cereal was answered affirmatively.

Importantly, the study uncovered the reality that a 
food that must be cooked, however briefly, is unlikely 
to be chosen over instant foods that do not require 
cooking. Busy mothers will spend more money to pur-
chase prepared cooked cereals from street vendor or 
buy small packets of instant cereal that can be mixed 
with water rather than cooking a cereal themselves. 
This was extremely important guidance, as it showed 
that the cereal planned for introduction would need to 
be modified so that it would not require cooking if it 
was to be a success.

‡* This case study was developed by Isabel Martinez, MPH.

Because families were already spending so much 
for these foods, there was clearly a niche for a lower-cost 
fortified cereal, but it must be instant and available 
in small packets to be a financially viable option for 
families. The findings of this study were valuable in 
planning a program to introduce the cereal, providing 
the guidance that healthcare practitioners needed to 
proceed with an appropriately modified product, and 
to avoid spending time and money on something that 
would not work.

 ▸ Case Study: The Slim 
Disease—HIV/AIDS in 
Sub-Saharan Africa‡*

AIDS changed the way in which epidemiologic and 
behavioral research is conducted and health inter-
ventions designed and carried out. This case study 
illustrates virtually all the topics covered in this 
chapter.

Epidemiology
As of 2016, an estimated 36.7 million adults and chil-
dren were living with HIV/AIDS worldwide (UNAIDS, 
2017). Nearly half (17.8 million) were women, and 
2.1 million were children. Of the 36.7 million persons 
with HIV/AIDS, 19.4 million reside in eastern and 
southern Africa, among whom 59% are women and 
girls. In 2016, 77,000 new HIV infections in eastern 
and southern Africa occurred in children. Per capita 
rates of infection rates in the United States decreased 
by 18% between 2008 and 2014, as a result of a combi-
nation of aggressive use of antiretroviral therapies and 
prevention strategies (HIV.gov, 2017a, 2017b; WHO, 
2010).

Unlike in the Western world, where AIDS was 
originally associated with gay men and injection-drug 
users, in Africa the most common route of transmis-
sion is through heterosexual sex. Men infect their 
partners (often wives) as a result of their involvement 
with other partners. A pregnant, HIV-positive woman 
may transmit the virus to her fetus through the pla-
centa or to her infant through breastfeeding.

Generally, AIDS patients in Africa suffer from 
intestinal infections, skin disease, tuberculosis, her-
pes zoster, and meningitis. In the industrialized coun-
tries, AIDS is associated with Kaposi’s sarcoma (a skin 
cancer), meningitis, and pneumonia.
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Why does the same disease spread so differently 
from one region of the world to another? History, pol-
itics, economics, and cultural and social environments 
influence the course of a disease in a society. In the case 
of Africa, traditional family, social, and environmental 
structures were disrupted by European colonization, 
which imposed changes on the existing culture. Even 
after countries became independent from Europe, 
their political, ecological, and economic structures 
remained disrupted and often unstable. Many of these 
factors contributed to an environment in which AIDS 
easily took hold (Akeroyd, 1997; Bond, Kreniske, 
Susser, & Vincent, 1997; Hunt, 1989; Jok, 2001). These 
factors and their association with the AIDS pandemic 
are described in the following subsections. In addi-
tion to illustrating the relationship between cultural 
norms, prevention and healthcare access, and disease, 
this case study demonstrates the profound relation-
ship between the general sociocultural, political, phys-
ical, and economic environment and health.

Risk of AIDS Associated with Migratory Labor
The integral family structure of the African culture 
has been broken up by the migratory labor system in 
eastern, central, and southern Africa. This system was 
historically part of the region’s industrial development 
and colonization by European powers. These large 
industries, which include mining, railroad work, plan-
tation work, and primary production facilities (e.g., 
oil refineries), have absorbed a massive labor influx 
from rural areas. Men typically leave their homes and 
travel outside their communities to work sites, where 
they remain for long periods of time. This system has 
not only kept families apart, but also increased the 
numbers of sex partners for men—in turn, giving rise 
to a higher prevalence of sexually transmitted infec-
tions (STIs) and later AIDS. In many African cultures, 
regular sex is believed essential to health. Men in the 
migratory labor system have sex with prostitutes close 
to their work sites, become infected, and eventually 
return home and infect their wives, whose babies may 
in turn become infected (Hunt, 1989; Salopek, 2000).

War
In 2017, there were 14 major armed conflicts and 29 
additional armed conflicts globally. Of these 43 con-
flicts, 21 occurred in Africa. A country at war typically 
faces a weakening of its political system, and this situ-
ation in Africa has intensified the impact of the AIDS 
epidemic. Several populations become more vulnerable 
to HIV/AIDS during wartime, including those affected 
by food emergencies and scarcity, displaced persons, 

and refugees. Women are especially at risk. They are 
six times more likely to contract HIV in refugee camps 
than women in populations that reside outside such 
camps. In addition, women are often victims of rape as 
a weapon of war by the enemy side. Armed forces and 
the commercial sex workers with whom soldiers inter-
act are also affected by the epidemic (Akeroyd, 1997; 
Carballo & Siem, 1996; Jok, 2001, 2012; UNAIDS, 
1999; United Nations, 1999a; Uppsala Conflict Data 
Program, n.d.; Wallensteen & Harbom, 2009).

Gender Roles and Cultural Traditions
The African woman’s struggle with the AIDS pandemic 
has been depicted often in the literature (Akeroyd, 
1997; Carballo & Siem, 1996; Hunt, 1989; Messer-
smith, 1991; Salopek, 2000; UNAIDS, 1999; Watkins, 
2004). The risk to women from husbands or partners 
returning from work in other areas has already been 
discussed. Another risk—sex work or prostitution by 
women as a means of survival—is now almost a death 
sentence in Africa, considering the great risk of con-
tracting HIV/AIDS through such employment. There 
are many reasons why some African women find the 
need to engage in sex work, although studies have 
linked most of these reasons to a political economy 
context. Sex in exchange for favors, material goods, 
or money is conducted in all socioeconomic levels, 
from female entrepreneurs in foreign trade having to 
use sexual ploys to ensure business to impoverished 
young women needing money to support themselves 
and their families (Swidler & Watkins, 2007). Even if 
women in sex work are knowledgeable about prevent-
ing HIV infection through use of condoms, their cost 
and availability, combined with the resistance of some 
males to use them, raise barriers for the safety of these 
women and play a part in further transmission of the 
disease (Akeroyd, 1997; Messersmith, 1991).

Having multiple sexual partners has increasingly 
been implicated in raising the risk for HIV for both men 
and women (Helleringer, Kohlerb, & Kalilani-Phiric, 
2009). Called “concurrency,” these practices are now a 
major focus of intervention efforts (Shelton, 2009).

Other cultural factors that place young women at 
greater risk for HIV infection include a superstition in 
some areas that having sex with a virgin will cure an 
HIV-infected man. Adolescent girls and young women 
are placed at higher risk of exposure to HIV due to the 
behavioral practices of engaging in sex with older men 
(Tulio de Oliveira et al., 2017). The practice of female 
circumcision also places young girls at risk. In both 
of these circumstances, the risk of contracting HIV 
through sex or infected surgical instruments increases 
for adolescents (Akeroyd, 1997; Salopek, 2000).
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Additional Cultural Beliefs
Secrecy regarding HIV/AIDS is common within some 
sub-Saharan cultures. Denying that AIDS is affecting 
one’s community or that one is infected increases the 
chances that the virus will be transmitted to other peo-
ple because preventive actions are not taken (Akeroyd, 
1997; Salopek, 2000; UNAIDS, 1999; United Nations, 
1999d). Preventive actions go beyond preventing sex-
ual transmission, to include concerns about transmis-
sion during treatment of ill individuals and during 
funeral practices.

In some parts of Africa, AIDS is referred to as the 
“slim disease” because of the wasting away that occurs 
as a result of the infections. Because of this belief, men 
prefer sex with plump women, believing that they 
are not infected. AIDS is called “white man’s disease” 
in Gabon and “that other thing” in Zimbabwe. HIV 
and AIDS are a source of shame and denial in these 
 African cultures. AIDS is also considered a punish-
ment for overindulgence of the body. One sangoma 
(faith healer), who has helped revive an ancient Zulu 
custom of virginity testing of young girls, supported 
her belief in reviving this custom by saying, “We have 
adopted too many Western things without thinking, 
and we lost respect for our bodies. This has allowed 
things like AIDS to come torture us” (Akeroyd, 1997; 
Hunt, 1989; Salopek, 2000; UNAIDS, 1999).

Barriers to Prevention or Treatment 
of HIV/AIDS
Barriers to prevention of HIV/AIDS include lack of 
financial resources and allocation of funds to proj-
ects that might be less crucial than those related 
to health. For example, a foreign country funded a 
multimillion-dollar hospital in Zambia, even though 
the rural clinics where the majority of the population 
live are often not even stocked with aspirin (Bartholet, 
2000; Salopek, 2000).

Changing people’s health behavior and address-
ing cultural beliefs has also been a tough challenge 
when it comes to prevention efforts. Promoting safe 
sex and the use of contraception, as well as abstain-
ing from some cultural rituals, can be perceived as 
changing traditional gender roles for both men and 
women, and may go against some religious values that 
are part of the core for some communities. The need 
to hide or look away from the problem of HIV/AIDS 
stems from the disgrace attached to the disease, which 
makes it difficult for people even to discuss it, much 
less be tested for this infection. The stigma of HIV/
AIDS needs to be removed for prevention efforts to be 
more widely accepted by the African people (Akeroyd, 

1997; Bartholet, 2000; Salopek, 2000; UNAIDS, 1999; 
United Nations, 1999c).

One project in Ghana used both the health belief 
model and social learning theory to examine the 
determinants of condom use to prevent HIV infection 
among youth. The authors of the study found that per-
ceived barriers significantly interacted with perceived 
susceptibility and self-efficacy. Youth who perceived a 
high level of susceptibility to HIV infection and a low 
level of barriers to condom use were almost six times 
as likely to have used condoms at last intercourse. A 
high level of perceived self-efficacy and a low level 
of perceived barriers increased the likelihood of use 
three times (Adih & Alexander, 1999).

Prevention Efforts by Community and  
Governmental Agencies and 
Nongovernmental Organizations
In the 1990s, Uganda and Senegal reduced their HIV 
infection rates through aggressive public education 
and condom promotion campaigns, expanded treat-
ment programs for other STIs, mobilization of non-
governmental organizations (NGOs), and reduction 
of stigma for people with HIV/AIDS. Health officials 
believe the education efforts surrounding AIDS have 
contributed to women delaying the onset of sexual 
intercourse and increased condom use among sex 
workers and men and women who have casual sex 
(UNAIDS, 1999; United Nations, 1999a).

The theory of self-efficacy has proved useful in 
addressing AIDS. For example, one study in South 
Africa found that knowledge of risk and its preven-
tion was important, but not sufficient to change 
behavior. The authors stress the need to improve 
personal autonomy in decision making about sexual 
behavior and condom use for both men and women 
through skills development programs that promote 
self-efficacy (Reddy, Meyer-Weitz, van den Borne, & 
Kok, 1999).

The United Nations and its specialized agencies 
have created major programs to assist countries and 
communities in prevention efforts, including joining 
forces to accelerate the development of experimental 
vaccines. Academic institutions have also teamed up 
with local community and church organizations to 
create prevention projects and help organize the com-
munities to reach more of the public. These efforts 
have assisted in empowering many volunteers, mostly 
women, to motivate others in their communities 
through education and increasing women’s negotia-
tion skills for safe sex or condom use (Msiza-Makhubu, 
1997; United Nations, 1999d; WHO, 1997).
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There is also a growing movement in which doctors 
in Africa work with traditional healers to do outreach 
and education on AIDS. As discussed earlier, traditional 
healers have better access to many populations. People 
seek their help because of tradition and lack of adequate 
health care (Associated Press, 2000; Green, 1994).

Antiretroviral Therapy
Donor agencies/organizations such as the Global 
Fund to Fight AIDS, TB, and Malaria; the U.S. Pres-
ident’s Plan for AIDS Relief; the World Bank; the 
European Commission; WHO; and the Gates Foun-
dation have aggressively provided testing for HIV/
AIDS and antiretroviral (ARV) therapy during the 
past eight years, and infection rates have come down 
(UNAIDS, 2004a; WHO, 2004). Beginning in 2003, 
the United States implemented the President’s Emer-
gency Plan for AIDS Relief (PEPFAR/Emergency 
Plan). As of 2017, this program had provided antiret-
roviral treatment (ART) to more than 11 million 
HIV-infected people and supported HIV testing and 
counseling (HTC) for more than 56.7 million people 
(PEPFAR, 2017).

Innovative prevention programs such as the intro-
duction of male circumcision in areas where it had 
not been practiced are also helping to reduce infection 
rates. Male circumcision has been found to help pro-
tect against infection, reducing transmission rates by 
as much as 60% (Bailey & Mehta, 2009; Bailey et al., 
2007; Tobian et al., 2009; Westercamp & Bailey, 2007).

Antiretroviral Treatment Challenges
Diminished political and economic support for 
antiretroviral programs could lead to the interrup-
tion of treatment of HIV/AIDS patients, which in 
turn would provide the HIV virus with the potential 
to become drug resistant. Other challenges in Africa 
include a shortage of health professionals, many of 
whom have left their home countries for better oppor-
tunities in higher-income countries. In addition, a 
lack of treatment literacy poses a huge challenge for 
effective antiretroviral treatment (UNAIDS, 2004b).

The individual behaviors that place people at risk 
are part of the larger root causes of the problem in 
Africa, including colonialism, big industry’s design 
of mass labor migration, poverty, gender inequalities, 
and war. The ideal prevention and intervention strate-
gies would address health behavior changes as well as 
economic and community barriers to the provision of 
social services and treatment options (Akeroyd, 1997; 
Bond et al., 1997; Tylor, 1871; United Nations, 1999c, 
1999d; WHO, 1997).

 ▸ Ebola
The Ebola virus shares several characteristics with HIV/
AIDs. First identified in 1976, Ebola is a newly emergent 
infection. Beginning as a zoonotic disease that infected 
fruit bats, nonhuman primates, and other mammals, it 
“jumped species” to infect humans as a result of ecolog-
ical disruption—in this case, hunting wild animals for 
food or what is called “bush meat.” An Ebola pandemic 
in 2013–2016 that was centered in the West African 
countries of Liberia, Sierra Leone, and Guinea infected 
some 17,145 individuals, among whom 6,070 died. The 
short interval between recognition of symptoms and 
death of 6–16 days, the appalling fatality rate of 25% to 
90%, and the lack of effective antimicrobial agents and 
preventive vaccines produced panic that often impeded 
global health strategies to reduce infection and provide 
supportive care to the infected.

The two hardest-hit countries—Liberia and Sierra 
Leone—are impoverished. Liberia ranks 182th out of 
187 countries in the United Nations Human Devel-
opment Index; Sierra Leone comes in at 180 (United 
Nations Development Programme, 2017). Cultural 
patterns of care for the sick and dying, as well as care-
ful tending of the dead in preparation for burial, were 
found to increase Ebola transmission, because con-
tact with body fluids—even sweat—in the context of 
cleaning, feeding, or moving an infected person can 
lead to transmission (CDC, 2015).

When American and European global health per-
sonnel first arrived to help fight the epidemic, in many 
cases they were greeted with fear and even violence by 
villagers, who, upon seeing the Westerners in hazmat 
suits, resisted their approach and often hid their sick 
family members. A new psychosocial paradigm called 
“fear-related behaviors” in situations of mass threat is 
now recognized as an expected reaction to disasters and 
must be planned for with clear communication, cul-
tural understanding, and the close collaboration of for-
eign public health workers with local professional and 
community leaders (Espinola et al., 2016). Viewed from 
this perspective, the panicked responses of the African 
villagers were not irrational (Richardson et al., 2016). 
Beginning with the slave trade and colonialism, West-
ern incursions into Liberia and Sierra Leone have caused 
immense suffering. Further complicating the cultural 
misunderstandings is the fact that Liberia has 31 separate 
languages and Sierra Leone has 25 (Rodriguez, 1997). 

With Ebola deaths mounting and the evidence that 
the health systems of the affected West African coun-
tries were under-resourced and overwhelmed, numer-
ous well-meaning multinational, governmental, and 
nongovernmental agencies rushed to the scene to help. 
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Grieving African family members were not allowed 
to touch or kiss their dead. Rather than observing 
time-honored funereal practices, they were instead 
obliged to place their deceased loved ones in plastic 
bags, to be buried with chloride disinfectant. Those 
and other measures to prevent transmission repre-
sented enormous changes in cultural practices around 
death and dying, but they worked to reduce transmis-
sion (Agusto, Teboh-Ewungkem, & Gumel, 2015). 
Analyses of the Ebola pandemic, and the behavioral 
changes that led to decreases in transmission, demon-
strated that serious attention to clear communication 
and understanding of cultural patterns are critical ele-
ments of responses to outbreaks and disasters.

 ▸ Conclusion
This chapter has briefly explored cultural and behav-
ioral issues that influence global health. Anthropol-
ogy, sociology, and psychology have much greater 
depth in terms of both methods and theories than 
can be described in this chapter. A rich and exten-
sive literature exists on health beliefs and behaviors, 
environmental and biological contexts, health sys-
tems, and programmatic successes and failures. It 
is essential to take these factors into account when 
contemplating global health work. In addition, a pro-
gram must consider structural factors, such as setting, 
hours, child care, and ambience, as well as factors of 
content, such as culturally acceptable services, which 
includes providers who treat patients with respect and 
understanding.

Research and preventive services regarding health 
beliefs and behaviors must accept and integrate con-
cepts different from those held by Western biomedi-
cine, by middle- or upper-class healthcare providers, 
or by healthcare providers from an ethnic or cultural 
group that is different from their patients. This require-
ment demands the ability inherent in some of the 
anthropological methods and approaches discussed 
earlier—that is, the ability to “get into someone’s head” 
and understand things from an insider perspective. 
There is nothing like the experience of spending time 
with people, in their own homes or community, and 
striving to reach that insider understanding.
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Discussion Questions
1. Which prevention strategies for AIDS would 

you develop if you were the minister of health 
of a sub-Saharan African country? Which strat-
egies would you use if you were a community 
leader? Would the strategies used for these two 
perspectives differ? If so, how? How would you 
address some of the cultural beliefs or traditions 
associated with HIV/AIDS mentioned in the 
case study?

2. If you were entering a community to introduce 
a health program, who would you talk to? What 
would you ask? Why?

3. Discuss the concepts of validity and reliability 
in research as they apply to the use of quantita-
tive and qualitative methods. Next, discuss the 
same concepts as they apply to community par-
ticipatory research.

4. What is the hot/cold illness belief system? Why 
is it important? How would you incorporate it 
into a maternal and child health program?

5. Many people believe that healers such as mid-
wives and shamans are called to their profession 
by a greater spiritual power. What significance 
does this belief have for official health programs 
around the world? How should they address 
this belief?

6. If an indigenous practice seems peculiar to you, 
but does no apparent harm, what should you do?

7. How could you learn what people in a commu-
nity really believe about health and illness?

8. Based on the theories of behavior change, cre-
ate your own model by taking what you think is 
the best content from existing theories. Explain 
your reasoning.

9. How would you balance the need to interrupt 
Ebola transmission in a situation such as the 
recent West African outbreak with the impor-
tance of addressing the fears and panic of the 
population?
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CHAPTER 3

Global Health, Human Rights, 
and Ethics
Tonya Littlejohn, Chris Beyrer, and Nancy Kass

The recent emergence and reemergence of infec-
tious disease epidemics, the persistent burden 
of non-communicable disease, the enduring 

impact of environmental change, and the intractable 
effects of social disadvantage and inequity have all con-
tributed to the rising prominence of health challenges 
at a global level. The promise and process of global-
ization, with its increased interdependence of eco-
nomic, political, and social domains, accompanied by 
the integration of goods, services, values, and people, 
translates into new and interconnected global health 
threats, worsening health disparities, and heightened 
global health insecurity.

It is in this context that the human rights and eth-
ics implications of public health challenges and inter-
ventions must be pursued and interrogated. Human 
rights and ethics, encompassing the right to health as 
well as some degree of the right to non-interference, 
health equity, and the determinants of health, are cen-
tral to global health. This centrality is recognized by the 
World Health Assembly and the World Health Organi-
zation (WHO), and is enshrined in international con-
ventions and treaties with relevance to global health, 
including the Universal Declaration of Human Rights; 
the International Convention on Social, Cultural and 
Economic Rights; the Convention on the Eradication 
of All Forms of Discrimination Against Women; and 
the most widely ratified of all of these foundational 

agreements, the Convention on the Rights of the Child. 
All of these conventions agree that human rights par-
adigms and ethics principles are inextricably linked to 
health and offer a normative framework to understand 
and address complex health issues experienced at a 
global level. Analysis of emerging and persistent global 
health challenges through the human rights and ethics 
lenses can be a more effective and nuanced approach 
for framing and responding to global health challenges 
and allows for focus on both the proximal causes and 
the social determinants of ill health (Mann, 1997).

 ▸ Defining Global Health in the 
Context of Human Rights and 
Ethics

Though many constructs of global health exist, this 
field is generally understood to refer to a phenomenon 
whereby the determinants of health or health outcomes 
supersede the territorial boundaries of any given state. 
Global health recognizes that health is determined by 
conditions, issues, and concerns that typically tran-
scend national boundaries (Stapleton, Schroder-Back, 
Laser, Meershoek, & Popa, 2014). It highlights issues 
that may be universally experienced, and accepts that 
while some burdens and challenges are shared, many 
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health burdens may be profoundly inequitable and 
disproportionate. Global issues are often recognized as 
beyond the capacity of individual countries alone to 
address through domestic institutions (Stapleton et al., 
2014). The world recently witnessed this reality during 
the 2013–2016 Ebola outbreak in West Africa. The 
“global” in global health identifies the scope of prob-
lem, not the location (Koplan et  al., 2009). The U.S. 
Institute of Medicine (1988) describes public health 
as “what we, as a society, do collectively to assure the 
conditions for people to be healthy.” This definition has 
equal stature in relation to global public health and has 
particular application to both human rights and ethics.

Human rights instruments more broadly, the 
right to health specifically, and ethics provide entry 
points for understanding and outlining underly-
ing systemic and structural social determinants 
of health that, if addressed, could advance health 
equity at a global level. Human rights and ethics dis-
course highlight the conditions necessary for peo-
ple to be healthy, and the means and considerations 
necessary to enable these conditions. With human 
rights paradigms, these conditions also include fun-
damentals of good or poor governance as well as 
civil and political liberties, including the right to 
information and the right to participate in politi-
cal decision making. The ethics framework insists 
that issues of equity, autonomy, and benevolence be 
included as determinants of health programs and 
paradigms. Underlying the social determinants of 
health, and considered essential elements neces-
sary to live a healthy life, these sociopolitical and 
economic forces drive both local and global health 
inequality and disproportionate burdens of disease 
and shape the health, legal, institutional, and struc-
tural contexts in which they are embedded. They 
concern the conditions in which individuals are 
born, grow, live, work, and age and that influence 
their health status (WHO, 2017).

Just as health threats extend globally, so must the 
solutions. Increasingly, it has been recognized that 
there is both a shared global responsibility to realize 
the right to health and a moral impetus to address 
health challenges that are universally experienced. 
Thus, health, ethics, and human rights efforts are, by 
definition, synergistic. One undertaking cannot be 
viewed in isolation without a considered reference and 
integration of the others. While public health endeav-
ors can at times impact on individual human rights 
and challenge ethical principles and decision making, 
such as may occur in a global public health crisis, the 
underlying complementarity of these disciplines has 
greater prominence than the inherent confrontation 
between them (Beyrer, 2004).

 ▸ Setting the Context: Human 
Rights and Ethical Approaches 
to Global Health

Both human rights and ethics offer compelling dis-
courses and frameworks to advance global health and 
ameliorate health disparities and differences that have 
a global force or reach. At the intersection of global 
health, human rights, and ethics, a number of con-
sistent themes and challenges emerge. These will be 
explored throughout the chapter and are briefly out-
lined here.

First, fundamental human rights and the right to 
health are interrelated and inseparable. The realization 
of one right (such as the right to housing) can enable 
fulfillment and protection of the right to health; con-
versely, the deprivation of a right (such as the right 
to participation in civic life) may increase vulnerabil-
ity to ill health or impair enjoyment of other human 
rights (Office of the United Nations Commissioner for 
Human Rights, 2008). Rights abrogation or violation 
can have measurable impacts on health, such that if an 
individual or population group experiences discrim-
ination, or a deprivation of their rights, their ability 
to engage with and benefit from health interventions 
is diminished (Beyrer, 2004). Although traditionally 
described as being in conflict, the pursuit of individual 
human rights and enhanced global health at a pop-
ulation level are increasingly recognized as comple-
mentary and interdependent approaches to defining 
and advancing human well-being. The central prem-
ise of securing health for all by targeting marginalized, 
discriminated-against, and vulnerable populations 
parallels the sentiment of human rights. Promoting 
and protecting human rights is inextricably linked 
with promoting and protecting health.

Ethics, in relation to global health, is both the 
application of principles and norms for moral guid-
ance and a process for identifying, analyzing, and 
resolving ethical issues inherent in the practice of 
public health. Ethics, which has traditionally been 
considered to exist within the purview of individual 
behavior and with a bioethical focus, may be recast in 
the context of public health ethics with broad applica-
tion to global public health and governance. In turn, 
global health ethics may be considered a normative 
project with a common set of principles or values to 
deal with global health threats (Stapleton et al., 2014).

Second, to stimulate a more considered analysis 
of health, human rights, and ethics, it is imperative 
to understand the disproportionate burden imposed 
by disease and ill health and to appreciate how these 
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differences influence health outcomes across a range 
of populations. Health disparities and the social deter-
minants of health are significantly driven by complex 
structural factors that can contribute to poor health 
outcomes and adversely affect groups of people who 
have systematically experienced both a greater burden 
of ill health and exposure to numerous structural-level 
social determinants (Jürgens, Csete, Amon, Baral, & 
Beyrer, 2010; Sollom et al., 2011).

Third (and a related concept), discrimination 
is often the basis of fundamental structural inequal-
ity, such that populations who are marginalized or 
experience discrimination are more vulnerable to 
ill health. According to the Office of United Nations 
High Commission of Human Rights (2008), discrim-
ination refers to any distinction, exclusion, or restric-
tion made on the basis of various grounds that has 
the effect or purpose of impairing or nullifying the 
recognition, enjoyment, or exercise of human rights 
and fundamental freedoms. The implication is that 
some diseases or health conditions that have a global 
distribution, such as tuberculosis or leprosy, may sin-
gularly affect marginalized populations or be more 
pronounced in these populations. Marginalization, 
stigma, and discrimination may be both the cause 
and the consequence of ill health. In acknowledging 
the importance of discrimination and marginaliza-
tion, it must also be noted that some groups—such as 
women, children, and prisoners, for instance—face an 
additional risk or vulnerability due to particular cir-
cumstance or biological, structural, and social reali-
ties (Rubenstein et al., 2016). This vulnerability may 
be generalized, or it may be specific to certain diseases 
or interventions.

Fourth, human rights frameworks relate to obliga-
tions and duties at the level of the state and, therefore, 
are dependent on a state-based system of governance. 
As a signatory to the various human rights covenants, 
the state has an obligation to respect, protect, and ful-
fill those covenants in relation to the right to health. 
Such conventions outline the requirement of states 
to refrain from interfering in rights, to protect rights 
from demands of nonstate actors (such as armed 
groups and private corporations), and to take positive 
measures to facilitate and enable rights such as provi-
sion of immunization, training of health professionals, 
access to justice, access to sanitation and clean water, 
and other essential functions within a national health 
system.

How do ethical principles and human rights 
obligations and duties apply to states, and are they 
enforceable? And if the state is the primary custodian 
in enacting the right to health for populations within 
its jurisdiction, who should be made responsible and 

accountable for global health issues that fall outside 
state boundaries? Global health issues that transcend 
the boundary of the state require a coherent and coor-
dinated response through public health activities 
such as epidemic preparedness, surveillance, health 
system research, treatment access, and immuniza-
tion (EXHIBIT  3-1). This role and function in relation 
to global health issues is taken up by a multitude of 
actors and stakeholders, including nongovernmental 
organizations, private agencies, and businesses, each of 
which has its own mandates, motivations, and scope, 
and each of which also engages in the provision of 
health at a global level (see also Gostin & Mok, 2009). 
It should not be assumed that all actors are acting with 
the similar intent or understand the right to health in 
the same way. Determining which health challenges 
should be elevated to a global level of governance is an 
ongoing debate. Indeed, one of the ongoing challenges 
to global health is the need to strengthen claims to the 
right to health and support universality of the right to 
health (Gable & Meier, 2013).

Friedman and Gostin (2015) discuss the notion 
that global health—in this case, referring to pub-
lic health, universal health coverage, and the social 
determinants of health—cannot be achieved without 
concurrent advancement of justice and global health 
equity. This development would lead to gains in both 
the aggregate level of health and the distribution of 
health across populations. The World Health Organi-
zation, under the leadership of Tedros Ghebreyesus of 
Ethiopia, has committed to universal health coverage 
(UHC) as the primary means of achieving the goal of 
global equity in healthcare access. However, others 
propose that improvements in health markers, such 
as prevalence, mortality, and morbidity, do not nec-
essarily translate directly into improvements in health 
equity and justice (see, for example, Braveman &   
Gottlieb, 2014). Some would argue that even though 
war, crime, hunger, poverty, illiteracy, homelessness, 
and related human rights abuses interfere with the 
health of individuals and populations, it does not 
mean that eliminating these conditions is part of the 
mission of public health (Rothstein, 2002).

States have a shared responsibility for supporting 
conditions in which their populations can be healthy, 
including the implementation of preventive health 
strategies, health equity, and universal health coverage 
under a mandate of health for all (see also Friedman &  
Gostin, 2015). Incorporating the right to health, 
global health governance provides the institutional, 
financial, and legal mandates and mechanisms neces-
sary to meet core global health challenges and risks 
that transcend boundaries in their origin and impact. 
Global health governance is an appeal to collective 
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effort, with engagement of state actors and nonstate 
actors alike, in pursuit of a collective outcome (see 
also Dodgson, Lee, & Drager, 2002).

The final point relates to priority setting. Prior-
ity setting raises ethical concerns of fairness, justice, 
and equity. Moreover, when it is applied to particular 
global health challenges, context-specific concerns 
inevitably emerge regarding how finite resources 
may be allocated in a fair and equitable manner. 
Priority setting will be informed by such consider-
ations as infrastructural capacity, urgency, social 
value, governance, and financing. Ethics can guide 

approaches when a conflict arises between compet-
ing values or needs. In the case of a global health 
crisis, for example, it may be more readily apparent 
how goods should be prioritized and who should 
be the primary beneficiary. Resources may be real-
located or reprioritized as a means of containment 
to protect the affected and the most vulnerable, and 
this may prevent unaffected populations from main-
taining their health needs. In contrast, the best deci-
sions may be less obvious when setting priorities in 
the provision of non-emergent healthcare strategies, 
such as obesity or smoking.

EXHIBIT 3-1 Ebola, Ethics and Human Rights

The most recent Ebola outbreak, which occurred between 2013 and 2016, exposed in a very specific way the limitations 
of the global effort—namely, the inequalities in global power structures, the responsiveness of global health governance 
(see chapter on Global Health Governance and Diplomacy for more on strengthening global health governance after the 
2013–2016 Ebola outbreak), and the limited epidemiologic information available early on—allowed the virus to flourish 
uncharted and undetected for up to three months. The sociopolitical realities of containing a highly pathogenic virus 
were laid bare. The fragility of the region, following years of conflict and instability, was evident in the weakened and 
dysfunctional public health governance and infrastructure, debilitated and impoverished institutions, and diverted 
resources, which contributed to a lack of capacity and preparedness. Local cultural practices, which included traditional 
burial rituals of hand-washing the body, and a highly mobile and interconnected population moving across arbitrary 
state boundaries allowed unhindered transmission of the virus (Richardson, 2016). It was the perfect milieu fomenting 
contagion, lethality, stigma, and neglect (Donnelley, 2014; see also Farmer, 2014). That so many health workers, community 
members, and graveyard workers were nevertheless willing to risk their lives to care for Ebola-infected patients, the many 
thousands of exposed persons, and those who died of Ebola complications is a tribute to the extraordinary dedication 
and humanity of these persons. This example reminds us all that the greatest human rights and ethical imperative remains 
to care for the sick, even when doing so may put us in harm’s way.

The effects of the Ebola epidemic on global health structures, public health ethics, and human rights were far-
reaching. First, the outbreak raised questions about who has responsibility to protect populations from public health 
emergencies (see also Calain & Poncin, 2015). The state must fulfill its duties and fundamental obligations to enable 
its population’s enjoyment of the highest attainable standard of health. Revisions made to WHO’s International Health 
Regulations (IHR) in the wake of the severe acute respiratory syndrome (SARS) outbreak required states to institute 
minimum core public health standards, including public health surveillance, laboratory capacity, and epidemic 
preparedness. However, the Ebola outbreak exposed the world’s vulnerabilities due to the impoverished health systems 
in a small region of West Africa, decimating and overwhelming these already fragile systems that were unable, despite 
significant efforts, to meet their populations’ most basic health needs (Gostin & Ayala, 2017). The moral impetus to 
protect and respond must therefore account for the deeply disproportionate impact that an outbreak has on the most 
marginalized and vulnerable in the event that the national government is incapacitated and unable to ensure health 
security for its own population.

The Ebola response was also a teaching moment regarding the weakness of global health governance, most 
compellingly seen in the failure of the World Health Organization to mount an effective response (see, for example, 
Sands, Mundaca-Shah, & Dzau, 2016). Without the intervention of nongovernmental groups, most notably Medecins Sans 
Frontieres, the loss of life would have been much greater. Eventually, the international community did mobilize resources, 
but the prominent role assumed by military medicine practitioners, notably from the United States, again exposed the 
weaknesses in civilian capacity to respond. While military engagement in large-scale disasters and epidemics is often 
essential, the delegation of humanitarian and public health responses to military and other security forces raises additional 
human rights and ethical challenges, including concerns from the host countries that public health responses led by 
military actors can be cover for other—more specifically, military or security—objectives. The U.S. Central Intelligence 
Agency’s use of polio immunization as a cover for investigating the whereabouts of Osama Bin Laden in Pakistan is 
the most unfortunate example of this kind of abuse: It continues to bedevil polio eradication efforts in Pakistan and 
Afghanistan, and has led to the targeted killing of many immunization staff, mostly women (“Editorial,” 2014).
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 ▸ Global Health and Human 
Rights
All human beings are born free and equal in 
dignity and rights. (Article 1, Universal Dec-
laration of Human Rights [UDHR])

Human rights pertain to the fundamental freedoms, 
inherent value, and dignity of all human beings. These 
rights are universal, inalienable, and indivisible. They 
confer both freedoms and entitlements. The improve-
ment of one right facilitates advancement of others, 
and similarly the deprivation of one right adversely 
affects the others. Human rights are independent of 
nationality, place of residence, gender, religion, race, 
or any other status (United Nations, 1948).

The founding document of the modern human rights 
movement, the Universal Declaration of Human Rights 
(1948), Article 25 (1), provides the minimum stan-
dards necessary to ensure adequate health and lays out 
the duties and obligations of the state for upholding the 
rights of individuals. The UDHR is not legally binding, 
but states have bestowed it with great legitimacy through 
their actions, including its legal and political invocation 
at the national and international levels. Health is men-
tioned once in the UDHR , within the context of an over-
all right to an adequate standard of living:

Everyone has the right to a standard of liv-
ing adequate for the health and well-being 
of himself and of his family, including food, 
clothing, housing and medical care and nec-
essary social services, and the right to secu-
rity in the event of unemployment, sickness, 
disability, widowhood, old age of other lack of 
livelihood in circumstances beyond his con-
trol. (United Nations, 1948)

Under international human rights, sovereign 
states have an obligation to recognize the rights of 
individuals who reside within their borders.

Subsequent treaties and covenants give fur-
ther articulation of the rights related to health 
(EXHIBIT 3-2). Article 12 of the International Covenant 
on Economic, Social, and Cultural Rights (ICESCR) 
of 1966, in particular, establishes the right to health. 
It has a significant focus on what was then called 
international health and would now be called global 
health, in the three of its four specific provisions (a, b, 
and c below):

1. The States Parties to the Present Covenant 
recognize the right of everyone to the enjoy-
ment of the highest attainable standard of 
physical and mental health.

2. The steps to be taken by the States Parties 
to the present Covenant to achieve the full 
realization of this right shall include those 
necessary for:
a. The provision for the reduction of the 

stillbirth rate and of infant mortality 
and for the health development of the 
child

b. The improvement of all aspects of 
environmental and industrial hygiene

c. The prevention, treatment, and control 
of epidemic, endemic, occupational, 
and other diseases

d. The creation of conditions which would  
assure access to all medical services 
and medical attention in event of  
sickness

 ▸ Interpreting the Right to Health
In 2000, the committee on ICESR issued a guideline 
that provides more substantive details on Article 12, 
the right to health. General Comment 14 on the right 
to health notes that health is a fundamental human  
right indispensable for the exercise of other 
human rights (Office of the High Commissioner for 
Human Rights, 2000). General Comment 14 proposes 

EXHIBIT 3-2 International Human Rights Instruments Recognizing the Right to Health

 ■ The 1965 International Convention on the 
Elimination of All Forms of Racial Discrimination: 
Article 5 (e) (iv)

 ■ The 1966 International Covenant on Economic, 
Social, and Cultural Rights: Article 12

 ■ The 1979 Convention on the Elimination of All Forms 
of Discrimination Against Women: Articles 11(1)(f ), 
12, and 14(2)(b)

 ■ The 1989 Convention on the Rights of the Child: 
Article 24

 ■ The 1990 International Convention on the Protection 
of the Rights of All Migrant Workers and Members of 
Their Families: Articles 28, 43(e), and 45(c)

 ■ The 2006 Convention on the Rights of Persons with 
Disabilities: Article 25

Reproduced from United Nations. Human Right to Health. 2016. 
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that the right to health does not equate to the right 
to be healthy, but rather is an inherent, inalienable 
right to the highest attainable right that must be pro-
gressively realized through available, accessible, and 
affordable health care, services, and conditions. Real-
ization of the right to health is more than the absence 
of disease. Indeed, it implies consideration of the 
conditions necessary for the realization of the high-
est attainable standard of health. In addressing these 
issues, General Comment 14 suggests that achieving 
this goal must take into account the “individual’s bio-
logical and socio-economic preconditions and a state’s 
available resources” (Office of the High Commissioner 
for Human Rights, 2000). This provision gives focus 
to the relationship between the state and the individ-
ual by asserting that the state cannot, by itself, guar-
antee good health, just as it cannot protect against all 
aspects of ill health (Office of the High Commissioner 
for Human Rights, 2000).

Additionally, General Comment 14 states that the 
right to health is interpreted as an inclusive right. Spe-
cifically, it extends “not only to timely and appropriate 
health care but also to the underlying determinants of 
health, such as access to safe and potable water and 
adequate sanitation, an adequate supply of safe food, 
nutrition and housing, health occupational and envi-
ronmental conditions, and access to health-related 
education and information, including on sexual and 
reproductive health” (Office of the High Commis-
sioner for Human Rights, 2000).

 ▸ The Challenge in Meeting the 
Right to Health

Under international human rights law, a “right” is put 
forward as a claim to those social arrangements—norms, 
institutions, laws, and enabling environment—that can 
best secure the enjoyment of this right (WHO, 2002). 
The legal integrity of human rights analysis, as much as 
its moral appeal, is what gives the human rights move-
ment its authority and force. Under international treaty 
law, states assume obligations and duties to respect, 
protect, and fulfill human rights, including the right to 
health. Violation of this right implies that the obliga-
tion and duties have not been met or fulfilled (Cohen, 
Kass, & Beyrer, 2007).

The rights-based approach to health includes con-
sideration of the underlying determinants to good 
health such as water, housing, education, and food. Thus, 
the right to health includes the minimum core services, 
such as maternal–child health and primary health care, 
that governments must provide, even in places of scarce 
resources. While other rights may encapsulate the 

essence of a right to health, the challenge remains as to 
how the right to health may be fulfilled and measured. 
It is for this reason that some proponents believe a more 
constrained interpretation of the right to health allows 
for a more meaningful and representative invocation of 
this right (Tasiouslas & Vayena, 2015).

As part of the application of human rights princi-
ples to global public health challenges, public health 
strategies, such as prevention and treatment programs, 
must not infringe upon the human rights of those 
whom they are intended to benefit (EXHIBIT 3-3). Simi-
larly, rights-based approaches must ensure that all indi-
viduals, and particularly those who experience greater 
marginalization, stigma, and discrimination, enjoy 
equal access to services. All too often, however, discrim-
ination and other human rights issues have been both a 
consequence of global health challenges and a societal 
cause of vulnerability to these conditions (Mann, 1997).

At least two misconceptions about human rights 
tend to complicate their application. The first is that 
often global health challenges are perceived as being 
part of the realm of “economic, social, and cultural 
rights” (such as the right to health care) as opposed 
to “civil and political rights,” such as the right to free 
expression, association, and due process of law. In 
fact, many of the violations of human rights that most 
increase risk—imprisonment without due process, 
censorship of health information, and violence and dis-
crimination against women as articulated in the Inter-
national Covenant on Civil and Political Rights (United 
Nations, 1966) and most national constitutions—have 
direct public health implications (Beyrer, 2007b). The 
fact that these rights abuses worsen health outcomes 
underscores what has been called the “indivisibility” of 
human rights norms—the notion that civil and politi-
cal rights and economic, social, and cultural rights are 
mutually reinforcing and derive from a single principle, 
the concept of fundamental human dignity.

A second, related misconception is that human 
rights impose undue constraints on state sovereignty 
and restrict the legislative branch of government in its 
efforts to give effect to the “will of the people” (usually 
the majority) and/or enact effective public health pol-
icy. In fact, human rights guarantees are almost always 
embodied in constitutions or international treaties 
that have been ratified by national legislatures, and are 
enforced by judges who are either elected or appointed 
by elected officials. Moreover, human rights guaran-
tees can come with certain limitations, as long as these 
limitations can be shown to be necessary and propor-
tionate to a legitimate policy objective. Human rights 
analysis involves identifying the rights infringement in 
question (usually by reference to a specific legal guar-
antee), and then balancing that infringement against 
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competing policy objectives. Most importantly, per-
haps, human rights aim to give voice to minorities 
who may be marginalized or disenfranchised by the 
democratic process (Decker et al., 2015).

 ▸ Rights-Based Approach to 
Global Health
Social justice and the protection of human 
rights do not ensure good health—free people 

can make poor choices, and affluence carries 
its own burdens of morbidity and mortality. 
But social justice and limitations on basic 
rights and freedoms, on human dignity itself, 
can have direct and indirect effects on the 
health of individuals, communities, and pop-
ulations. (Beyrer, 2007a)

Jonathan Mann, a public health physician, was an early 
proponent of the integration of medicine, public health, 
ethics, and human rights (Gostin, 2001). He believed 
that health and human rights were indistinguishable. 

EXHIBIT 3-3 Zika, Human Rights, and Ethics

The most recent Zika virus outbreak, declared a Public Health Emergency of International Concern in February 2016, and 
its disproportionate concentration on women of childbearing age, is an example of systemic injustice and inequality in 
global health. Although many of the clinical manifestations and health sequelae of Zika infection are not all known, the 
recent outbreak highlights a global health problem with contemporaneous individual-, community-, and country-level 
dimensions and ineluctable social and ethical impacts.

Acquisition of Zika during the antenatal period has been associated with miscarriage, stillbirth, and neurologic 
malformations including congenital microcephaly. Infection may occur at any stage of pregnancy, raising a particular 
challenge for intervention and prevention. Evidence that the Zika virus may also be transmitted sexually has significant 
implications for women who live in a region with some of the most restrictive sexual and reproductive laws,1 where 
approximately 56% of pregnancies are unplanned and gender-based violence is pervasive (Guttmacher Institute, 2017; 
Roa, 2016).

In the most affected region of Latin America, it is estimated that 23 million women have an unmet need for contraception 
and account for 75% of unintended pregnancies (Guttmacher Institute, 2017). As many as 95% of pregnancy terminations 
are performed in unsafe conditions, and a number of countries (including El Salvador, Chile, and Dominican Republic) 
criminalize abortion under any circumstance. In other countries, abortion may be allowable only in cases of rape or in the 
event of a significant risk to the mother’s life but not in the event of fetal congenital anomalies, including those resulting 
from Zika infection. In these cases, some women have been legally compelled to carry a pregnancy of a possibly fatal fetal 
anomaly to full term.

Women living in marginalized and poor communities in Brazil and elsewhere faced the greatest disproportionate 
burden and deprivation of basic protections and rights and their ability to exercise reproductive autonomy (see also 
Rasanatham, MacCarthy, Diniz, Torreele,  & Gruskin, 2017).2 Discrimination, economic inequality, and poverty entrench 
both the risks and impacts of Zika (Phelan & Gostin, 2016).

In response to the outbreak, governments in the region recommended women of childbearing age postpone 
pregnancy, but few provisions or pathways to avoid an unintended pregnancy were made available, shifting the 
burden from the domain of the public to the individual. Restrictions on access to contraception, including emergency 
contraception, safe termination, and post-abortion care, predominated.

Questions have emerged in cases regarding whether the intrusion of the state in the life and decisions of a woman 
is justifiable and proportional. Is the global public health threat of Zika severe enough to limit sexual and reproductive 
rights and freedoms? Conversely, is the threat of Zika-associated fetal anomalies sufficient to change existing restrictive 
laws and policies? There is a moral imperative to create conditions that allow women to decide freely and responsibly on 
the number, spacing, and timing of their children. Similarly, there is an ethical obligation to ensure equitable access to 
contraceptive options and safe reproductive services, as well as a duty to minimize harms associated with a Zika-affected 
pregnancy. However, as the case of Zika succinctly illustrates, to achieve the most optimal outcome, employing ethical 
principles requires a balancing of interests and context.

1 International human rights documents pertaining to women’s reproductive health rights include the International Covenant on Economic, Social, 
and Cultural Rights [right to health, Article 12; right to nondiscrimination based on sex, Articles 2(2) and 3; right to special protection for mothers 
and their children, Article 10] and the Convention on the Elimination of All Forms of Discrimination Against Women (women’s right to nondiscrimi-
nation within law, Articles 2 and 3; right to health, Article 12; and right to reproductive self-determination, Article 16).

2 Laid out by the Committee on Economic, Social, and Cultural Rights, the right to sexual and reproductive health includes both freedoms and 
entitlements, including the freedom to make free and responsible decision and choices, free of violence, coercion, and discrimination, over matters 
concerning one’s body and sexual and reproductive health (Diniz, 2016).
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Human rights violations lead to adverse health events 
and, therefore, have measurable impacts on physical 
and mental well-being (Gostin, 2001). Similarly, fram-
ing health disparities as a violation of human rights 
facilitates a more useful interpretation and implemen-
tation of the human rights instruments. The progres-
sive realization of the right to health at a global level 
gives emphasis to the shared responsibility and obliga-
tions of the global community.

Mann’s legacy has grown and expanded since 
his tragic early death in 1998. The field of health and 
human rights, and of public health or global health 
and rights, has made critical contributions to our 
understanding of health inequalities, disparities, and 
the social and structural determinants of health that 
have proved so challenging to address through tech-
nological or biomedical advances alone.

 ▸ Global Health and Public 
Health Ethics

Public health ethics uses ethics principles and norms 
to identify, analyze, and resolve moral challenges 
in public health. As described earlier, when public 
health ethics focuses its lens on global public health 
challenges, it might be examining issues that extend 
beyond the boundaries of the state, such as pandem-
ics, or global issues that recur within territories’ or 
countries’ own borders.

Public health ethics has largely concentrated 
its attention around two main areas: (1) balancing 
individual liberties with the ethical duty to improve 
the welfare of the public and the needs of many 
and (2) the moral duty to improve social justice as 
a means of improving the public’s health. As such, 
public health ethics is concerned with the pursuit 
of equity in health, which then guides the approach 
taken to remedy the inherently unjust health 
inequalities. Further, public health ethics seeks to 
determine how to best balance the needs of a popu-
lation as a whole and the liberties and rights of the 
individuals who make up those populations. An oft-
cited example is the case in which the state executes 
its agency through a public health intervention to 
restrict individual choice, privacy, or freedom of 
movement in an effort to prevent or contain disease 
as a means to protect others in the community or to 
limit suffering.

The greater the burden imposed by a public 
health intervention or program (e.g., limitations on 
individual liberties), the stronger the evidence must 
be to demonstrate that it will achieve its goals (Kass, 
2001). Hence, a restriction of liberty must be justified 

and proportionate to the perceived or known threat. 
Public health goals of producing benefits, preventing 
harms, and generating utility may outweigh or over-
ride moral considerations of individual liberty and 
justice when certain justificatory conditions of effec-
tiveness, necessity, least infringement, and propor-
tionality are met (Childress, Faden, Gaare, & Gostin, 
2002). In instances when the benefits and burden are 
uneven, the expected benefit must be even greater 
(Kass, 2001).

Public health ethics is somewhat distinct from 
medical ethics. The latter has notably deeper histor-
ical roots. Medical ethics provides a set of principles 
to help guide physicians through moral challenges 
in the practice of medicine, including those that may 
arise between physician and patient. Tom Beauchamp 
and James Childress (2013) have outlined four ethical 
principles to guide medicine:

1. Principle of respect for autonomy—that is, val-
ues and loyalties are determined freely and 
voluntarily without coercion (e.g., informed 
consent).

2. Principle of nonmaleficence, which implies 
minimization of harm or injury.

3. Principle of beneficence, which refers to 
doing good by acting with the best inter-
est of the other in mind. It implies a duty 
to balance benefits and harms and ensuring 
that benefits outweigh harms.

4. Principle of justice, which concerns fairness 
and distribution of common goods fairly. 
Thus, when goods or resources are limited, 
a means for fair distribution must be deter-
mined such that “those persons who are 
equal should qualify for equal treatment.”

These principles are intended as nonhierarchical, 
such that no one principle is superior to another and 
each principle is considered prima facie.

While many frameworks for medical ethics have 
been put forward, frameworks for the ethics of public 
health work are a more recent contribution. While the 
foundations of both public health and medical ethics 
are similar, they also differ in some critical ways. Most 
notably, while both require the provision of benefit and 
the minimization of harm, public health targets this 
requirement to communities as a whole, and measures 
benefit the entire society. Medical ethics, by contrast, 
is more likely to focus exclusively on the well-being 
of individuals. Furthermore, public health is afforded 
legal authority in many environments to ensure that 
the public’s health is improved and/or not threatened 
and, at times, can use invasive measures, as needed, 

82 Chapter 3 Global Health, Human Rights, and Ethics



ranging from medical isolation and quarantine to 
mandatory hospitalization, as seen in multiresistant 
tuberculosis and extensively drug-resistant tuberculo-
sis (XDR-TB), to secure that goal. Public health ethics, 
then, provides a framework for balancing the import-
ant and core value of public or societal benefit with 
restraint to ensure that individual rights and values are 
neither ignored nor compromised whenever possible. 
Public health ethics also puts emphasis on justice and 
equity, both as predictors of good public health out-
comes and as a moral good for their own sake.

Public health ethics shares many core values with 
human rights but, again, is different in some critical 
ways. Public health ethics, at its core, is concerned with 
ensuring that public health interventions provide ben-
efits and minimize harms; that they respect individuals’ 
dignity and rights to the greatest extent possible; and 
that they are implemented fairly and, to a great degree, 
serve to increase equity. These values are completely 
consistent with those of human rights covenants and 
paradigms. Unlike human rights, however, ethics is not 
founded in law. While ethical norms may contribute the 
rationale for many laws, ethics itself has no legal stand-
ing, and “moral rightness” is not legally enforceable.

Appealing to ethics in crafting and implement-
ing public health interventions nonetheless is criti-
cal for three reasons. First, engaging in morally right 
action is important in and of itself. That interactions, 
including interactions related to public health, ought 
to be implemented consistent with the highest ethical 
standards is itself an important end. Civil societies, by 
definition, are bounded by shared moral norms and 
practices (as well as by more formal laws and regu-
lations), and those who are in leadership positions 
should uphold them.

Second, professional ethics requires a commitment 
to engaging in one’s work in ways that are consistent 
with high ethical standards. Most of the established 
health professions, including medicine and nursing, 
have longstanding codes of professional ethics; pub-
lic health more recently adopted its own code of eth-
ics for public health professionals. Such professional 
codes help to self-regulate a profession (EXHIBIT 3-4). 
Acting in accordance with moral norms and codes is 
important to the integrity and trustworthiness of the 
professionals who practice public health and doing so 
also serves to instill trust in the profession on the part 
of the public.

EXHIBIT 3-4 Global Health, Ethics, and Research

Health research in low- and middle-income countries (LMICs), in pursuit of global health outcomes, raises complex 
ethical challenges. Research in such countries is vital to advancing knowledge on preventable disease, infectious disease 
epidemics, and treatments that have a global reach. However, ethical guidelines and regulations may be vastly inconsistent 
across different country settings due to limitations of capacity and infrastructure. Maintaining sound ethical guidelines in 
these settings is considered critical to safeguard against potential exploitation of research participants.

Amon et al. (2012) highlight the challenges that arise when investigating human rights violations as determinants 
of, or structural barriers to, health, and in particular when engaging with marginalized, stigmatized, and criminalized 
populations, especially when they face a disproportionate burden of ill health as a result of their social status. Amon et al. 
relate the experience of agency in health-based research in more repressive countries where a research ethics committee 
functions as an agent of the state, protecting state interests rather than legitimately representing, or protecting, the 
interests of vulnerable groups and research participants. This kind of environment can prevent health researchers from 
investigating health outcomes associated with state actors, government laws and policies, and social and cultural norms.

Other issues relate to consent in emergency settings and access to data, interventions, and treatments for the 
target population when research is complete. An example of the latter arose during HIV perinatal trials in the late 1990s 
when more inferior interventions, compared to the standard best available treatment, were employed (IJsselmuiden, 
Kass, Sewankambo,  & Lavery, 2010). In this case, debate arose over whether use of an inferior regimen, considered 
more logistically or economically feasible to distribute and contributing to overall public health gains in a resource-
constrained setting, should have precedence over the gold-standard intervention even though it would reach fewer 
people (IJsselmuiden et al., 2010).

Further examination of this trend was undertaken in a report by the Commission on Health Research for Development, 
which describes the vast differential between global health needs and global health research. In what is referred to as 
the 10/90 gap, less than 10% of global resources targeting global health research are allocated to health in low-income 
countries, which account for more than 90% of the global burden of preventable deaths, included neglected diseases 
such as Chagas disease, leishmaniasis, and human African trypanosomiasis. Conflict and political or social instability can 
also have profound effects on health interventions and epidemiologic surveillance efforts through disruption of health 
data collection and information systems, compromising the quality and sampling of core data.

(continues)

Global Health and Public Health Ethics 83



Third, as a means to an end, good ethics makes 
good public health sense. Ethics asks public health to 
ensure programs will be beneficial before imposing 
them on the public. It requires that individuals and 
communities be treated with dignity, and it requires 
that all communities receive appropriate public health 
interventions, not just those with more privilege or 
influence. Upholding these moral norms is relevant 
not just for their own sake: They make obvious sense 
for public health. Such principles help to ensure that 
more people get health benefit and that the “targets” 
of public health programs will better trust that such 
programs are initiated to further their own interests 
rather than to further some arbitrary goal on behalf of 
the state’s leaders. Promotion of health equity has been 
shown though countless studies to improve the pub-
lic’s health. And where public health actions do need to 
infringe on civil liberties, such as in enforcing immu-
nization requirements for public schools, it is critically 
important that targeted populations perceive that these 
programs are fair, that they are based in sound science, 
and that the privileged (by resources or power) are not 
exempted from the programs  (Beyrer, 2004).

Several approaches to considering ethics in public 
health proposals have been put forward. One six-step 
approach is offered here (Kass, 2001).

Step 1. What are the public health goals for the 
proposed intervention, policy, or program? These goals 
generally should be expressed in terms of public health 
improvement, such as the degree to which the pro-
gram will reduce morbidity or mortality. For example, 
a human immunodeficiency virus (HIV) screening 
program should have as its ultimate goal that fewer 

incident cases of HIV will occur, rather than that a cer-
tain proportion of individuals will agree to be tested.

Also relevant when considering public health 
goals and benefits is to whom the benefit will accrue. 
Public health interventions often are targeted to 
one set of individuals so as to protect other citizens’ 
health. For example, partner notification programs 
and directly observed therapy for tuberculosis are 
designed, primarily, to protect citizens from the 
health threats posed by others. Restricting someone’s 
liberty to protect that person—generally framed as 
paternalism—poses different ethical burdens than 
restricting liberty to protect the interests of others.

Step 2. How effective is the intervention or proposed 
program at achieving its stated goals? Proposed inter-
ventions or programs are based on certain assump-
tions that lead us to believe the programs will achieve 
their stated goals. Step 2 asks us whether actual data 
exist to support these assumptions. In general, the 
greater the burdens posed by a program—for exam-
ple, in terms of cost, constraints on liberty, or tar-
geting particular, already vulnerable segments of the 
population—the stronger the evidence must be to 
demonstrate program effectiveness. Indeed, because 
many public health programs are imposed on people 
by governments and not sought out by those targeted 
by the programs, the burden of proof lies with gov-
ernments or public health practitioners to prove that 
a program will achieve its goals. If there are no good 
data to demonstrate program effectiveness, the anal-
ysis can stop right here, and, ethically, the program 
should not be implemented. Conversely, the presence 
of good data alone does not justify the program; it 

The Nuremberg Code formalized the ethical standards and principles for the conduct of medical ethics, particularly 
in research involving human participants. Formulated in 1947 in Nuremberg, Germany, following revelation of the 
murderous and tortuous conduct of Nazi doctors in World War II concentration camps, it serves as a blueprint for the 
rights of subjects in medical research (Shuster, 1997). The Nuremberg Code delineates core principles critical to clinical 
research, which are also broadly applicable to nonresearch contexts. These principles include informed voluntary consent 
given freely, without coercion, duress, or force, as well as the right for withdrawal, thereby extending the ethic to “first, do 
no harm” and protecting the rights of the individual. Article 7 of the International Covenant on Civil and Political Rights 
(United Nations, 1966) articulates this requirement by stating: “No one shall be subjected to torture or to cruel, inhuman or 
degrading treatment or punishment. In particular, no one shall be subjected with his free consent to medical or scientific 
experimentation.”

A second foundational document concerning ethics is the Declaration of Helsinki. Introduced in 1964 and revised in 
1975 by the World Medical Association, it outlines standards and protocols of research, including the requirement that 
the proposed research be reviewed by an independent research ethics committee. In 1979, the U.S. Department of Health 
and Human Services’ Belmont Report provided further moral guidance by reiterating principles of respect for persons, 
beneficence, and justice as part of conduct of research using human subjects. These significant contributions continue to 
govern approaches to medical ethics and health research in humans. Research ethics committees are considered a widely 
accepted and fundamental component of conducting health-based research involving systematic collection of data and 
analysis of data on humans.

EXHIBIT 3-4 Global Health, Ethics, and Research (continued)
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simply allows public health practitioners to move to 
the next stage of the analysis.

Step 3. What are the known or potential burdens of 
the program? If data suggest that a program is reason-
ably likely to achieve its stated goals, the potential bur-
dens or harms that could result from the public health 
work must be identified. The majority of such harms 
will fall into four broad categories: (1) risks to privacy 
and confidentiality, especially in data collection activ-
ities; (2) risks to liberty and self-determination, given 
the power accorded public health to enact almost 
any measure necessary to contain disease; (3) risks to 
health, if public health interventions carry some risk to 
the individuals affected; and (4) risks to justice, if pub-
lic health practitioners propose targeting public health 
interventions only to certain groups. Data collection 
may not simply be viewed as a violation of personal 
privacy to individuals; breach of confidentiality of such 
data—deliberate or incidental—can lead to significant 
and tangible harms. Personal health information, such 
as that related to HIV status or sexual orientation and/
or gender identity, can be dangerous in certain settings, 
if obtained by authorities and/or social acquaintances; 
even seemingly benign data such as vital statistics can 
reveal patterns about ethnic groups or neighborhoods 
that could lead to stigma, discrimination, violence, 
and/or forced relocation of identifiable groups.

Health education generally is thought of as the ideal 
public health intervention because it is completely vol-
untary and seeks to empower individuals to make their 
own decisions regarding their health. Unfortunately, 
education may not be effective in all settings. When it 
fails to meet the state’s expectations, policy makers may 
feel the need to resort to more restrictive measures.

Regulations and legislation, strictly speaking, 
are coercive, since they impose penalties for non-
compliance. As such, they pose risks to liberty and 
self-governance. While many such measures (e.g., 
mandatory immunizations) have demonstrated effi-
cacy, they nonetheless are the most intrusive approach 
to public health. Certain mandated interventions, such 
as immunization or mass deworming campaigns, are 
implemented only when the population benefit is con-
siderably larger than the risk to individuals, yet ethics 
tensions remain when even very small risks are cre-
ated for healthy individuals because of public health 
campaigns. Further, the law can impose threats to jus-
tice if regulations pose an undue burden on particular 
segments of society, and the law can be designed in 
ways to reduce inequalities as well.

Step 4. How can burdens be minimized? Is the 
least burdensome approach being implemented? Once 
burdens have been identified, ethics requires pro-
grams to be modified in ways that minimize burdens 

without greatly reducing efficacy. If disease surveil-
lance is equally effective with unique identifiers as 
with names, if voluntary programs yield almost iden-
tical cooperation and effectiveness as mandatory ones, 
or if individuals can be informed in advance about 
why interventions are being introduced, then these 
“burden-reducing” approaches should be taken.

Step 5. Is the program implemented fairly? Con-
sistent with the principle of distributive justice, there 
must be a fair distribution of benefits and burdens in 
public health programs. Public health benefits such as 
clean water cannot be limited to one community alone, 
and equitable treatment is similarly required when 
restrictive measures are proposed. Injustice is wrong 
not just for its own sake, but for the material harms 
that can follow. This does not mean that programs 
or resources must be allocated equally or identically 
to all communities; rather, allocations must be fair. 
That is, differences cannot be proposed arbitrarily or 
based on historical assumptions about who might be 
at risk or who is more responsible. Instead, targeting 
of programs to one community and not another must 
be justified with strong attention to data. Moreover, 
the social consequences must be considered when tar-
geting of programs occurs, and balanced against the 
benefits to that community or others. Also central is 
the role that public health can play in righting exist-
ing injustices, especially given the strong link between 
social inequities and poor health outcomes (Starfield, 
2005). Several conceptions of justice allow and even 
require unequal allocation of benefits to remedy exist-
ing inequities (Daniels, 1985; Rawls, 1971).

Step 6. How can the public health benefits and the 
accompanying burdens be balanced? Even to the extent 
that public health professionals aim to follow the pre-
viously described requirements, disagreements invari-
ably will emerge over interpretation—which types of 
freedoms must prevail, which types of burdens are 
acceptable, and which types of targeting are unjusti-
fied? Procedural justice, then, requires fair procedures 
to determine which public health interventions, in the 
end, should go forward. This process will require com-
munities to discuss what is gained from good public 
health, and why such benefits often must be organized 
collectively. Dissent around proposed programs or 
interventions deserves special attention if raised by an 
identified subgroup, such as an ethnic minority, par-
ticular age group, or residents of a particular region. 
In general, the greater the burden imposed by a pro-
gram, the greater must be the expected public health 
benefit. Likewise, the more uneven the benefits and 
burdens—that is, when one group is burdened to pro-
tect the health of others—the former must be both the 
scientific justification and the expected benefit.
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 ▸ Case Studies in Global Health, 
Human Rights, and Ethics

Obesity and Taxation on  
Sugar-Sweetened Beverages
Obesity and its associated conditions represent an epi-
demic of global proportions that does not discrimi-
nate by gender or socioeconomic status. While the 
rate of obesity is increasing globally, the absolute rates 
of its occurrence are higher with low income and low 
education. Most of the world’s population now lives 
in countries where there are more deaths attributable 
to being overweight than underweight (Basu, McKee, 
Galea, & Stuckler, 2013; see also Development Initia-
tives, 2017).

The etiology of obesity is complex, with this condi-
tion resulting from an interplay of genetic, biological, 
environmental, sociopolitical, and behavioral factors 
(Malik, Pan, Willet, & Hu, 2013). Yet the rapid change 
in obesity rates globally suggests that the primary fac-
tors are environmental and behavioral rather than 
due to genetics, as the human genome could not have 
changed so rapidly. Traditional obesity prevention 
strategies, which have targeted individual behavior 
change, have yielded limited success. In more recent 
years, there has been growing interest in taking more 
of a public health approach to obesity, by intervening 
in the food environments in which people make their 
food consumption choices. Interventions related to 
the food environment can include changes in the pro-
duction, availability, regulation, cost, and marketing 
of food and beverages.

One component of diet significantly implicated 
in the overweight and obesity epidemic globally is the 
high intake of dietary free sugars and, more specifi-
cally, the consumption of sugar-sweetened beverages 
(SSBs) (Brownell et al., 2009; Colagiuri, 2017). In the 
United States, for example, SSBs are the single larg-
est contributor to adults’ and children’s daily caloric 
intake (Bleich, Wang, Wang,  & Gortmaker, 2009), 
and increased consumption of SSBs has been asso-
ciated with increased prevalence of obesity, cardio-
vascular disease, and diabetes (Brownell et al., 2009; 
Malik et  al., 2013; Schulze et  al., 2004; Te Morenga, 
Mallard,  & Mann, 2013). In the United States, con-
sumption of energy-dense foods in the form of sug-
ary beverages accounts for almost half of the total 
daily intake of added sugar (Malik et  al., 2013; see 
also Colagiuri, 2017). It has been estimated that 
8.5 million disability-adjusted life years (DALYs) are 
related to SSB intake. The proportional mortality due 

to SSBs is highest among younger adults, with this fac-
tor contributing to more than 1 in 10 of all diabetes- 
and obesity-related deaths in nearly every region of 
the world; in Mexico, 30% of deaths in those younger 
than age 45 years are attributed to SSB consumption 
(Singh et  al., 2015). Restriction or elimination of 
sugary beverages has been associated with positive 
changes in body weight. Sugar-sweetened beverages 
are less satiating, have a high caloric load, and are 
nutritionally deplete.

There is also compelling recent evidence that the 
food industry colluded with scientists in the 1960s 
and 1970s, when evidence began to appear on the 
harmful effects of sugar consumption, to focus on the 
purported harmful effects of dietary fat, rather than 
sugar (O’Connor, 2016). In a situation strikingly rem-
iniscent of the tobacco industry’s tactics, the sugar, 
corn-producing, and soft drink industries sought to 
avoid regulation of their products even as evidence 
of their harms emerged (Kearns, Schmidt, & Glantz, 
2016). For example, industry-supported scientists 
at Harvard University, in a 1965  paper in the New 
England Journal of Medicine, deliberately underplayed 
the role of sugar in coronary artery disease, instead 
focusing their attention on the harms associated with 
fat and cholesterol (Kearns et al., 2016).

Public health efforts targeting obesity have tra-
ditionally relied on health education about good 
nutrition (including, for example, requirements for 
food labeling and public awareness of the “food pyr-
amid” or “food plate”); individual-oriented strategies 
are underscored by the fact that the diet industry is a 
$60 billion business in the United States (Kass, Hecht, 
Paul,  & Birnbach, 2014). In proposing public policy 
related to the food environment—whether related to 
marketing, pricing, taxation, or other influences—one 
must consider the ethical ramifications of alternative 
approaches and then choose the strategy that will 
yield the desired results while simultaneously posing 
the fewest threats to other ethically important values 
(Kass et al., 2014).

An ethics analysis of alternative policy options 
must first start by determining what the public health 
goal of a proposed policy is—for example, to decrease 
population obesity, rather than to reduce SSB con-
sumption, which might simply lead to substitution 
with an equally harmful beverage. Second, one must 
determine how much evidence there is that the pro-
posed policy will actually result in the intended public 
health benefit. Third, public health programs should 
constrain liberties as little as possible, and minimize 
the risk of other important harms or burdens. The 
fourth requirement is a justice consideration, requiring 
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interventions to avoid disproportionately burdening a 
particular population without important justification 
and to aim to, at least in part, reduce disparities in the 
population. Fifth, the introduction of a policy must 
follow fair procedures and should be accompanied by 
accountability measures. Finally, the symbolic rele-
vance of public institutions must be preserved.

One public health intervention that has garnered 
particular attention as a response to the burgeoning 
obesity epidemic is taxation of SSBs—an approach 
that has been implemented in several cities in the 
United States and also in Mexico. Taxation is a form 
of public policy that allows governments to exert 
mild influence over products or practices they wish 
to encourage or discourage. For example, some juris-
dictions have chosen to allow cigarettes and alcohol 
to remain completely legal, but have imposed higher 
levels of tax than the typical sales tax to provide a dis-
incentive for their purchase (Kass et al., 2014).

One of the main ethical critiques of the SSB tax has 
been a liberty-based one: This view states that taxation 
is government overreach, and that individuals should 
be able to consume what they want and make their 
own choices. A second critique is a justice-based one, 
rightly citing that sales taxes are regressive, meaning 
that the impact on lower-income individuals is pro-
portionally higher if they choose to buy SSBs than it is 
on wealthier individuals.

An ethics analysis would go deeper than these 
arguments, asking whether progressive taxation is 
required for products where there is not a govern-
ment (public health) interest in ensuring access, and 
then asking which types of liberties governments 
are required to preserve. Most central to the answer 
would be the fundamental human rights—rights to 
freedom of religion, press, whom to love, and speech 
are most essential for governments to preserve. 
Claiming that there is a “liberty interest” in being 
able to buy and consume unhealthy products is not 
entirely irrelevant—the ability to pursue pleasurable 
activities is certainly important—but when the liberty 
is so deeply distant from the fundamental rights and 
liberties that must be preserved, more room for com-
promise is absolutely allowable. Indeed, the ability to 
still allow free access to SSBs while simply providing 
a financial disincentive for their purchase, similar 
to that instituted in many regions for cigarettes, is 
increasingly being viewed as both an ethically accept-
able strategy and one with public policy acceptability.

While these critiques are important, an ethics 
analysis must go beyond claiming that there is a lib-
erty infringement in taxing SSBs. Although a central 
responsibility of government is to protect foundational 

liberties from unwarranted intervention, it does not 
necessarily follow that fundamental liberties are 
threatened when public policy discourages consump-
tion of unhealthy products or prohibits government 
spending on them (Kass et  al., 2014). Also, and less 
often discussed in the context of liberty and taxation, 
too little state intervention in improving popula-
tion health can violate individuals’ right, just as too 
much can (Wilson, 2016). Limitations on health can 
threaten individuals’ ability to pursue their life course 
and independent priorities. While SSBs remain widely 
available on the market, the intent of a tax is to act as a 
disincentive, rather than to prohibit their use outright. 
The personal pleasure to be derived from consump-
tion of SSBs is absolutely worthy of consideration, yet 
such pleasure does not rise to the level of a fundamen-
tal freedom (Kass et al., 2014).

Invoking the right to health, and the concomi-
tant obligations laid out in human rights frameworks, 
brings the protective function of the state and its role 
in obesity prevention through taxation of SSBs into 
sharp focus. Under the human rights provisions, states 
must take steps to enable full realization of the right 
to achieve the highest attainable standard of health. 
The state violates individuals’ rights if it fails to take 
cost-effective and proportionate measures to remove 
health threats from the environment. For example, 
the right to adequate food implies enabling food 
security through access to nutritionally dense foods, 
responsible food labeling and appropriate food regu-
lation, and a particular emphasis on advertising and 
marketing of foods and beverages to children and to 
schools. High intake of SSBs among the food-insecure 
and low-income populations is an important consid-
eration, especially given that nutrient-dense foods are 
often more difficult to access or cost prohibitive for 
these populations.

HIV/AIDS
The HIV/AIDS pandemic remains one of the greatest 
challenges to human health, with more than 70 million 
being infected with the virus, and more than 35 million 
deaths due to AIDS-related causes having occurred 
by the end of 2016 (Joint United Nations Programme 
on HIV/AIDS, 2017). Since its inception, the HIV 
pandemic has been different from the pandemics of 
influenza, smallpox, or polio; all of those diseases were 
greatly feared, yet none generated the kinds of social 
opprobrium against the infected individuals that 
the HIV pandemic has so regularly created (Cohen 
et al., 2007). The scale of the HIV pandemic—and the 
stigma, discrimination, and violence that surrounded 
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its sudden emergence—catalyzed a public health 
response that expanded human rights in principle and 
practice and ignited ethical debates.

While the prospect of a cure and a preventive vac-
cine remain elusive, comprehensive and combination 
treatment/preventive programs have proved to be crit-
ical interventions to mitigate the impact of HIV infec-
tion and reduce HIV incidence in many settings and 
populations. Despite these advances, a large majority of 
individuals living with HIV or at risk of HIV still do not 
have access to prevention, treatment, and care and are 
unaware of their HIV status (Joint United Nations Pro-
gramme on HIV/AIDS, 2017; WHO, 2014). The vast 
majority of people unable to access treatment reside in 
low- or middle-income countries and communities. In 
key affected populations,13 identified as people who have 
both higher likelihood of HIV infection and greater 
risk of being excluded form essential HIV services, HIV 
incidence continues to rise, even as incidence stabilizes 
or declines in the general population (WHO, 2014). 
Outside of sub-Saharan Africa, 80% of all new HIV 
infections among adults occur among people from key 
populations and their immediate sexual partners (Joint 
United Nations Programme on HIV/AIDS, 2017).

Key populations, collectively at the global level, are 
disproportionately affected as a result of the additional 
social and structural factors that increase their vulner-
ability. Stigma is recognized as a powerful social deter-
minant of health and a key driver of health disparities 
in vulnerable groups (Poteat et  al., 2015). In many 
instances, this vulnerability increases when individu-
als are unable to realize their rights and face stigma, 
exclusion, harassment, and violence as a result of both 
their HIV status and their membership in a key popu-
lation. When stigma and discrimination in healthcare 
settings are both overt and hidden, they may lead to 
delayed HIV testing, concealment of positive serosta-
tus, and poor uptake of HIV services (Fay et al., 2011).

In 2017, 78 countries had repressive laws criminaliz-
ing homosexuality or propaganda of homosexuality; in 
13 of these countries (e.g., Sudan, Iran, Nigeria, Soma-
lia), homosexual acts are punishable by death (Carroll, 
2016). In an overwhelming number of countries that 
criminalize homosexuality, HIV prevalence is at the 
highest levels, although the absence of such laws in other 
countries does not necessarily mean they have lower 
rates of HIV. Criminalization sanctions and reinforces 
existing prejudices and legitimizes violence; in practical 

3 Key affected populations are defined as people who have been identified as belonging to population groups most at risk of HIV. They 
include men who have sex with men (MSM), transgender people, people who inject drugs, and sex workers. Vulnerability extends 
to groups of people who have an increased susceptibility to HIV infection as a result of their specific circumstance or context—for 
example, adolescents, people in closed settings, orphans, street children, and migrant and mobile workers.

terms, it translates into increased barriers to equitable 
access to essential services and treatment. Enforcement 
of antidiscrimination and protection laws invokes core 
human rights standards and is a key component toward 
advancing the health of the most vulnerable. Protect-
ing the human rights of the most vulnerable popula-
tions necessarily includes efforts to decriminalize sexual 
behaviors, recognize diverse gender expression and 
identity, and provide inclusive and sensitized services.

Against this background, this section will explore 
in detail the human rights and ethical dimensions of 
the global health challenge that is HIV. The focus will 
be on two public health approaches that have defined 
the response: (1) HIV prevention and (2) equity of and 
access to HIV treatment. The use of human rights and 
ethics tools applied to the HIV context highlights the 
integrative and complementary nature of these perspec-
tives, as well as important differences between them.

Prevention
From early on in the pandemic, tension between individ-
ual human rights and the role of the state as duty bearer 
drove the response. Prominence was given to individual 
human rights, with a focus on risk, behavior change, and 
agency through campaigns on access to care, informa-
tion, HIV testing and counseling, and use of condoms. 
However, population-based policies, such as universal 
access to condoms and needle syringe programs, that 
prioritized access to prevention tools were often selec-
tively implemented in different countries, leaving large 
networks within many populations at significant risk 
and lacking the basics of HIV prevention services.

The emergence of newer preventive paradigms, 
including treatment as prevention, has reframed 
prevention efforts to have an increased focus on the 
integration of individual rights into collective public 
health policies. Strategies such as preventing mother-
to-child transmission, harm reduction, pre-exposure 
prophylaxis (PrEP), post-exposure prophylaxis (PEP), 
prevention of violence and decriminalization, and 
provision of opiate substitution medication for peo-
ple who inject opiates have had a profound impact by 
stemming the acquisition and transmission of HIV. To 
further explore HIV prevention and the application of 
human rights and ethics frameworks, the section that 
follows highlights two examples: Harm reduction and 
treatment as prevention.
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People who inject drugs are at risk of HIV and 
other blood-borne viral infections, including hepati-
tis B and C, through sharing of contaminated, non-
sterile syringes and injecting equipment. Globally, 123 
countries—that is, 78% of the total 158 countries that 
report data on injecting drug use—attribute cases of 
HIV to injecting drug use (WHO, 2014). In 2012, it 
was estimated that approximately 12.7 million (range: 
8.9–22.4 million) people on a worldwide basis had 
recently injected drugs; of those, 1.7 million people 
(13.1%) were living with HIV. Data from 49 countries 
show that the risk of HIV infection was, on average, 
22 times greater among people who inject drugs than 
among the general population (WHO, 2014).

Injecting-drug users endure institutionalized 
vulnerabilities as a result of arbitrary deprivation of 
rights in the form of mandatory testing, inadequately 
targeted services, social marginalization, and punitive 
measures to contain drug dependence through arrest 
and imprisonment. Indeed, the most elemental con-
cerns of the human rights agenda are also the determi-
nants of the health outcomes for injecting-drug users, 
who face the prospects of incarceration, violence, stig-
matization, isolation, and discrimination (Wolfe & 
Cohen, 2010). As Wolfe and Cohen (2010) note, core 
principles of human rights—including liberty and 
security of the person, autonomy, privacy, and free-
dom from cruel, inhuman, or degrading treatment—
are vital components of effective health programs for 
this population group.

In the few countries that do not criminalize drug 
use, political and legal barriers prevent access to pre-
vention without discrimination, and to justice such as 
freedom from arbitrary arrest and detention (WHO, 
2014; Wolfe & Cohen, 2010). Examples can be cited 
of compulsory treatment centers, ostensibly used 
to rehabilitate or detoxify, that hold people without 
charge, right of appeal, or evaluation by a health pro-
fessional, addiction specialist, or psychiatric specialist. 
In other cases, individual liberty has been usurped by 
law enforcement as a means of containment, further 
impeding universal access and public health efforts. 
Interned in prisons, injecting-drug users may be 
exposed to infectious diseases, violence, overcrowd-
ing, and high-risk behaviors. Access to key treatments, 
such as antiretroviral therapy, may also be limited due 
to ingrained stigma and perceptions of instability that 
may jeopardize adherence. A more recent and press-
ing example is the “war on drugs” in the Philippines, 
which highlights the difficulty of globalizing ethical, 
moral, and evidence-based public health interven-
tions in highly criminalized settings where extrajudi-
cial killings are being actively encouraged and enjoy 

broad popularity in the populace. This generates a 
broader discussion of how human rights and ethics 
may be applied in these settings.

Treatment as Prevention
Results of a landmark clinical trial in 2011 demon-
strated that early treatment of the HIV-infected 
partner in sero-discordant couples with antiretrovi-
ral therapy provides durable and reliable protection 
against sexual transmission to the uninfected part-
ner. This intervention was found to 96% effective in 
decreasing the risk of HIV acquisition (Cohen et al., 
2011). This trial, named HIV Prevention Trials Net-
work (HPTN) 052, supported the use of medical ther-
apy as a public health prevention strategy, thereby 
changing the landscape for HIV prevention.

These findings have been further supported 
by the landmark “Opposites Attract” study of HIV 
sero-discordant male same-sex couples, led by 
Andrew Grulich and colleagues, which showed that 
men living with HIV and virally suppressed had no 
documented HIV transmission to uninfected partners 
despite low use of condoms (Bavinton et al., 2014). The 
study findings suggest that when treatment as preven-
tion is at its most optimal, an HIV-positive individual 
with an undetectable viral load has a negligible risk of 
transmission.

This situation changes issues of disclosure and 
raises questions about whether there remains a moral 
requirement to disclose HIV status if all reasonable 
attempts to reduce risk are taken. Similarly, if the viral 
load levels are undetectable to the extent that the risk 
of transmission is practically negligible, is there an 
obligation to disclose (Haire & Kaldor, 2015)? Indeed, 
the question may be whether the obligation to pre-
vent viral transmission lies solely with the individual 
who is infected, or whether all parties have a collec-
tive responsibility to protect and prevent this disease 
(Sugarman, 2013). Is it morally wrong to situate the 
health of an infected person as secondary to the public 
health benefits of a suppressed viral load, particularly 
when the treatment may carry side effects or toxicities 
(Haire & Kaldor, 2015)?

Additional issues arise for key population groups. 
Despite the evidence, in a number of instances, trials 
and rollouts of this strategy are being hampered in 
countries where repressive laws exist and criminaliza-
tion of homosexuality is pervasive and, in some cases, 
where there has been an expansion of the HIV epi-
demic in many MSM populations (Beyrer et al., 2016). 
Treatment as prevention has been demonstrated to 
have limited utility in other key population groups, 
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such as people who inject drugs, particularly in cir-
cumstances where other interventions such as oral 
substitution therapy are unavailable.

Treatment: Equity and Access
The emergence of treatment options was a critical 
turning point in the HIV response, with dramatic 
reductions in morbidity and mortality following in 
their wake. The potential benefits of earlier initiation 
of therapy far outweigh the potential risks of increased 
exposure to drug toxicity and emergence of viral resis-
tance in the setting of suboptimal adherence.

Universal access to medicine has the promise to 
deliver much-needed treatment to those most at need 
and to extend life expectancy. Nevertheless, identify-
ing those who are infected shortly after acquisition 
and initiating treatment remain a challenge to the 
arresting the epidemic. Treatment is reliant on indi-
viduals knowing their status and having access to non-
coercive testing.

In 2016, WHO released consolidated guide-
lines recommending that all people living with HIV 
be provided with antiretroviral therapy, removing 
limitations on eligibility for HIV-positive individ-
uals. Expanded access to treatment resonates with 
the 90-90-90 targets—that 90% of people living with 
HIV have knowledge of their HIV status, 90% of peo-
ple who know their status have access to and receive 
ART, and 90% of people who receive ART have sup-
pressed viral loads. Despite this concordance, even 
the most ambitious targets for expanding access to 
antiretroviral therapy recognize that many people in 
need of treatment will not receive it. Utilitarian argu-
ments as applied to access to medicines promote an 
ethics of resignation and the observance that resource 
scarcity is accepted as inevitable, and the pressure to 
identify and address inequality is diminished by the 
dissemination of those scarce resources within a pop-
ulation (Smith, 2016). Populations and groups who 
have been systematically excluded and disenfran-
chised from treatment programs, such as migrants and 
ethnic minorities, and stigmatized groups including 
sex workers, injection-drug users, prisoners, and sex-
ual and gender minorities, continue to face difficulty 
in obtaining treatment access. The issue of equity in  
treatment access is complicated by the fact that in 
some countries, the overwhelming majority of people 
in need of treatment come from politically marginal-
ized or vulnerable groups. Perhaps the clearest exam-
ple of this is injection-drug users, who are consistently 
under-represented in national treatment programs 
despite accounting for the overwhelming majority 
of people in need of treatment in many countries. 

The reason for such under-representation in treat-
ment access may be an underlying pattern of human 
rights abuse that renders certain populations less able 
to obtain basic health care.

Under human rights law, the guiding principle for 
equitable access to antiretroviral treatment is that of 
nondiscrimination and equality under the law. This 
principle accepts that governments have difficult 
choices to make and that not every “social good” can 
be made universally available. Undertaking a commit-
ment to do the greatest good for the greatest number 
of people may be at odds with treatment paradigms. 
Expanding access to medicines that are known to be 
less efficacious or carry a greater toxicity profile, but 
that are inexpensive and, therefore, can reach a greater 
number of people, including those who may other-
wise not have access to treatment, may be more bene-
ficial or preferable than provision of the gold-standard 
treatment in all settings, with the understanding that 
this resource may be finite and available to fewer peo-
ple (Persad & Emanuel, 2016). The former option 
challenges the idea that refusal to offer treatment, if 
deemed substandard or potentially more harmful, 
overemphasizes nonmaleficence to the extent that it 
is a dereliction of duty (Persad & Emanuel, 2016). The 
latter position reinforces the notion that equal access 
to the best available treatment for all people should be 
the primary goal (Smith, 2016).

In international covenants, governments are gen-
erally prohibited from intentionally or unintention-
ally denying social benefits to individuals on the basis 
of, among other things, race, sex, national or ethnic 
origin, religion, and political viewpoint. Sometimes 
such denial will be justified, as when pregnant women 
are given preference for treatment to prevent HIV 
transmission from parent to child. Nevertheless, such 
decisions should never be based on unfounded or ste-
reotypical assumptions about marginalized groups—
such as the assumption that injection-drug users 
should not qualify for treatment programs because 
they are “noncompliant” or incapable of adhering to a 
treatment regimen. In the case of antiretroviral treat-
ment, their eligibility should be based on clinically 
relevant criteria and, beyond that, on criteria that are 
justified in the circumstances and that do not offend 
human dignity (EXHIBIT 3-5).

The procedures by which these criteria for treat-
ment access are set should likewise be subject to both 
human rights and ethics standards. International 
human rights law recognizes the “right to participate,” 
which should include a positive obligation on gov-
ernments to solicit the views of affected populations 
in formulating public policy (International Covenant 
on Civil and Political Rights, 1966). More urgently, 
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authoritarian governments that place restrictions on 
civil society, including crackdowns on AIDS activ-
ism and censorship of the press, risk adopting HIV/
AIDS policies that do not reflect the needs of their 
population. These “first generation” human rights 
guarantees (freedom of speech, freedom of the press, 
freedom of association) are essential to treatment 
rollouts to the extent that they foster the political 
participation of the widest range of stakeholders 
possible. Procedural justice, as mandated by ethics 
in creating significant public health policy, has such 
rights as its cornerstone.

 ▸ Conclusions
Public health, human rights, and ethics have universal 
and deeply shared values. It is the mission of public 
health to improve health, reduce morbidity, and reduce 
mortality wherever it does its work. Human rights and 
ethics, too, have basic sets of principles and rules in 
common that are intended to guide and/or dictate 
behavior in a variety of situations so as to ensure that 
human rights and ethics norms are not compromised 
in the pursuit of good public health outcomes.

While the principles and values of human rights 
and public health ethics generally are shared, a sig-
nificant difference between them remains in terms 
of targets and redress. Ethicists generally have lit-
tle legal power to challenge what may be viewed as 
unethical practices or programs, even where the tar-
gets of such ethical critiques or advocacy are govern-
ments or publicly sanctioned policies. Human rights 
activists, in contrast, explicitly target governments 
or the policies they endorse; international tribunals, 
war crimes trials, and the like are among the most 
potent tools wielded by human rights advocates. 

Thus, whereas human rights organizations explicitly 
try to challenge rights violations through existing 
legal systems, ethical frameworks try to shape shared 
societal norms for morally appropriate behavior—
norms that, in turn, may be reflected in the law. In 
addition, human rights proponents often channel 
their arguments through media or advocacy, whereas 
in ethics this is less likely to be the primary means of 
communicating.

In certain contexts, the goals of public health, 
ethics, and human rights can be very well aligned. 
Public health, as a branch of government, has extraor-
dinary power to further the public’s health in ways 
that are beneficial, careful, and fair. But because such 
significant power, wherever it is given, can so easily 
be abused, both ethics and human rights have cre-
ated their own sets of checks and balances. Ethics and 
human rights provide the moral and legal “brakes” 
to redirect public health to more constructive tac-
tics, and to highlight to public health professionals, 
through advocacy, argumentation, and accountability, 
what are and are not justifiable uses of state power and 
intervention in the name of furthering public health. 
Ethics and human rights also advocate proactively 
for just structures for public health—for creating the 
conditions under which individuals and communities 
can thrive.

It has been the thesis of this chapter that the 
human rights context in which public health work 
is conducted has an extraordinary impact on which 
public health tools ultimately must be selected to 
have ethically sound public health responses. The 
relationship of citizens to their governments has a 
tremendous impact on public health status in differ-
ent locales; indeed, the degree to which governments 
believe that they have a responsibility to care for the 
health of their public varies strikingly from country 

EXHIBIT 3-5 Test and Treat

While it has been estimated that 53% of all people diagnosed with HIV are on antiretroviral therapy (Joint United Nations 
Programme on HIV/AIDS, 2017), approximately 30% of people living with HIV at a global level remain undiagnosed and 
unaware of their seropositive status (WHO, 2017). In resource-poor settings, roughly half (19.5 million) of those individuals 
eligible for treatment are receiving treatment (Joint United Nations Programme on HIV/AIDS, 2017). The evidence consistently 
shows that stigma and discrimination in healthcare settings are both overt and hidden, leading to delayed HIV testing, 
concealment of positive serostatus, and poor uptake of HIV services.

“Test and treat” is a strategy that universalizes voluntary counseling and testing and offers immediate treatment 
to individuals who test positive, irrespective of clinical stage or CD4 count. It is premised on the notion that if 
individuals are made aware of their status, they will access treatment and alter high-risk behaviors.

Test and treat is a proven intervention in settings where the HIV epidemic is not widespread or generalized. Even 
so, some challenges remain. Despite this strategy’s potential to recruit newly diagnosed persons into treatment, to 
preserve autonomy, and to normalize and destigmatize HIV, barriers remain in regard to linkage to care once the 
diagnosis is known as well as persistent issues related to viral resistance and adherence.
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to country. Similarly, when public health seeks to 
intervene, the human rights or political context into 
which it enters will influence to a great degree both 
the potential public health benefits of a given inter-
vention and the ways in which a given intervention 
is deemed ethically acceptable, ethically unacceptable, 
or ethically required.

Discussion Questions
1. How might the sale of high-sugar soft drinks 

in public schools be framed as a human rights 
issue?

2. What role do states have in regulating foods 
known to be damaging to health but popular 
with citizens?

3. In country X, HIV rates are disproportionately 
high among sexual- and gender-minority ado-
lescents and adults. Same-sex behavior between 
consenting adults is criminalized. How might 
decriminalization of these behaviors affect HIV 
programs? How might this be addressed from a 
human rights perspective?

4. Adults have a right to purchase and consume 
the foods and beverages they like and want. Yet 
aggressive marketing of unhealthy foods can 
disproportionally affect the health and well- 
being of the poor, the marginalized, and those 
with less access to quality health care. How does 
a public health ethics framework help address 
the balance of freedom and responsibility? 
Choice and exploitation?
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CHAPTER 4

Understanding and Acting 
on Social Determinants 
of Health and Health Equity
Rene Loewenson and Sarah Simpson

 ▸ Introduction

A large and growing body of evidence shows 
that health improves when action is taken on 
the underlying causes of ill health, and par-

ticularly those causes that lead to social differences 
in ill health. “These underlying causes are complex, 
often reflecting systematic social, political, historical, 
economic and environmental factors that accumulate 
across people’s lifetimes and are transferred across 
generations” (Sadana et  al., 2014, p.  8). Such under-
lying social, economic, political, legal, and material 
factors that affect health are collectively called social 
determinants of health (SDH). Beyond biological pro-
cesses in the human body and the disease-causing 
germs that are determinants of health, health out-
comes have social origins, such as in the way people 
live and work and their economic and political sys-
tems, known as the social determinants of health. 
Identifying them enables us to understand and inter-
vene to improve health, and has been a longstanding 
goal of public health measures. For example, such 

interventions may include measures to counter the 
marketing of tobacco to reduce smoking, or creation 
of cycling paths and green spaces in urban areas to 
promote physical activity.

These SDH have a general impact on health out-
comes. With the global understanding that everyone 
has the right to the highest attainable standard of 
health (United Nations, 1976), there is also increas-
ing international attention on social differences in 
health that are avoidable and unfair (termed “health 
inequities”). Beyond the broad understanding of the 
social factors that cause disease, the persistent and 
sometimes growing differences in health within and 
between social groups and countries raises questions 
about how SDH are associated with avoidable differ-
ences in the opportunities for a healthy life as well 
as the differential benefits from interventions for 
improved health. When this analytic lens is applied, 
those factors may be termed the social determinants of 
health equity (SDHE). This chapter explores the under-
standing and application of SDH to improve health, 
and, as a matter of increasing importance  globally, to 
improve health equity.

95



In a chapter in an earlier edition of this text, Kelly 
and Doohan (2014) explored in some detail how the 
understanding of social variations in ill health and its 
prevention developed over time. They described the 
causal pathways from SDH to individual disease out-
comes and population-level patterns of disease.

This chapter does not seek to repeat their well- 
presented explanations of the causal pathways from 
SDH to health outcomes. Rather, it focuses on the 
application of the concepts, with examples from a 
range of countries globally, particularly from low- and 
middle-income countries (LMICs), especially those in 
east and southern Africa. The conceptual frameworks, 
discussed later, show how SDH can be organized into 
different and deepening levels, each of which incorpo-
rates different elements. We do not aim to discuss all 
the diverse SDH in this chapter, but instead present 
more detail on some of these elements, given their role 
in improving health and health equity.

Thus, this chapter describes published work on 
the following topics:

 ■ The development of conceptual frameworks for 
understanding SDH and SDHE, including how 
these frameworks relate to frameworks for human 
rights and gender equality

 ■ Intersectoral action for health (IAH) and health 
in all policies (HiAP) as approaches used to apply 
the conceptual understanding of different types 
and levels of SDH, from immediate material 
determinants to deeper socioeconomic and policy 
determinants, to improve health and health equity

 ■ The implications of an SDH perspective for health 
systems and services, understanding the health 
system itself as a social determinant of health and 
health equity

 ■ The roles of and interventions to address social 
exclusion, social agency, and power as cross- 
cutting SDH, affecting other sociopolitical, socio-
economic, and material determinants

 ■ The increasingly global dimensions of SDH in 
a globalizing world, their role in national-level 
SDH, and the different levels of responses to them

 ■ How to evaluate action on SDH aimed at improv-
ing health and health equity

 ▸ Conceptual Frameworks 
for Understanding Social 
Determinants of Health 
and Health Equity

Analysis of the relationship between disease and 
the social and material environment dates back to 
ancient medico-philosophical systems. With advanc-
ing understanding of the causes of ill health and their 
origin in human activity, it has become clearer that 
socially determined health risks can be prevented, 
including as a matter of social justice (Kelly & Doohan, 
2014). In recent decades, as public health has shifted 
its focus from individual risk–health relationships to 
more complex, multifactorial causal networks, a range 
of increasingly comprehensive conceptual frameworks 
have emerged, drawing on evidence to support analy-
sis of the SDH and their role in health equity. This sec-
tion explores how these conceptual frameworks have 
developed, with increasing attention over time to the 
relationship between SDH and health equity.

Turrell et  al. (1999) identified SDH at three 
discrete, yet closely interrelated stages or levels—
namely, upstream, midstream, and downstream. The 
upstream (or macro-level) factors include inter-
national influences, government policies, and the 
fundamental social, physical, economic, and envi-
ronmental determinants of health. The midstream 
(or intermediate- level) factors include psychoso-
cial factors, health-related behaviors, and the role of 
the healthcare system. Some social factors, such as 

DEFINITIONS

Equity is the absence of unfair, avoidable, or remediable differences among groups of people, whether those groups are 
defined socially, economically, demographically, or geographically (Regional Network on Equity in Health in East and 
Southern Africa [EQUINET], 2012).

Health inequities are systematic differences in health that can be avoided or remedied and that are therefore viewed 
as unfair or unjust (Commission on the Social Determinants of Health [CSDH], 2008). This is particularly so for health 
given the global context, in which the highest attainable standard of health is one of the fundamental rights of every 
human being (World Health Organization [WHO], 2006).

 ■ Health inequality refers simply to differences in health between different individuals, without a normative judgment 
about those inequalities.
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culture, beliefs, values, and norms, are seen to influ-
ence decision making, actions, and behavior at both 
upstream and midstream levels. The downstream  
(or micro-level) factors include physiological and 
biological functioning. This model has been used to 
identify interventions targeted at entry points in all 
three levels, either singly or in combination. While 
acting upstream (such as with tax policies) may have 
wider population effects, demonstrating its influence 
is often more complex.

Dahlgren and Whitehead (2007) developed a 
similarly multilayered and widely used “rainbow” 
model of determinants, shown in FIGURE  4-1. This 
model has at its core the individual biological deter-
minants that are not considered to be SDH—age, sex, 
and  constitutional—as characteristics affecting health 
that are largely fixed. From here, the framework adds 
layers of determinants that are socially determined 
from individual lifestyle factors; farther upstream are 
those factors and services that impact on health at 
the population level and that are theoretically mod-
ifiable by policy. This model shows not only the dif-
ferent levels, but also the preponderance of factors 
that may be considered as SDH. These factors may be 

health promoting (e.g., provision of adequate hous-
ing) or protective, by eliminating risk of disease (e.g., 
pollution control). In this model, healthcare services 
coexist with other determinants to impact on health. 
Dahlgren and Whitehead (2007) propose that a com-
prehensive health strategy should address and link the 
different levels of downstream and upstream determi-
nants of health shown in Figure 4-1.

The Dahlgren and Whitehead model suggests 
the determinants that may be included in the defini-
tion of what is socially determined and the relation-
ship between these different levels of SDH on health 
outcomes. Nevertheless, it does not show how these 
different SDH relate to health equity outcomes. The 
authors do, however, argue that the determinants of 
inequities in health may be different from the determi-
nants of health. For example, poor working conditions 
may account for a higher share of the difference in the 
burden of disease between affluent and low-income 
groups than in the overall burden of disease. Thus, 
they argue that actions on SDH may not automatically 
address equity, and that specific attention needs to 
be paid to the distributional impact of those actions 
for them to achieve this goal. For example, urban 

FIGURE 4-1 The “rainbow” model of determinants of health, including social determinants of health.
Reproduced from Dahlgren G., Whitehead M. (2007). Levelling up (part 2): A discussion paper on European strategies for tackling social inequities in health. Copenhagen, Denmark: WHO Regional Office for Europe. http://apps.who.int/iris/bitstream/10665/107791/1/E89384.
pdf (accessed 22 June 2017). 
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developments to improve the quality of housing and 
green spaces are actions on SDH that may improve 
health, but may also raise housing costs and push 
local residents into more marginal urban zones, forc-
ing them out from areas where they have been long-
time residents. This trend will affect the distribution of 
health benefits, unless specific measures are in place to 
protect their tenure or well-being.

The social gradient in health describes the pattern 
that is formed by comparing health outcome mea-
sures with some measure of social position, such as 
occupation, education, or income (Kelly & Doohan, 
2014). A population-level public health intervention 
that affects the whole population in the same way may 
shift the gradient upward by the same amount for all, 
without affecting the relative differences between the 
different social groups.

If the goal of a policy or an intervention is to 
improve health equity, the rate of improvement should 
be faster for those groups whose starting point is worse 

initially, making the health gradient less steep (Kelly 
& Doohan, 2014). If the gradient simply shifts upward 
at the same rate for all groups, such that all groups 
improve at the same rate in their absolute outcomes, 
then the relative differences between the groups 
remain unchanged—and in that sense, health ineq-
uity has not changed. Population health interventions 
that are applied universally to address specific SDH 
without taking social differentials into account may, 
indeed, worsen inequalities in outcomes. For exam-
ple, as health technologies are introduced or health 
screening scales up, uptake may initially be more rapid 
in wealthier households, which widens (rather than 
narrows) the social gradient, unless specific measures 
are implemented to promote uptake in poorer groups 
(EXHIBIT 4-1). A more detailed discussion of absolute 
and relative measures of social status and their rela-
tionship to absolute and relative measures of health 
outcomes can be found in the chapter by Kelly and 
Doohan (2014).

EXHIBIT 4-1 Closing the Equity Gap: A Case Study of the Health Gradient

This example illustrates the way the health gradient does, and does not, respond to new public health interventions and 
the “stubborn” influence of SDH. In the state of Ceará, in a poor area of northeastern Brazil, the 1980 infant mortality rate 
was greater than 100 infant deaths per 1,000 live births and malnutrition was common. Based on the findings of a 1986 
statewide survey of child health and nutrition, new health policies were implemented, including growth monitoring, 
oral rehydration, breastfeeding promotion, immunization, and vitamin A supplementation—interventions collectively 
known as GOBI (growth monitoring, oral rehydration, breastfeeding, and immunization). As lack of access to health 
services was a major problem, community health workers and traditional birth attendants were widely introduced and 
responsibility for health services was decentralized to rural municipalities, where health indicators were poorest. A social 
mobilization campaign for child health used media and small radio stations to broadcast educational messages. This work 
was supported by four consecutive state governors, all of whom gave high priority to improving child health, and the 
outcomes were reviewed through surveys in 1990 and 1994.

The surveys showed improved population coverage of the four GOBI interventions by 1994. The use of oral 
rehydration increased to more than 50% in children with diarrhea; nearly all children had a growth chart, and half 
had been weighed within the previous three months; immunization coverage rose above 90%; and the median 
breastfeeding duration increased from 4.0  months to 6.9  months. These improvements were noted in all income 
groups. The prevalence of low-weight-for-age and low-height-for-age children in the population younger than age 5 
fell from 13% to 9% and from 27% to 18%, respectively, while diarrheal disease incidence in the previous two weeks 
was nearly halved.

While the child health interventions were applied to all families, including the poorest, the social differentials in disease 
and infant mortality rate between rich and poor remained largely unchanged between 1987 and 1994. In that period, family 
income inequalities persisted and remained largely unchanged. Diarrheal disease incidence remained approximately 60% 
higher among poor children, income inequalities remained largely unchanged, and the inequity ratio between rich and 
poor persisted.

One explanation for these findings given by the authors of the Ceará study was that wealthy families had made greater 
and earlier use of both public-sector and private-sector services to protect their children’s health. They noted that even 
when public health programs are targeted at the poorest households, it is difficult to close the inequity ratio group if the 
richer households have not yet themselves achieved high levels of coverage with the specific services. The conclusions 
suggested that, even when public health programs are targeted at the poorest members of a society, the wealthiest are 
likely to continue to benefit from the introduction of new health technologies, and that further investments are needed 
to make existing and new interventions more widely accessible to the poorest populations so as to change the health 
gradient and close the inequity gap (Bonnefoy et al., 2007; Victora et al., 2000, cited in Kelly & Doohan, 2014).
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Dahlgren and Whitehead (2007) note that under-
standing how SDH are linked to improving health 
equity calls for investigation of what is causing the 
social gradients in exposure to different health hazards 
and in access to health-promoting or health-protective 
factors, such as those described in Exhibit 4-1. Anal-
ysis of these SDH associated with distributional out-
comes is used to identify the approaches and additional 
resources that may be needed to address social gradi-
ents in health, such as through “leveling-up” strategies. 
Once these SDH that have positive or negative influ-
ence on social gradients are identified, specific strat-
egies can be designed to integrate them within health 
policies and programs. Dahlgren and Whitehead 
argue further that policies and programs that influ-
ence health should be assessed for their distributional 
impacts across different socioeconomic groups.

The SDH that have a distributional impact may 
arise within any of the bands of SDH in the rainbow 
model shown in Figure 4-1. For example, social position 
is an important determinant of inequities in health, as 
are social networks and health behaviors. Groups that 
are socially and economically better off typically have 
more power and opportunities to live a healthy life 
than groups that are less privileged (Australian Insti-
tute of Health and Welfare [AIHW], 2012). Legal and 
institutional arrangements, political and market forces 
can consolidate these inequalities. The relationships 
are not purely negative. In contrast, and as exemplified 

in Exhibit 4-8, shown later, education may be a pos-
itive factor in closing inequalities, as it can enhance 
the power and opportunity of less privileged groups 
to avoid unhealthy living and working conditions. The 
freedom and power that people have to influence their 
own life and society, including through greater politi-
cal and economic democracy and through control of 
commercial markets (such as marketing of alcohol), 
is also a positive factor in tackling social inequities in 
health (EQUINET, 2012; EQUINET SC, 2007).

Given the increasing concern voiced regarding 
remediable inequalities in health, Solar and Irwin 
(2010) elaborated the conceptual framework that was 
used by the WHO’s Commission on Social Determi-
nants of Health (CSDH). This framework, shown in 
FIGURE  4-2, makes an explicit connection to health 
equity by seeking to profile how SDH relate to and 
address unfair, avoidable, or remediable differences in 
health among population groups, as an appeal to ethi-
cal norms and a matter of social justice.

The CSDH framework repeats many elements of 
the earlier frameworks for SDH, but applies an equity 
lens. It locates SDH within a hierarchy of structural and 
intermediary determinants that gives specific focus to 
the political, social, and economic contexts and insti-
tutions and the cultural and societal values (all SDH) 
that generate, configure, and maintain social hierarchies 
and that stratify people by income, education, occu-
pation, gender, race/ethnicity, and other factors (also 
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Gender
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Education
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Income
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and social capital
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(living and working conditions,
food availability, etc. )

Behaviors and biological factors
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FIGURE 4-2 The Commission on Social Determinants of Health (CSDH) conceptual framework.
Reproduced from Solar, O. and Irwin, A. (2010). A conceptual framework for action on the social determinants of health. Social Determinants of Health. WHO Discussion Paper 2 (Policy and Practice), Geneva, Switzerland: WHO. http://www.who.int/sdhconference/resources 
/ConceptualframeworkforactiononSDH_eng.pdf (accessed 22 June 2017).
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SDH). It includes the SDH—including state policies 
and programs—that redistribute resources and nurture 
relationships and systems that close social differentials. 
These structural determinants and the socioeconomic 
positions to which they lead, shown in the left-hand 
columns in Figure  4-2, thus have a central role as 
SDHE. They jointly shape intermediary SDH, such as 
material, behavioral, and psychosocial determinants. 
These factors largely act as SDH but may have a role 
in equity where they influence differentials in exposure 
and vulnerability to conditions that affect health or 
the social consequences of ill health, as discussed for 
the health system later in this chapter. The health out-
comes of these conditions can themselves “feed back” 
on people’s social position, such as by compromising 
employment opportunities or reducing income.

While previous models have noted the role of the 
health system in dealing with social determinants of 
health, this framework positions the health system as 
one of the intermediary determinants. It recognizes 
that health systems both reflect existing patterns of 

social inequality and provide a site from which to con-
test them (a topic discussed in more depth in a later 
section). The CSDH framework also recognizes the 
effect of globalization and global-level drivers on SDH 
at the national and local levels (also discussed later).

Policies and interventions that seek to improve 
equity may be targeted at SDH at both the structural 
and the intermediary levels: from the “micro” level of 
individual interactions (such as individual dietary prac-
tices), to the “meso” level of community conditions 
(such as neighborhood environments), to the broadest 
“macro” level of universal public policies (such as tax 
and investment policies), including in the global envi-
ronment and in relation to the role and impact of private 
actors and corporations. Applying the framework entails 
assessing the distributional impact of actions and action 
across multiple areas of SDH. As shown in FIGURE 4-3, 
the CSDH framework identifies these distributional 
impacts at the level of impacts on social stratification, on 
differentials in exposure, on differentials in vulnerability 
to risks, and on the unequal consequences of illness.

• Monitoring and follow-up of health equity and SDH

• Evidence on interventions to tackle social
  determinants of health across government

• Include health equity as a goal in health
  policy and other social policies

Intersectoral
action

Social participation
and empowerment

Key dimensions and directions for policyContext-speci�c
strategies tackling
both structural and

intermediary
determinants

Globalization
environment

Macro level:
public policies

Mesa level:
community

Micro level:
individual
interaction

Policies to reduce unequal consequences of
illness in social, economic and health terms

Policies to reduce exposures of disadvantaged
people to health-damaging factors

Policies on strati�cation to reduce inequalities,
mitigate effects of strati�cation

Policies to reduce vulnerabilities of
disadvantaged people

FIGURE 4-3 The CSDH framework for tackling inequalities in health.
Reproduced from Solar, O. and Irwin, A. (2010). A conceptual framework for action on the social determinants of health. Social Determinants of Health. WHO Discussion Paper 2 (Policy and Practice), Geneva, Switzerland: WHO. http://www.who.int/sdhconference/resources 
/ConceptualframeworkforactiononSDH_eng.pdf (accessed 22 June 2017).
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Across each of these dimensions, identifying and 
taking action on SDH to reduce health inequities may 
have the following benefits:

 ■ Remedy health disadvantage among specific 
 populations—as, for example, in SDH inter-
ventions for the Roma community, outlined in 
Exhibit 4-7

 ■ Close health gaps between two groups, usually 
the worse-off and better-off groups, as intended in 
the work of community health workers in Guate-
mala to improve service uptake in poorer groups, 
described in Exhibit 4-7

 ■ Address the social health gradient across the 
whole population—as, for example, is a pol-
icy intention of the various features of universal 
health systems described in later in this chapter

These approaches are not mutually exclusive, but 
rather may bring together action on different SDH at 
different levels. As discussed later in this chapter and 
in Exhibit 4-1, strategies that tackle one or more of 
these outcomes may be complementary, such as when 
additional measures for single mothers are embed-
ded within general social protection schemes. Such 
action on SDH calls for input from multiple sectors, as 
explored later in this chapter.

Understanding the SDH that affect how different 
social groups access or experience universal interven-
tions can point to specific additional measures that need 
to be integrated to close the gap or gradient. Such anal-
ysis, as a form of “equity proofing,” can, for example, be 
integrated in health impact assessments (HIA) to check 
for the likely equity implications and consequences—
both intended and unanticipated—of a particular 
action, policy, or intervention, and to recommend pro-
active measures to improve health equity (Simpson, 
Mahoney, Harris, Aldrich, & Williams, 2005).

In all of these models, applying an equity lens to 
SDH to identify and address these social determinants 

of health equity calls for robust evidence on the distri-
bution of health and its determinants, and for mon-
itoring and evaluation systems that contribute such 
evidence to policy decision making. Evidence on SDH 
often extends beyond familiar health indicators, and 
assessing changes in health gradients and across social 
features, areas, and time can be complex.

Solar and Irwin (2010) observe that there is a 
dearth of evidence, including data on impacts, to sup-
port policy action on SDH and inequities in health. 
Cochrane reviews of studies of tobacco control, for 
example, rarely assess the impact of policies or pro-
grams in relation to socioeconomic dimensions 
(Oxman, Lavis, Lewin,  & Fretham, 2009). As noted 
earlier, the interventions are often multifaceted, com-
bining different levels of SDH and sectors, relative to 
the often narrower biomedical/clinical health inter-
ventions. The former are context dependent, are deliv-
ered within a constantly changing health and social 
policy environment, and involve diverse disciplines 
(Oxman et  al., 2009). While there is growing recog-
nition of and research on these SDHE, further devel-
opment of methods that take the complexity of such 
interventions into account is still needed, and funding 
for this research is still limited relative to that allocated 
for the biomedical sciences (CSDH, 2008). The CSDH 
(2008, p. 186) has noted that “action on SDH is best 
served through developing a rich and diverse evidence 
base.” This chapter thus includes evidence from multi-
ple disciplines and methodological traditions, ranging 
from analysis of repeated household surveys, to qual-
itative studies, policy analysis, studies of power rela-
tions, practice reviews, and  system-level evaluations.

The conceptual frameworks discussed in this 
section also suggest that social processes and power 
differentials play an important role in the social hier-
archies that stratify people and in acting on SDH 
that affect health equity, as exemplified in the case of 
 indigenous people in EXHIBIT 4-2.

EXHIBIT 4-2 Understanding Systematic Discrimination Against Indigenous People as an SDH

Indigenous people in Australia (as in other countries) are not merely “disadvantaged citizens.” The poverty and 
inequality in health that they experience reflect the association with systemic discrimination over centuries. Thus, 
addressing these issues is not simply a matter of provision of material or service inputs, but rather requires addressing 
ways to increase their control over their physical environment, their dignity, and their community self-esteem, and 
the matter of justice (Calma, 2007). Such systemic processes of discrimination and disempowerment cannot be 
simply understood as historical events reflected in poorer current health outcomes for indigenous people, but must 
be recognized as persistent in their social consequences and within current sociopolitical contexts, with continued 
negative impacts on health outcomes (Axelsson, Kukutai,  & Kippen, 2016). The CSDH (2008) and the indigenous 
health research community have called for such effects of colonialism to be more explicitly incorporated into 
epidemiologic analysis and monitoring systems.

Conceptual Frameworks for Understanding Social Determinants of Health and Health Equity 101



Health interventions and systems are thus not 
simply technical or biomedical in nature, but rather 
affect social power and status and reflect procedural 
justice, such as through decision-making processes 
that are transparent to, accessible to, and inclusive of 
the input of those affected by them. The next sections 
explore further how intervening on SDH to promote 
equity calls for institutions and processes that pro-
vide opportunities and spaces for disadvantaged and 
marginalized groups to engage in decisions that affect 
their health, that are responsive to need, and that rec-
ognize and deliver on health rights, as noted in the 
2008 CSDH report: “Changing the social determi-
nants of health and health equity is a long term agenda 
requiring sustained support and investment . . . recog-
nising that . . . at the centre of this action should be the 
empowerment of people, communities and countries 
that do not have their fair share” (p. 23).

Integrating concepts of power into the analysis of 
SDH and into the responses to the resulting inequities in 
health both clarifies and complicates frameworks. Solar 
and Irwin (2010, p. 21) argue that while power is “argu-
ably the single most important organizing concept in 
social and political theory,” it is also contested and sub-
ject to diverse and often contradictory interpretations. 
It draws public health professionals into the sometimes 
less familiar terrains of social justice and rights–based 
approaches, of sociopolitical and systems theory, and of 
activism, discussed further in the chapter.

Relationships Between SDH, Gender 
Equality, and Human Rights
The conceptual frameworks highlighted earlier indi-
cate that SDH intersect with the distinct but linked 
concepts of gender and human rights, particularly 
when applying an equity lens. While sex is a biological 
determinant, gender refers to the socially constructed 
roles, rights, responsibilities, and limitations assigned 
to women and men, boys and girls—which often privi-
lege male power or characteristics (WHO, 2011). These 
aspects of gender are socially constructed and amenable 

to change, as an SDH that leads to differentials in expo-
sure and vulnerability to conditions that affect health 
and thus health equity (Sen & Ostlin, 2011).

Gender norms, roles, and relations can affect 
(health) risk and vulnerability, health-seeking behavior, 
and health outcomes for men and women of different 
ages and social groups, including through stereotypes, 
discrimination, and the gender-based division of labor 
(Sen & Ostlin, 2011; WHO, 2011). Gender norms and 
relations are a persistent basis of the social hierarchies 
and stratification mentioned earlier, intersecting with 
social class, ethnicity, education, occupation, and 
income; influencing socioeconomic position and the 
distribution of other SDH; and being influenced by the 
wider socioeconomic and political context, culture, 
and societal norms and values (Sen & Ostlin, 2011). 
The Definitions box summarizes the related concepts 
of gender equality and gender equity. Within univer-
sal policies such as “health for all,” the “all” are not the 
same. Gender-related differences that lead to ineq-
uities in health arise from the different health needs 
and challenges that men and women face across their 
life course and the ways in which they intersect with 
other SDH.  Gender-related differences exist in a range 
of SDH, including living and environmental condi-
tions, employment and income opportunities, and 
control over decisions about and uptake of health ser-
vices (WHO, 2011). Gendered norms, behaviors, and 
socially constructed roles intersect with other SDH to 
generate differential social and health outcomes.

Many of these differentials derive from women’s 
status in society, and their control over a range of areas 
affecting health, including over their own bodies, their 
reproductive health, and their working conditions and 
income (for example, see EXHIBIT 4-3). Women are at 
greater risk of physical violence and sexual abuse and 
face deficits in protection in law or its enforcement 
(Sen & Ostlin, 2011). In addition, female, lesbian, gay, 
bisexual, transgender, and intersex (LGBTI) people 
risk poorer health outcomes than males or people who 
are not LGBTI because of gender power relations (Sen 
& Ostlin, 2011).

DEFINITIONS

 ■ Gender equality refers to women and men having equal conditions and opportunities to realize their rights and 
potential to be healthy, to contribute to health development, and to benefit from the results. Gender inequality puts 
the health of women and girls at risk globally. Improving gender equality in health enables the improvement in the 
health of women.

 ■ Gender equity refers to fairness and considers women’s and men’s different needs to achieve gender equality. It 
implies the different treatment needed to ensure equality of opportunity. Both gender equality and gender equity 
are needed to achieve health equity (Sen & Ostlin, 2011; WHO, 2011).

102 Chapter 4 Understanding and Acting on Social Determinants of Health and Health Equity



In terms of reducing health inequities,

[because] of the numbers of people involved 
and the magnitude of the problems, taking 
action to improve gender equity in health and 
to address women’s rights to health is one of 
the most direct and potent ways to reduce 
health inequities and ensure effective use of 
health resources. Deepening and consistently 
implementing human rights instruments can 
be a powerful mechanism to motivate and 
mobilize governments, people and especially 
women themselves. (Sen & Ostlin, 2011, p. 74)

International human rights instruments provide 
a framework for universality and a legal obligation for 
states to ensure policies that support conditions and 
opportunities for health for all (Braveman & Gruskin, 
2003). Human rights–based approaches thus raise the 
relevance of acting on SDH for improved health, so as to 
meet the 1948 Universal Declaration of Human Rights 
Article 25 provision: “Everyone has the right to a stan-
dard of living adequate for the health and well-being . 
. . including food, clothing, housing and medical care 
and necessary social services” (United Nations, 1948).

A human rights–based approach also draws atten-
tion to the SDH that affect health equity, to ensure the 
“right to the enjoyment of the highest attainable stan-
dard of health . . . without distinction of race, religion, 

political belief, economic or social condition” for all, 
as provided in Article 12 of the 1966 International 
Covenant on Economic, Social and Cultural Rights 
(ICESCR) (United Nations, 1976). The ICESR Gen-
eral Comment 14, in addition to identifying universal 
access to specific SDH for the whole population, iden-
tifies the core state obligations in relation to health as 
ensuring nondiscriminatory access to health facilities, 
goods and services, especially for marginalized groups 
(United Nations, 2000). The right to health provides 
for claims by people as rights bearers to key SDH, 
including health care, and its achievement depends 
on the realization of these entitlements and freedoms 
(Gesellschaft für Internationale Zusammenarbeit 
[GIZ] & WHO, 2011a). While some rights violations, 
such as access to safe water, are measurable and have 
clear health consequences, there is some debate on 
what the right to “the highest attainable standard of 
health” means in practice. It has been argued that one 
dimension of this is closing avoidable inequalities in 
health within and across countries (EQUINET, 2012).

Rights-based approaches in health imply not only 
intervention on intermediary SDH, but also pro-
cesses that include participation, information sharing, 
and accountability in setting priorities, planning and 
design, and implementing and monitoring policies 
and programs that are set in more structural SDH. 
They imply that states and others charged with duties 

EXHIBIT 4-3 Child Marriage and Its Gendered Health Effects

Child marriage is a union (official or not) of two persons, at least one of whom is younger than 18 years of age. It is 
driven by gendered values and beliefs about girls’ roles and contributions, affects girls and boys differently, and is more 
prevalent among girls. In Niger, for example, 77% of women age 20 to 49 were married before age 18, compared to 5% 
of men in the same age group. Collecting data on such unions poses a challenge, because child marriages are often 
not registered. However, worldwide, more than 700 million women in 2014 were married before age 18, and about 
250 million before age 15, with the highest rates found in South Asia and sub-Saharan Africa. There are educational, 
regional, urban–rural, and wealth differences in this practice: In Malawi, nearly two-thirds of women with no formal 
education were child brides compared to 5% of women with secondary or higher level schooling; in Amhara, northern 
Ethiopia, the rate of child marriage is 75%, compared to 26% in Addis Ababa; and girls in the poorest quintile are 2.5 
times more likely to marry in childhood than those in the wealthiest quintile.

Girls who are married before age 18 experience greater negative impacts on physical and mental health and 
well-being than do boys in this situation, primarily due to complications from early pregnancy and childbearing, 
increased risk of and vulnerability to human immunodeficiency virus (HIV) and other sexually transmitted infections, 
and gender-based violence and discrimination. Complications during pregnancy and childbirth are the second 
leading cause of death for 15- to 19-year-old girls globally. Adolescent mothers are often socially isolated from 
family, friends, and other sources of support, such as health services; have limited opportunities for education and 
employment; and may be less empowered to break the cycle of poverty due to their lower levels of education. 
Early maternal age affects infant mortality and growth, compounding intergenerational inequality. Furthermore, 
unregistered child marriages may mean that the child’s birth is also unregistered, potentially affecting the child’s 
access to health, social, and educational services (UNICEF, 2014, 2016; WHO, 2014; WHO Regional Office for Europe 
[WHO Europe], 2016).

Conceptual Frameworks for Understanding Social Determinants of Health and Health Equity 103



have the resources and capacities to meet their obliga-
tions; and that social groups—particularly vulnerable 
groups—have the information and capacity to claim 
their rights, with access to redress mechanisms such 
as human rights commissions, policy reviews, audits, 
and courts to pursue violations.

Nevertheless, the resource constraints facing states, 
particularly in low-income countries, also generally 
imply a principle of progressive realization of the right 
to health (and its determinants)—that is, to move as 
quickly and effectively as possible toward their achieve-
ment. ICESCR General Comment 14 refers to core 
obligations that require immediate action versus obli-
gations that can be progressively realized, supported by 
measures to show constant progress (United Nations, 
2000). States need to demonstrate that they are taking 
deliberate, concrete, and targeted steps towards realiz-
ing these health and SDH rights, to put all appropriate 
and available means in place for this progress, and to 
monitor and report on their implementation against 
agreed benchmarks (GIZ & WHO, 2011b).

There is an interaction between gender and human 
rights frameworks in addressing SDH. Human rights 
principles of equality, participation, and nondiscrim-
ination applied in addressing SDH address gender 
inequalities and gender equality not only as an SDH, 
but also as a human right. Addressing gender inequal-
ities is, further, essential to realizing human rights, 
including the right to health (WHO, 2011). Gender 
mainstreaming as a strategy thus applies a human 
rights–based approach, in analyzing the impact of 
gender norms, roles, and relations on rights to health, 
and in implementing measures to address rights viola-
tions and institutionalize gender equality, in a manner 

that integrates the participation of affected women 
(WHO, 2011).

Hence, despite their differences in focus, SDH, 
gender equality, and human rights frameworks share 
some common features: All are explicitly guided by 
an ethical (normative) foundation that values and 
promotes procedural justice; all identify health out-
comes as the result of wider social and material con-
ditions (and seek to generate evidence and analysis on 
this relationship); and all recognize the role of social 
processes and power differentials in creating health 
inequities. Moreover, all three see the state and par-
ticipation of affected populations as central in the 
response to health inequity and action on the SDH, 
through actions across numerous sectors, including 
the health sector.

 ▸ Addressing SDH Through 
Intersectoral Action 
and Health in All Policies

The diversity of SDH noted in the frameworks intro-
duced earlier in this chapter implies that actions on 
SDH call on many sectors. The concept of intersec-
toral action for health was formally introduced at the 
1978 International Conference on Primary Health 
Care (PHC) in Alma-Ata. The PHC approach explic-
itly identified the need for both comprehensive health 
services and joint action with other sectors to tackle 
the SDH and root causes of poor health (Public 
Health Agency of Canada [PHAC], 2007), with sub-
sequent global processes further stressing the impor-
tance of dialogue and joint action with other sectors 
(CSDH, 2008)

Many SDH lie outside the remit of the health sec-
tor (CSDH, 2008). For example, a global review of 
evidence on the determinants of diabetes identified 
that improving health outcomes for this condition 
involves the following measures: (1) limiting the avail-
ability of unhealthy food and environments; (2) tack-
ling the obesogenic environment through improving 
urban infrastructure to promote physical activity; 
and (3) reducing exposure and addressing increased 
vulnerability among certain groups by improving 

DEFINITION

Intersectoral action refers to processes in which “the objectives, strategies, activities, and resources of each sector are 
considered in terms of their implications and impact on objectives, strategies, activities, and resources of other sectors.” 
It is advanced as a means for overcoming policy fragmentation; as a way to plan, implement, and monitor service 
delivery; and as a means to address “upstream” the determinants of health (Loewenson, 2013a, p. 8).

The United Nations Human Rights-Based Approach 
(UNHRBA, 2003) to development has as its purpose 
to assist UN agencies in mainstreaming human rights 
into their activities and programs within their area 
of work with the expected outcome of realization of 
one or several human rights (e.g., the right to health). 
Human rights principles should guide programming 
in all sectors, and include capacity building of rights 
holders to make their claims and of duty bearers to 
meet their obligations (UNHRBA, 2003).
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screening and access to and uptake of health care 
(Whiting, Unwin, & Roglic, 2010). The health sector 
thus needs to cooperate with other sectors to improve 
health outcomes, as demonstrated in FIGURE  4-4 in 
regard to the actions needed to tackle the health bur-
dens from exposure to air pollution.

Such intersectoral action to address SDH can 
be located as a shared goal across government, with 
“Health in All Policies” (HiAP) being one such 
approach. A HiAP approach is driven from within 
government as a whole, linking specific programs 
and measures to wider government policy agendas 

FIGURE 4-4 Intersectoral collaboration on air pollution.
Reproduced from WHO. (2015). What is health in all policies?, Infographic on air pollution. http://who.int/social_determinants/publications/health-policies-manual/HiAP_Infographic.pdf?ua=1 (accessed 19 May 2017).

DEFINITION

Health in All Policies is an approach to public policies across sectors that systematically takes into account the health and 
health systems implications of decisions, seeks synergies, and avoids harmful health impacts, with the goal of improving 
population health and health equity. A HiAP approach is founded on health-related rights and obligations.

(Ollila, Baum, & Peña, 2013, p. 6)
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(Shankardass, Solar,  & O’Campo, 2012). While for-
mally articulated as policy concepts from the 1970s, 
HiAP and intersectoral action for health have their 
roots in the early history of public health and “healthy 
public policy.” HiAP builds on experiences of intersec-
toral action and health promotion, and has been given 
a greater international profile since 2000 (Friel,  Harris, 
Simpson, Bhushan, & Baer, 2015; PHAC, 2007).

EXHIBIT 4-4 provides an example of HiAP in South 
Australia, located within the overall state strategic 
plan. Applying HiAP calls for information systems 
and strategic review involving all relevant sectors to 
gather evidence and evaluate how joint actions are 
affecting the distribution of SDH as well as the social 
gaps and gradients in health, so as to adopt appropri-
ate responses (Loewenson, 2013a; WHO, 2013a).

As noted in Exhibit 4-4, intersectoral action calls 
for measures to build collaboration and coordination 
across sectors, often departing from the administra-
tive, budgetary, and functional siloes that exist within 
states. It involves whole-of-government approaches, 
which lever action across all levels and sectors of gov-
ernment, and whole-of-society approaches for public 
outreach, including through parliaments/legislatures, 
civil society, and the private sector (Delaney et  al., 
2016; WHO Europe, 2013). A review of experiences 
in more than 15 countries identified key measures for 
the successful implementation of intersectoral action, 
shown in EXHIBIT 4-5 (PHAC, 2007; Rasanathan, 2011).

The HiAP approach and the implementation steps 
in Exhibit 4-5 can be applied to embed health equity 
as a goal across all relevant national policy, law, and 

EXHIBIT 4-5 Measures for Steps Necessary for Successful Implementation of Intersectoral Action for Health

1. Create a policy framework and an approach to 
health that are conducive to intersectoral action.

2. Emphasize shared values, interests, and objectives 
among all partners and potential partners.

3. Ensure political support, building on positive 
factors in the policy environment.

4. Engage key partners at the very beginning.
5. Ensure appropriate horizontal linking across sectors 

and vertical linking of levels within sectors.
6. Invest in the alliance-building process by working 

toward consensus at the planning stage.

7. Focus on concrete objectives and visible results.
8. Ensure that leadership, accountability, and rewards 

are shared among partners.
9. Build a stable team of people who work well 

together, with appropriate support systems.
10. Develop practical models, tools, and mechanisms 

to support implementation of intersectoral 
action.

11. Ensure public participation through education 
and awareness raising of SDH and intersectoral 
action.

EXHIBIT 4-4 The South Australian Approach to Health in All Policies

HiAP in the South Australian government, as adopted in 2008, was developed as a central process of government, rather 
than one run by and for the health sector. It was integrated in the implementation of the South Australian Strategic Plan, 
which aimed to improve prosperity and well-being, foster creativity, build communities, and sustainably expand opportunity. 
The approach sought to better utilize social, economic, and environmental levers to influence population health, and in 
turn to contribute to achievement of the overarching government vision for South Australia as articulated in the strategic 
plan. HiAP is thus deliberately and strategically positioned as a central process of government, rather than a process run 
by the health sector to achieve solely its objectives. A range of agencies use HiAP in partnership with South Australian 
Health as a mechanism for achieving their own goals, aligned to the objectives and related targets of the strategic plan. The 
implementation of HiAP is supported by central government, in partnership with the health sector.

The 2011 South Australian Public Health Act provides for the systematic integration of HiAP approaches in government 
functions and for mechanisms for embedding health considerations in government decision-making processes. The act 
mandates use of HiAP in public health planning by local municipalities and in health impact assessments and any other 
measures that they use, such as a health lens analysis. Health lens analysis builds on traditional methods for health impact 
assessment and incorporates additional methods used by other sectors, such as economic modeling. Such analyses have, 
for example, focused on water sustainability, regional migrant settlement, digital technology access and use, healthy 
weight, and active transport. A small HiAP unit was established within South Australian Health to facilitate health lens 
analysis and sustain the partnership with other government agencies in applying HiAP to their targets (Bucket, Williams, & 
Wildgoose, 2011; WHO, 2013a).

Reproduced from WHO. World Conference on Social Determinants of Health. Closing the Gap: Policy into Practice on Social Determinants of Health. Retrieved from: http://www.who.int 
/sdhconference/Discussion-paper-EN.pdf
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programs, when specific focus is given to those SDH that 
have a role in closing the gap or gradient. For example, 
in 2007, a Norwegian parliament whole-of-government 
approach aimed to reduce social inequalities in health 
in 2007–2017 by “leveling up” across the social gradient. 
The strategy linked efforts to reduce social inequalities 
in health to government policy initiatives to improve 
employment, welfare, and inclusion, and to support 
early intervention for lifelong learning (Norwegian 
Ministry of Health and Care Services, 2007). Another 
example of such a “whole-of-government” approach in 
Mozambique is described later in Exhibit 4-12.

While there may be technical evidence or con-
sensus on the relevance of specific SDH to health 
outcomes, not all countries have the high-level lead-
ership support, policy space, or institutional systems 
to support such whole-of-government approaches 
to cooperation across sectors. Where this is the case, 
intersectoral action may be built by the health sector 
itself collaborating with one or more sectors to sup-
port the shared goals of both sectors. For example, 
education measures that support secondary school 
completion rates for girls, such as those described later 
in Exhibit 4-9, contribute both to improved education 
outcomes and to improved adolescent health, with 
longer-term health, socioeconomic, and well-being 
gains for girls—and their future children— extending 
into adulthood (Loewenson, 2013b).

These approaches help to build the confidence 
in, relationships for, and systems to support inter-
sectoral action for health. Tackling health inequities, 
and particularly those that are affected by struc-
tural determinants, often demands the deeper and 
more sustained levels of collaboration through the 
whole-of- government approaches described earlier, 
as found in a review of experiences of 19 countries 
in Africa, Southeast Asia, and the Western Pacific 
(WHO, 2013a). In one such experience, described in 
EXHIBIT 4-6, Vietnam sought to improve road safety 
and to alleviate traffic congestion, both of which had 
the potential to have positive impacts on health and 
health equity.

Advancing intersectoral action calls for gov-
ernance arrangements and systems to design and 
implement coherent multisectoral and cross-sectoral 
policies on SDH. This is often a challenge, particu-
larly when health professionals are perceived to be 
overlooking other sectors’ goals and challenges and 
drawing resources from other sectors to a health 
sector agenda, rather than as efforts to mutually 
improve each sector’s policies (Rasanathan, 2011). 
The goals of other sectors should thus be used to 
orient analysis and explore areas of mutual interest 
across sectors. WHO’s SDH Sectoral Briefing Series 
(covering housing, education, transport, energy, 
and social protection) provides further information 

EXHIBIT 4-6 Multisectoral Collaboration Through the National Helmet Law in Viet Nam

The motorcycle is the primary mode of transportation in Viet Nam and contributes to more than half of all road traffic 
fatalities (Passmore, Tu, Luong, Chinh, & Nam, 2010). Passengers, particularly children, are vulnerable to injury due to 
widespread lack of helmet use. Despite helmet legislation since 1995, with amendments in 2000, 2001, and 2003, 
the National Traffic Safety Committee charged with implementation of this law faced challenges due to legislative 
loopholes. A 2007 law sought to close these loopholes by requiring all riders and passengers to wear helmets on all 
roads without exception and by increasing penalties tenfold. Although 50,000 helmets were distributed to low-income 
families nationwide, more loopholes were identified after introduction. For example, no reference was made to the 
correct use of helmet wearing, and the existing legislation meant neither children younger than 16 years of age nor 
adults carrying them could be fined. These legislative loopholes were subsequently addressed and attention given to 
barriers to effective helmet use, including improved availability and quality of helmets for the climate, raising public 
awareness, and changing beliefs about the impact of helmet use. Multisectoral collaboration was built across government 
agencies and with key nongovernmental organizations and the private sector. This resulted in three national mass-
media campaigns and distribution of free helmets to school-age children sponsored by private companies. Monitoring 
showed helmet-wearing increased from less than 30% to more than 95%, with this change estimated to have saved 
more than 1,500 lives and prevented almost 2,500 serious injuries.

This example illustrates an approach to policy change backed by strong political support, integrating legislative, 
research, and media work and strategic alliances. There was cross-sectoral support because the actions were seen to yield 
benefits for a range of sectors, including road safety, alleviation of traffic congestion, improved health, and reduced costs 
to the state and families from serious injury and potential loss of income. Focusing distribution of helmets on low-income 
families aimed to support equity by facilitating compliance with the law among those who were least able to afford a 
helmet, but most reliant on motorcycle travel (Nguyen, Passmore, Cuong, & Nguyen, 2012; Passmore, Tu, Luong, Chinh, & 
Nam, 2010; Passmore, Nguyen, Nguyen, & Olivé, 2010; WHO, 2013a).
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to support such collaboration with sectors outside 
health, such as in supporting transport authorities’ 
banning of lead and sulfur in gasoline as not only a 
health-promoting measure, but also as a contributor 
to improved air quality and a sustainable environ-
ment (WHO, 2017a).

 ▸ Implications for Health 
Systems and Services

As further elaborated in The Design of Health Systems 
chapter, effective health services are a determinant of 
population health, contributing to reducing mortality 
and increasing life expectancy, particularly through 
preventive services and health promotion (Loewenson 
& Whitehead, 2012; WHO Regional Office for Europe 
[WHO Europe], 2011). They encompass various func-
tions, including stewardship, resource mobilization, 
financing, and service delivery, and involve a network 
of public and private organizations, institutions, and 
resources (WHO Europe, 2011).

Health systems not only provide individual- and 
population-level services that position them as an 
intermediary SDH, but, as outlined earlier in this chap-
ter and in Figure 1.1, they can also influence the pol-
icies and coordinate with the actions of other sectors 
to address SDH, thereby providing a site from which 
to contest social inequalities (Solar & Irwin, 2010; 
WHO Europe, 2011). Health services and institutions 
can address differences in exposure and vulnerability, 
take a leadership or facilitating role in intersectoral 
action, and mediate or mitigate the financial, social, 
and physical consequences of illness in people’s lives.

This role of the health system in addressing both 
disease and its underlying SDH is consistent with 
the application of the PHC approach as an organiza-
tional strategy and an underlying philosophy. Within 
the healthcare system, PHC requires the provision of 
comprehensive, integrated, and appropriate health 
services, emphasizing prevention, promotion, and the 
role of primary care and the role of the health sector 
in intersectoral action for health (Gilson, Doherty, 
Loewenson, & Francis, 2008). While past experience 
of the application of PHC has produced mixed out-
comes, evidence of its potential to improve health 

equity—compiled, for example, by CSDH—has sus-
tained and increased calls for its implementation 
 (Gilson et al., 2008).

There are a range of ways that health systems 
can achieve positive outcomes and influence the dis-
tribution of health and well-being, summarized in 
FIGURE  4-5 overleaf. In the figure, the solid arrows 
show drivers of health inequity, whereas the dotted 
arrows show how the health system can mitigate these 
effects or promote health equity. Health systems can 
promote health equity when they tackle the physical 
and social environments that affect differential expo-
sure and vulnerability to ill health, including through 
intersectoral action. They can reduce social gaps and 
gradients in health by influencing how health services 
perform, how different social groups experience the 
services they receive, how widely their uptake or con-
tact translates into effective coverage and care, and 
whether health funding protects against impoverish-
ment when people fall ill (Gilson et al., 2011).

In a rights-based approach, health systems can pro-
vide space for people to exercise their rights, to have an 
informed say in decisions and actions on health, and 
to hold the system accountable for its performance. 
Health systems directly influence other SDH, such as 
local employment and economies, gender equality, 
and organizational policies, by their own behavior and 
organization, in the way they help patients to claim wel-
fare benefits; provide rehabilitation to enable people to 
keep jobs; manage personnel; procure inputs locally; 
and champion or facilitate political support to intro-
duce or sustain actions that address SDH and promote 
health equity (Loewenson & Whitehead, 2012).

While the manner and extent to which these 
measures are implemented depends on the specific 
country and sociopolitical contexts, some principles 
and areas of learning apply more broadly in terms of 
how the health system implements its role in SDH and 
health equity.

Investing in Primary Health Care-Oriented 
Services at the Local Level
Addressing health equity and SDH implies that health 
systems will pay attention to and direct resources 
toward health promotion and prevention of disease 

DEFINITION

Health systems encompass all the activities whose primary purpose is to promote, restore, or maintain health. They 
comprise the public and private organizations, institutions, and resources that aim to prevent disease, promote health, 
and provide health care, and they shape wider societal norms and values (Gilson, Doherty, & Loewenson, 2011).
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at both the individual and population levels, rather 
than focusing exclusively on individual curative or 
emergency care. Doing so requires investment in 
 community- and primary care–level services and 
activities, to open up opportunities for engagement 
with civil society, communities, and other local ser-
vices or interventions needed by marginalized groups 
(Gilson et al., 2008). It is at this level and in this kind 
of local interaction that many of the SDH and access 
barriers affecting service uptake can be most directly 
recognized and addressed, including cost, social, gen-
der, and cultural and other barriers and discrimina-
tion; lack of information and knowledge; lack of voice 
or power; and unresponsive or poorly oriented service 
providers. This is especially the case if services are to 
reach and address the health needs of the most mar-
ginalized groups (Gilson et al., 2011).

As noted earlier, for health systems to address 
SDH successfully, they also need to provide public 
health leadership for and work with other sectors to 
address the wider social and economic determinants 
of health, so that people do not repeatedly need treat-
ment after returning to the same conditions that made 
them ill. This is not simply a matter for those working 
in community health or health promotion. Rather, it 
is affected by the continuity and comprehensiveness of 
the healthcare system as a whole: how well it is able to 

link preventive, treatment, and rehabilitation services; 
cover immediate- and longer-term mental, physical, 
and social health needs; and coordinate pathways from 
primary care to referral to secondary and specialist 
services around individuals and populations (Gilson 
et  al., 2008, 2011; Loewenson & Whitehead, 2012; 
Training and Research Support Centre [TARSC], 
2014). It calls for leadership, communication, and 
facilitation capacities; for the decision- making space 
and resources to make and manage links with the pub-
lic and other sectors; and for the political and social 
awareness and support for health personnel when 
they act on public health needs (Gilson et  al., 2008; 
Loewenson, 2016; WHO, 2008).

Organizing Equitable and Universal 
Provision and Financing
In a universal system, everyone in a country should be 
able to access the same range of services on the basis of 
their need and pay for these services on the basis of their 
income. Universal health systems are generally publicly 
funded largely through general taxation or mandatory 
insurance and provide care for free or at very low cost 
at the point of delivery. To support equity, wealthier 
(and relatively healthy) people cross-subsidize the use 
of health care by poorer people, who are also more 
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FIGURE 4-5 The health system as a social determinant of health.
Reproduced from Gilson, L., Doherty, J., and Loewenson, R. (2011). ‘Challenging inequity through health systems’, in J. H. Lee and R. Sadana (Eds.). Improving equity in health by addressing social determinants. Geneva, Switzerland: World Health Organization (WHO).  
http://apps.who.int/iris/bitstream/10665/44793/1/9789241503037_eng.pdf (accessed 22 June 2017).
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likely to be ill. This transfer of resources from wealthier 
to poorer groups in redistributive health systems can 
also assist to close gaps in income and living standards 
between poorer and wealthier groups (Mackintosh, 
2007). Universality is a key goal of the UN Sustainable 
Development Goals, expressed as achieving universal 
health coverage (UHC)—a system in which all people 
and communities can use the promotive, preventive, 
curative, rehabilitative, and palliative health services 
they need, of sufficient quality to be effective, while 
also ensuring that the use of these services does not 
expose them to financial hardship.

How countries achieve this goal varies across set-
tings and may change over time. Many countries have 
funded health from general tax revenues or national 
mandatory insurance, in large pooled funds that allow 
for both cross-subsidies and the range of promotion, 
prevention, and care approaches necessary for address-
ing the social determinants of health equity. Currently, 
new prepayment approaches are being explored to 
secure adequate public funding, including for health 
promotion, taking into account not only how pro-
gressive they are, but also how they will impact on the 
goods, services, and behaviors that affect health. Such 
innovative financing sources include taxes on finan-
cial transfers, air travel, high-sugar products, tobacco, 
and alcohol, which may also be earmarked for specific 
purposes. In situations where formal and informal pri-
vate payments for health services have risen, especially 
when arising as a result of inadequate or falling public 
funding, there are challenges for how to organize pri-
vate payments into the forms of pooled prepayment 
that support universal systems and health equity and 
that invest in areas of public health that have less imme-
diately perceived personal benefit (WHO, 2005). Orga-
nizing PHC- oriented, equitable, and universal health 
systems is not only a matter of how money is raised. 
It is also affected by whether resources and commod-
ities are allocated according to need and invested in 
addressing social and service barriers to coverage, and 
whether there are mechanisms, such as health tech-
nology assessment, that bias public spending toward 
services with proven cost-benefit (Loewenson & White-
head, 2012). Moreover, it depends on whether there is 
a motivated, competent health workforce deployed to 
areas of health need, trained and supported to imple-
ment actions on SDH and health equity.

Addressing Barriers to Equity Within 
Universal Policies
As noted earlier, policies for universal coverage do not 
necessarily lead to equity of access or impact on the 

SDH that affect uptake of care. Additional measures 
may be needed. Some measures for such “leveling up” 
have already been mentioned, such as ensuring that 
services are free at point of care, either universally, or 
at least for specific disadvantaged or high-need groups; 
providing infrastructure and staff in under-served 
areas; and ensuring a strong community and primary 
care services system that provides accessible entry 
points for health promotion, early detection, and care 
and that coordinates use of other levels of the health-
care system. There may be demand for specific sub-
sidies or tax exemptions for commodities consumed 
or used more by disadvantaged groups, such as basic 
foods. However, not all of the interventions are techni-
cal or on the supply side. Many address determinants 
that discourage uptake of services, such as by working 
with indigenous health systems and local civil society 
organizations (CSOs); providing joint entry points or 
working as multidisciplinary teams across health and 
other sectors, together with local political and com-
munity leaders and volunteers; creating entry points 
for health actions in settings (e.g., schools, workplaces, 
communities, marketplaces, areas) that people fre-
quent; and sharing information and building a more 
participatory culture to involve community members 
in decisions and actions on their priority health needs 
(Gilson et  al., 2011; Loewenson & Simpson, 2014). 
EXHIBIT 4-7 provides some examples of programs that 
address the SDH affecting equity in health systems.

Actions such as those described in Exhibit 4-7 can 
strengthen, or protect, equity-promoting features of 
health systems and are often connected with wider strug-
gles for social justice and transformation (Rede Brasil de 
Direitos Humanos, n.d.). For example, wider struggles 
for democracy in southern Africa set the political basis 
for post-independence comprehensive PHC approaches 
(EQUINET SC, 2007), while struggles for participatory 
democracy in Brazil shaped the entitlements and gover-
nance arrangements established in the Brazilian univer-
sal health system (SUS) in 1998 (Cornwall & Shankland, 
2008). A study of primary care in 31 European countries 
found that sustained social support for government’s 
responsibility for welfare provision was important to 
enable the  longer-term reforms that strengthened the 
comprehensiveness and equity of primary care services 
(Kringos, Boerma, Zee, Van der Zee, & Groenewegen, 
2013). In the United Kingdom, a redistributive publicly 
funded National Health Service has been sustained over 
more than 60  years by social and cross-party support 
(Pennington & Whitehead, 2014). In in other countries, 
rights-based approaches have been used to clarify state 
duties and public entitlements and responsibilities (Loe-
wenson & Simpson, 2014).
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In recent decades, neoliberal globalization- related 
economic policies have dominated health system 
development in many countries. Given a more indi-
vidualistic and consumerist society combined with 
conflicting political forces and values, these policies 
have challenged, fragmented, and weakened the uni-
versality and equity of health systems (Gilson et  al., 
2011; Mackintosh & Koivusalo, 2005). Thus, acting 
on SDH increasingly demands action to build public, 
professional, and political support, while also raising 

the role of social agency and power as a social deter-
minant of health equity, as discussed further in the 
next section.

 ▸ Social Exclusion, Social 
Agency, and Power as a SDH

As noted earlier in this chapter, people attain different 
positions in the social hierarchy, often characterized 

EXHIBIT 4-7 Addressing the SDH That Affect Equity in Health Systems

In Spain, the Health Promotion among Navarre Ethnic Minorities program aims to reduce health inequities by improving 
the health of the Roma community in one area; the Roma are one of Europe’s most disadvantaged social groups. Efforts 
are being made to design and implement prepayment schemes and to raise awareness with the Roma community about 
their health entitlements. Issues raised by the Roma community are integrated into training for health workers. The health 
information system carries out health equity surveillance, including for Roma populations, and the evidence is used to 
review and share practices across sectors and across countries. People from within the Roma community are trained as 
mediators and act as peer educators and as a liaison between the community and the central health, social, and education 
services. These mediators play a key role in documenting the health history of families in the area covered and drawing 
up a health plan in cooperation with the appropriate service providers. They highlight areas in which they need more 
information or education, as identified through the Roma associations—for example, on outbreaks of communicable 
diseases or issues related to lifestyle, life transitions, chronic diseases, and prevention. Staff from the relevant agencies 
meet once a year to incorporate additional items into the annual training program (Perez Jarauta, Goya Arive, & Merino 
Merino, 2010).

In England, health champions, local people trained by a U.K. nongovernmental organization, work with others 
in their communities to improve health. Health champions work with primary care personnel on health actions in 
the community; visit schools and community centers and bring local community members to health meetings; 
link local networks, knowledge, and experience with the practice knowledge and resources; use culturally relevant 
methods to gather local people to work with general practice staff; and explain to other patients how to make 
best use of the facilities and services provided. Health champions are reported to have improved input to local 
commissioning decisions, to have set up social and support groups for young mothers and for people with chronic 
conditions, to have improved individual and community literacy on prevention initiatives such as immunizations, 
and to have supported the use of appointment guides and other practice tools, especially for those persons 
for whom English is a second language. Their work is reported to have led to service and quality improvements 
(Pennington & Whitehead, 2014).

In rural Guatemala, promotoras (community health workers) have supported health service access and uptake. 
Low literacy rates, high rates of poverty, and gender inequalities impact on the uptake of child health services by 
indigenous Mayan women in the highlands of Guatemala. Indigenous leaders within the community—usually women 
who understand the local dialect and culture—have been trained as promotoras. The training is culturally adapted and 
recognizes local experience and environments. It includes space for the community to teach the teachers, such as on 
knowledge about the use of folk medicine to treat common ailments, while the promotoras are given information and 
skills to improve and manage basic health issues. An evaluation found these community health workers have had a 
positive impact on health and well-being, and the authors suggested that this experience may be relevant to meeting 
the health needs of immigrant populations in the United States.

Another paper describes how a needs assessment by the Organization for the Development of Indigenous Maya 
found diabetes to be a priority concern in indigenous communities. In 2012, the Organization for the Development of 
Indigenous Maya worked with community health workers trained as diabetes health promoters linked to primary care. 
Each worker had a caseload of 15–20  patients with whom they held a weekly diabetes club meeting, providing the 
attendees with information on self-management and group exercises. The community health workers also conducted 
weekly home visits and preconsults in the clinic to monitor each patient’s progress and discuss specific challenges, create 
goals, and tailor exercise and nutrition plans. A significant decrease was found in mean blood glucose levels between 
baseline and follow-up in the people involved (Amerson, 2013; Micikas et al., 2015).
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by their social class, educational achievement, occu-
pational status, and income level, or based on gender. 
Socioeconomic position can derive from the following 
sources:

 ■ Resource-based measures, referring to material 
and social resources and assets, including income, 
wealth, and educational credentials, as well as 
poverty and deprivation

 ■ Prestige-based measures, including the level and 
quality of access to and consumption of goods, 
services, and knowledge; occupation; and educa-
tion (WHO, 2016)

Beyond resources and prestige, stratification arises 
due to discrimination on social factors such as race, 
gender, color, sex, language, religion, political or other 

opinion, national or social origin, or property (WHO, 
2016). As social beings, humans need to feel valued 
and appreciated, and to derive meaning from and 
exercise a degree of control over their work and life 
conditions (AIHW, 2012). These drivers of social posi-
tion are linked. Material deprivation generates social 
exclusion and stigma. Social power affects the ability 
people have to influence and make choices over health 
inputs and to use these inputs to improve their well-
being (EQUINET SC, 2007). These factors and their 
role in stratification and power are summarized in 
FIGURE 4-6.

Social exclusion—and, conversely, social  cohesion—
has grown in profile as a conceptual lens through which 
to view problems of inequality, poverty, and disadvan-
tage. Social exclusion has the  following characteristics:
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FIGURE 4-6 Mechanisms of distribution of power and their stratifiers.
Reproduced from WHO. (2016). Innov 8: The Innov8 approach for reviewing national health programmes to leave no one behind, Geneva, Switzerland: WHO http://apps.who.int/iris/bitstream/10665/250442/1/9789241511391-eng.pdf?ua=1 (accessed 22 June 2017).

DEFINITION

Social cohesion refers to the mechanisms and perceptions that exist in a society regarding social integration across 
various differentials and for confronting discrimination. It affects the sense of belonging within society, together with 
features of trust, participation, and reciprocity (WHO, 2016). This concept is applied differently in different regions, 
contexts, and communities. The European Commission’s (2016) concept of “active inclusion” means that every citizen, 
including the most disadvantaged, fully participates in society. It means having adequate opportunity for work, support 
for income and employment, and access to quality services that enable active participation in society, including through 
investment in individuals’ capacities and opportunities for participation. In contrast, in post-independence South 
Africa, social cohesion has been identified with nation, peace-building, and diversity in a democratic dispensation, as a 
response to past racism and inequality (Palmary, 2015).
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 ■ Multidimensional, encompassing social, political, 
cultural, and economic dimensions, operating 
at different social levels. and potentially reflect-
ing violation of social rights to participation and 
inclusion

 ■ Dynamic, impacting populations in different ways 
and to differing degrees at different social levels 
over time

 ■ Relational, focusing on exclusion as the rupture of 
relationships between a group of people and the 
wider society (Popay et al., 2011)

On the one hand, “exclusion” may be seen as a less 
stigmatizing label than “poor,” and to make clearer 
links to concepts of social rights and justice. On the 
other hand, a focus on social exclusion can place too 
much emphasis on the social inadequacies of specific 
groups of people, rather than on the environments 
and processes that generate poverty and inequality 
(Popay et al., 2011).

The CSDH framework shown in Figure 4-1 posi-
tions social cohesion as an SDH that is structural, 
generating social differentials, and intermediary, as a 
condition. Popay et al. (2011) argue that applying an 
equity lens to the analysis of and response to SDH is 
more effective when social exclusion is understood in 

terms of processes that embed unequal power rela-
tionships and produce social inequalities, rather than 
as a static “state” in which particular groups are labeled 
as “excluded.”

This perspective places inclusion and exclusion on 
a continuum that is a result of the distribution of social, 
economic, political, and cultural resources, capabili-
ties, rights, and opportunities (Popay et al., 2011). This 
chapter points to various ways that such exclusionary 
processes manifest and affect health outcomes, such as 
in the transmission and response to the HIV epidemic 
in east and southern Africa (EXHIBIT 4-8), in slower and 
reduced access to services, in the impact of gender 
norms, or through precarious environments or displace-
ment of people by large extractive industry projects.

Responding to processes and conditions that gen-
erate social exclusion is not a straightforward matter, 
and the responses are themselves affected by social 
determinants. In Colombia, for instance, people dis-
placed by war were required to register with civil or 
military authorities as a means to access services, polit-
ical rights, and social integration programs. Unfor-
tunately, such registration also made people more 
visible, increasing their risk of discrimination and vic-
timization and discouraging service uptake (Ojeda & 
Murad, 2005; Popay et  al., 2011). Similar barriers to 

EXHIBIT 4-8 Social Determinants in the HIV Epidemic

The HIV and AIDS epidemic illustrates the complex relationship between exclusionary processes and health 
disadvantage. To start with, the epidemic has been most prevalent in countries (particularly in sub-Saharan Africa) that 
already experience social, economic, cultural, and political disadvantages. In the initial stages of the epidemic in east 
and southern Africa, HIV transmission was associated with more mobile, urban populations and adult HIV prevalence 
was higher in wealthier, more educated, and urban groups. The transmission reflected social differentials, however, 
such as in power and income between older men and younger women. As a reflection of the gender inequalities 
described earlier in this chapter, the HIV prevalence in young women age 15–24 years was more than twice that of their 
male counterparts in southern Africa in 2003. The changes in both HIV transmission and survival reflected common 
social differentials: The distribution of prevention and treatment interventions followed typical social differentials in the 
region, with lower coverage levels among rural, poorer people with lower education levels, raising their susceptibility 
and vulnerability. By comparison, urban, wealthier people lived longer lives with HIV—sustaining their prevalence 
rates—due to their better nutritional status and uptake of services and greater mobility.

A number of studies revealed the negative impact on these SDH on the epidemic, with households affected by 
AIDS facing higher levels of falling household assets, income, social security, food consumption, and increased social 
exclusion. The stigma and discrimination associated with HIV, combined with other exclusionary processes, exacerbated 
social, economic, political, and cultural inequalities, interfering with prevention, diagnosis, and treatment. The initial 
social characterization of HIV/AIDS as a moral issue exacerbated a culture of silence and denial by people living with HIV 
because of fear of rejection and isolation. Household survey data from four sub-Saharan African countries with different 
epidemic patterns (Ghana, Kenya, Swaziland, and Zambia) showed that AIDS increased the share of the population living 
in income poverty, with the strongest effects occurring in those just above the poverty line, placing demands on and 
further eroding the community-level safety nets and social support networks on which disadvantaged communities 
depend on (EQUINET, 2012; Rispel, Molomo, & Dumela, 2008; Salinas & Haacker, 2006; Southern African Development 
Community [SADC], 2003).
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uptake have been found in programs that profile con-
ditions that have been associated with social discrim-
ination (e.g., HIV).

State-led responses to social exclusion are gen-
erally organized through a range of approaches. For 
example, universalist policies, reflecting values of 
social solidarity, extend rights to publicly funded ser-
vices to all citizens, such as publicly funded national 
health services that are free at point of care. Univer-
salist policies may address SDH and processes that 
drive social exclusion, as, for example, is intended in 
the health-promoting schools described in EXHIBIT 4-9. 
As noted earlier, they may need to be complemented 
by specific measures to address barriers to uptake or 
coverage in different social groups.

A second approach is through policies targeting 
specific social groups. These policies are specifically 
designed for disadvantaged groups, and intended to 

remedy health disadvantages. In some cases, they take 
the form of conditional targeted transfers, involving 
some form of testing so as to target scarce services and 
health resources to those groups most in need, or to 
incentivize particular behaviors. They include social 
approaches, as exemplified in Exhibit 4-7. Targeted 
transfers include conditional transfers of cash or ser-
vices, or a link between the two. As an incentive for 
service uptake in Brazil’s Bolsa Familia, for example, 
recipients meeting the means test for a cash transfer 
must also ensure that their children attend health 
centers and school. Whether providing cash and/or 
services, these measures can bring resources to local 
services providers and promote economic inclusion. 
They are also documented to have limitations, how-
ever. For example, they are often insufficient to pro-
vide sustainable pathways out of low-income living, 
may impose bureaucratic barriers for some persons 

EXHIBIT 4-9 Universal Measures to Address Social Exclusion: The Healthy Schools Program in South Africa

In South Africa, schools have been a focus of community-based prevention of negative social factors—including 
social power imbalances, poverty, violence, and substance abuse—that place learners at risk, including for health 
problems such as HIV and AIDS. South Africa has the paradox of relatively poor health outcomes despite the country’s 
relatively high aggregate gross domestic product and level of health expenditure. Inequalities in health stem from a 
history of racial and gender discrimination, a migrant labor system, and high levels of income inequality. The country 
has sought to address social, racial, and gender disparities and realize social rights through redistributive policies, 
largely in the social sector.

The percent of adults in South Africa without schooling fell dramatically from 18% in 2001 to 7% in 2010, 
although with continuing inequality in access to education by region and racial group. Western Cape province, for 
example, despite being the second richest province in South Africa, has high rates of poverty, economic inequality, 
unemployment, crime, commercial sex work in teens, and substance abuse, contributing to social exclusion and poor 
health outcomes. As one response to these conditions, education was seen by the community as a key asset supporting 
social inclusion and autonomy, promoting the sexual autonomy of girls, and reducing their risk of contracting HIV. 
Despite this, a large proportion of high school students drop out before completing secondary school and school-
age pupils have been found to engage in cigarette smoking, drug and alcohol abuse, interpersonal violence, and 
unsafe road-related and sexual behavior.

Education policy in the country has sought to strengthen universal access to education, and to support schools as sites 
for reaching adolescents and helping them acquire health-promoting skills and orientation. Based on the national health-
promoting schools policy and approach, a program was initiated Western Cape in 1995 in which program leaders worked 
with community leaders, school staff members, school health nurses, parents, and the community to make schools a 
healthy and health-promoting environment for young people. The program integrates broad health promotion and 
education services, and promotes individual and social well-being for those at school and their families and community. 
It tackles content issues affecting social determinants, such as road safety, personal hygiene, substance abuse, HIV, and 
nutrition, and develops and supports alternative youth (and youth-led) activities such as teenage clubs, cultural activities, 
and camps. It incorporates local social and cultural resources, integrating local and indigenous knowledge, mentoring, 
and storytelling.

McNab (2013) found that this type of work depends more on a change in mindset rather than on the provision of 
major new resources, and on making a link between the “top down” influence of public policy and the “grass roots” 
approach of constructive community engagement. The social dimensions of the Western Cape program were seen 
to be a central element of its success: At a 2006 national conference, many presenters and participants highlighted 
the need to listen to and strengthen all voices in the program, and particularly the marginalized voices of local 
communities and indigenous wisdom, and of the learners themselves (Loewenson, 2013b; University of Western 
Cape, 2006).

114 Chapter 4 Understanding and Acting on Social Determinants of Health and Health Equity



with high health needs, and, as individual-based strat-
egies, may have limited impact on promoting socio-
political rights or building more inclusive political 
cultures (Lauthier, 2005).

A third strategy, market approaches, seeks to use 
private or state subsidies to support choices in the 
consumption of services by poor people to address 
economic or social barriers to such choices for the 
most marginalized households. For example, disad-
vantaged groups may obtain subsidies in insurance 
schemes to support their access to services or subsidies 
to address health determinants such as housing. This 
kind of market support is argued to face similar bar-
riers as those detailed in relation to targeted transfers, 
and may potentially lead to poorer-quality services for 
subsidized groups and neglect deeper determinants of 
such disadvantage (Popay et al., 2011).

Whatever the overall approach, as the example in 
Exhibit 4-9 suggests, involvement of the people who 
are the intended beneficiaries of policies and actions 
that aim to reverse exclusionary processes is essen-
tial, as both as a resource and as a right. This implies 
building a deeper understanding of social power and 
agency as both determinants and key dimensions of 
successful policy and action. It suggests that actions 
that seek to tackle exclusionary processes should 
strengthen the power and capacity of those affected to 
engage in meaningful participation, while addressing 
resistance from professional workers who see it as a 
challenge to their technical power.

The demand for social participation, power, and 
agency in health has grown with increased social liter-
acy and with democratic pressures for people’s values 
and preferences to be incorporated into public deci-
sion making. The CSDH (2008) identified participa-
tory approaches as a critical feature of health system 
action or intersectoral action for health to tackle SDH. 
Social participation has been integrated as a demand-
side “intervention” to address barriers to access and 
acceptability of services and as a means to involve 
people as active participants in their own health care 
(Mittler, Martsolf, Telenko,  & Scanlon, 2013). As a 
pragmatic measure, participation is seen to contribute 
to a range of areas necessary for the effective function-
ing of health systems:

 ■ Community health literacy, public information, 
and the use of community knowledge on health

 ■ Assessment, identification, and prioritization of 
health needs

 ■ Health planning and decision making on spend-
ing priorities, resources, and budgets

 ■ Policy deliberation and formulating strategic 
 policy direction

 ■ Co-design, coordination, and coproduction/
implementation of health actions

 ■ Oversight, monitoring, evaluation, review, and 
improvement of services, actions, and quality, 
including measures of social outcomes (Cornwall, 
2008; Gilson et  al., 2008; Loewenson & Gilson, 
2012; Loewenson et al., 2014)

In a pragmatic and sometimes depoliticized 
approach, people as consumers or as volunteers may 
have minimal control over policies affecting struc-
tural determinants, but assume responsibility for 
implementation of compensatory actions. There may 
be limited change in current norms, processes, and 
mechanisms. While people may exercise oversight by 
monitoring, reviewing, and holding services account-
able for their performance, they may not have the 
power to make the decisions that shape these services 
and may as volunteers take on unpaid burdens of care 
(Loewenson, 2016).

Participation has also been a product of politi-
cal drivers, including through the actions of popular 
movements that have generated demand and some-
times conflict around health and around codetermi-
nation and accountability (Amar Amar & Echeverria 
Molina, 2008). As noted earlier, participation is 
viewed as the right to guide the duty bearers (states) 
in their implementation of other human rights. Citi-
zens, including those engaging as health activists or in 
social movements, have pursued these rights through 
collective demands for change in areas of power, dis-
crimination, beliefs, policies, and practices that are 
perceived as inequitable or as limiting their well- 
being, whether in relation to access to services or the 
SDH that affect the health of different social groups, 
or as a claim for shared decision making and over-
sight (Cornwall & Leach, 2010; Loewenson, 2016). 
The power, voice, and agency of affected groups can 
be found in invited spaces—created by external actors 
and in which people are invited to participate—or in 
claimed/organic spaces—created by people themselves, 
often as collective and popular self-organizing spaces 
around a common cause (Cornwall & Leach, 2010).

There are thus different conceptualizations of par-
ticipation, taking different forms that express the dif-
ferent power relations that exist and the control that 
people have over events and resources. For example, a 
group may exert power “over” another group (such as 
when men control women’s use of reproductive health 
services), may claim the power to be part of processes 
(such as when people living with HIV participate in 
price setting for treatment), may exert a shared power 
“with” each other (such as when communities organize 
as a group to engage service providers on delivery), or 
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may build a shared consciousness of themselves and 
their conditions in the form of a power “within” (such 
as when youth identify and call for changes in the way 
mental health services are organized to reflect their 
needs). In participatory processes where communities 
express their own collective voice and agency to an 
increasing degree, they build shared power as well as 
a consciousness and confidence to act. In contrast to 
fears that this paradigm diminishes the power of tech-
nical actors, it can be shown to create complementary 

forms of power that enable positive change, especially 
for community-level and frontline services, as exem-
plified in the case of Zambia described in EXHIBIT 4-10.

A growing number of studies using experimental 
or quasi-experimental designs in LMICs have demon-
strated the potential of participatory interventions to 
generate health and health equity gains (Pronyk et al., 
2006; Wallerstein, 2006). It is not easy, however, to be 
prescriptive about the specific mechanisms and mea-
sures to achieve these changes, as they are context 

EXHIBIT 4-10 Social Participation and Power in Improving SDH in Lusaka, Zambia

Zambia is a lower-middle-income country; Lusaka is its capital city and home to 1.7 million people. The Lusaka District 
Health Office (LDHO) is the local health authority within Zambia’s Ministry of Health. For more than a decade, LDHO has 
used participatory reflection and action (PRA) approaches to strengthen health services delivery at the primary care level 
and the role of neighborhood health committees (NHCs) as a more formal, sustained space for participatory interactions. 
As a matter of policy, NHCs involving elected community members are expected to identify and voice community health 
needs and to support information exchange between health services and communities.

In 2005, however, planning and budgeting for PHC was not participatory, and these committees were often poorly 
organized or not effective in their role. Growing public health problems in Lusaka motivated community members, health 
workers, and LDHO to address these shortcomings. Various participatory tools were used to identify needs, system barriers, 
and areas for change, and to build a shared identification of problems and actions to remedy them across health workers 
and community members. Information sharing between health workers and community members increased, community 
members became more confident in approaching health workers for information, and health workers provided the 
needed information to them for planning and resource allocation purposes. A range of actions were taken, including 
a cholera prevention strategy that led to significantly fewer cholera cases and deaths than in previous years, despite 
the heavy rains. By the end of this first phase of work, the community members had developed greater confidence and 
enthusiasm in seeing the process move forward. Likewise, health workers noted the benefits of improved communication 
with the community, though some feared losing power.

In 2008–2009, the same PRA approaches were used to scale up the health system by establishing new health centers in 
the city, while consolidating and building capacities to institute the approaches in existing ones, and building partnerships 
with a range of other sectors in areas such as clean-up campaigns, solid waste management, healthy food production, 
and services performance and uptake. These efforts were complemented by a range of approaches to organize and 
use community evidence. Photovoice (community photography), for example, presented evidence on community 
concerns with blocked sewers, health facility corruption, poor water supplies, and solid waste management during 
clinic and district health meetings held to trigger actions to resolve these problems. A wider community-level health 
literacy process with Lusaka residents drew evidence from their lived experience, facilitating community-level diagnosis, 
providing relevant health information, and stimulating action and engagement with health systems, in partnership with 
service providers, civic leaders, and the local authority. These approaches positioned the communities as change agents. 
Every three months, those working on the action plans met to review their work, reflect on their experience, and evaluate 
their progress.

Pre- and post-intervention surveys and reports from health workers and communities about the initial 2006–2008 
PRA work found improved interactions between health workers and community members and partnerships with 
other actors, and increased confidence of community members in providing inputs to planning processes in support 
of action on health. There is also some evidence of positive health outcomes associated with this work. For example, 
the clinic catchment areas where these activities took place had no cases of cholera in 2012–2015, at a time when 
other areas still reported cases. While it is not possible to solely attribute the positive outcomes to the PRA program, 
the removal of waste sites that were once a site of disease and the measures to increase community health literacy 
and action were perceived to have made an important contribution. The health literacy work and the engagement 
with neighborhood health committees is now being expanded beyond Lusaka in a national scale-up in light of the 
positive outcomes from the work done in Lusaka District (LDHO & TARSC, 2016; Lusaka District Health Management 
Team &TARSC, 2015; Mbwili-Muleya, Lungu, Kabuba, Zulu Lishandu, & Loewenson, 2008; Ministry of Health Zambia, 
LDHMT, & TARSC, 2012).
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dependent. Many of the approaches are triggered by 
or involve action outside the health system, in other 
sectors and organizations, and within the community 
itself. Various features of health systems have, how-
ever, been found to support the spaces and shifts in 
social power that enable effective participation. These 
approaches include the following:

 ■ Setting health interventions in sites that are famil-
iar to communities, such as markets or schools

 ■ Integrating community mapping, monitoring, 
and preferences in health planning

 ■ Producing accessible information (such as 
through newsletters, meetings, and social media) 
that shares local experience and responds to per-
ceived needs

 ■ Using socially appropriate and participatory 
methodologies that build on and validate local 
experience and knowledge

 ■ Involving and supporting community-elected and 
-located community health workers to strengthen 
communication and linkages between health sys-
tems and communities

 ■ Providing opportunities for dialogue on commu-
nity perceptions of services, through community 
audits, health watches, community councils, par-
ticipatory research, and legal action

 ■ Devolving meaningful budgets to lower levels of 
the health system to facilitate and support social 
roles

 ■ Enabling communities to shape the “rules of the 
conversation” by giving them the ability, resources, 
and opportunity to define the terms and processes 
in which they participate and the issues they want 
to address, and to have input into national laws 
and policies

 ■ Investing time and resources in, and providing 
management support for, health worker compe-
tencies and incentives for participatory processes 
(Benequista, Gaventa, & Barrett, 2010; Cornwall 
& Leach, 2010; Gilson, 2007; Loewenson, 2016; 
Loewenson et  al., 2014; Mbwili Muleya et  al., 
2008).

Implementing such measures depends on wider 
contexts, including the political freedom, spaces, and  
capacities that groups have to voice their views 
and to exercise influence; the constitutional, legal, 
and policy frameworks, social organizations, and 
systems that enable participation and support an 
active and democratic culture; the sociocultural 
conditions and relations within communities and 
families; and a comprehensive understanding of 
health and well- being that integrates and is acces-
sible to society (Arenas-Monreal, Piña-Pozas,  & 

Gómez-Dantés, 2015; Loewenson, 2016). These 
factors are not just shaped at local and national lev-
els. That is, the local SDH and the social, institu-
tional, and technical processes that affect them are 
increasingly influenced by global processes, and by 
decisions made by global and international actors. 
This topic is discussed in more depth in the next 
section.

 ▸ Global SDH, Local Impact: 
Experiences of Extractive 
Industries in East and 
Southern Africa

As noted earlier, globalization is transforming many 
of the social conditions that have the greatest impact 
on health, while also affecting the public policies and 
programs that target these determinants. Many of the 
elements identified within the socioeconomic and 
political context in Figure 4-2 are now influenced by 
global policies, institutions, and processes.

A review of international evidence on globaliza-
tion and SDH identified that while globalization has 
both positive and negative impacts on health, its ben-
efits are unevenly distributed (Labonte & Shrecker, 
2008). In this review, the benefits were reported to 
have been primarily obtained by countries and com-
munities that already had financial, land, physical, 
institutional, and human capital assets. While glo-
balization has certainly brought opportunities, such 
as the flow of information and new global funding 
to address health issues, the rules of current forms 
of globalization were found to favor already rich 
countries and people, which have greater resources 
and power to influence their design (Labonte & 
Shrecker, 2008; World Commission on the Social 
Dimensions of Globalisation 2004). In sub- Saharan 
Africa, globalization policies were associated with 
debt crises, capital flight, and structural adjust-
ment programs that were reported to have con-
tributed in part to increased inequality in health 
and reduced gains in life expectancy (Labonte &  
Shrecker, 2008). Examples of the mix of positive and 
negative outcomes are shown in EXHIBIT 4-11.

With the growing impact of global determinants 
on health, an analysis of globalization and SDH mer-
its deeper attention than a subsection of a chapter. 
The distribution of positive and negative impacts of 
global determinants of health is further discussed in 
the International Trade and Health, and Global Health 
Governance and Diplomacy chapters in this text, and 
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so is not covered in detail here. This section explores 
global drivers of local SDH and the responses to them 
through the example of the extraction of mineral 
resources from Africa, largely through global corpo-
rations and interacting with global capital markets. It 
also highlights how global and regional norms can be 
positively applied to address negative health outcomes.

In 2009, Africa’s oil, gas, and minerals exports were 
worth roughly five times the value of international aid 
to the continent ($246 billion versus $49 billion), with 
African oil and mineral resources sought after by high- 
and middle-income countries, including the emergent 
economies of China, Brazil, and India (Loewenson, 
Hinricher, & Papamichail, 2016). A surge in demand 
led to exploration and development of many new min-
ing sites and new agreements exchanging investment 
in infrastructure for mining rights to oil, coal, and 
various strategic minerals (Besada & Martin, 2013; 
Shelton & Kabemba, 2012). As a consequence of this 
activity, African countries are increasingly engaging in 
global markets. At the same time, the rewards from 
these ventures are reported to be skewed toward those 
countries and individuals who have existing economic 
power (Birdsall, 2005). African countries that are rich 
in these mineral resources have experienced high lev-
els of inequality and poverty—often referred to as “the 
resource curse” (Global Witness, 2012). A literature 
review of the health and SDH related to extractive 
industries in east and southern Africa found that 

they are significant economic actors in the region, but 
with limited forward or backward linkages into the 
national economy and limited job creation outside 
the sector, unless specifically stimulated (Loewenson 
et al., 2016).

This finding draws attention to how extractive 
industry (EI) activities, as a determinant of health, 
meet their responsibilities to protect against harm to 
health and make fiscal contributions to health care for 
the populations who work in or are affected by them. 
Corporations have duties to assess the potential risks 
of their activities to workers and surrounding com-
munities, and to prevent and manage these risks. In 
recent years, more attention has been given to envi-
ronmental risks associated with EIs, to EI company’s 
duties to populations displaced by their activities, 
and to the duties that they have to inform and enable 
co-determination and participation of those affected 
in making the decisions that affect their health (Inter-
national Labour Organisation, 2014; Murombo, 
2013).

The health benefits of EIs have largely come from 
employment, income, and some service provision, 
generally for those persons who are directly employed 
by the mining companies and their families, and 
from EI fiscal contributions to public services. Nev-
ertheless, tax exemptions often reduce their contribu-
tions to social funding. EIs also bring risks to health: 
They have been found to lead to accidents, hazardous 

EXHIBIT 4-11 Globalization, Women’s Occupational Roles, and Nutrition in Sub-Saharan Africa

A 2010 review of 62 peer-reviewed publications on pathways between globalization, women’s occupational roles, and 
nutrition found a mix of positive and negative outcomes, although with greater documentation of negative outcomes for 
women’s health and nutrition.

At the global and national level, 5  papers reported largely positive outcomes for SDH, with globalization-related 
innovations in technology and information, global normative commitments, and improved incomes, markets, and 
opportunities for improved diets from investments where women are involved in export-oriented farm production. 
However, 24 papers reported largely negative outcomes, with trade liberalization, terms of trade, market access, and 
value-added food chains largely benefiting existing wealth and foreign corporations; gender inequity in access to 
investment, technology, and extension services due to “gender-neutral” trade policies; shifts to imported foods and 
processed foods displacing local food crops with livelihood losses for women; and diminishing healthcare resources 
raising the costs of care.

At the community and household levels, 7 papers noted largely positive impacts in terms of improved returns 
from new technologies in crop yields, increased nonfarm employment, and information flows that challenged 
gender-related discrimination improving women’s conditions, with positive returns for household nutrition. Here, 
too, however, the larger number of papers (34) pointed to negative impacts at the community and household levels 
from determinants related to global trade, arising due to weak consideration of existing gender inequities in access 
to and control over production inputs in policy and program design; insecurity of and poor wages in new forms of 
employment; decreased time for household needs and neglect by women of their own well-being to meet time and 
resource demands; and decreased availability of local foods and increased consumption of higher-cost and poorer-
quality imported and processed foods (Loewenson, Bambas Nolen, & Wamala, 2010).
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working conditions, environmental hazards, deg-
radation of ecosystems, poor environmental health 
infrastructure, and displacement of local people—all 
of which increase the risk of disease. The literature 
reports the spread of communicable diseases (such as 
tuberculosis) and cholera epidemics from poor envi-
ronmental health infrastructure, sexually transmitted 
diseases, and HIV in communities surrounding the 
mines (Aaboe & Kring, 2013; Catholic Relief Services 
[CRS], 2011; Loewenson et al., 2016).

Poor communities living around the mines are 
reported to be particularly vulnerable to pollutants, 
given their poor living conditions, with less recogni-
tion or monitoring of their risks. They are also least 
able to obtain reliable information on these risks, or 
to register their concerns with decision makers (CRS, 
2011; von der Goltz & Barnwal, 2014). Mining is 
associated with (sometimes forced) displacement of 
communities, with reports indicating several thou-
sand families having been resettled to facilitate min-
ing in some countries (Global Environment Facility 
[GEF], Open Society Initiative for Southern Africa 
[OSISA], & United Nations Development Programme 
[UNDP], 2013; Human Rights Watch [HRW], 2013). 
As a health determinant, poor planning of such dis-
placement is reported to have led to loss of livelihoods; 
loss of access to water, flora, arable land, and pastures 
for livestock for these communities; and substandard 
living conditions. Affected communities were poorly 
consulted on plans discussed with government, mak-
ing it difficult for them to hold companies account-
able when they did not deliver on commitments, and 
generating social frustration (HRW, 2013). For those 
living near mines or displaced by mining, exclusion 
from decision making on measures to address the 
health and social impacts, noted in many reports, is 
reported to have led these groups to “bear a dispro-
portionate share of the costs of mineral development 
without adequate compensation, and to receive an 
inappropriately small share of the economic and social 
benefits” (International Institute for Environment and 
Development, 2002, p. 208).

As a key structural determinant, the policies 
and actions of the state play a vital role in protect-
ing the health of populations caught in the midst 
of these global processes. For the health sector, this 
calls in part for public health leadership to leverage 
cross-sectoral health-promoting actions to manage 
health risks. EXHIBIT 4-12 overleaf tells the story of 
one such response—that is, the experience of Tete in 
Mozambique. Other examples exist of state action in 
the east and southern Africa region, including using 
environment and health impact assessments to assess 

health risks, implementing audits to review the per-
formance of EIs as in Zambia, and setting contract/
lease renegotiations or renewals to review, require, 
or impose new obligations in Democratic Republic 
of the Congo, Zimbabwe, South Africa, and Mozam-
bique (De Backer, 2012; GEF et al., 2013; Kabemba, 
2014). While EI contributions for health and social 
welfare are generally identified as areas of voluntary 
corporate social responsibility (CSR), Democratic 
Republic of the Congo introduced a micro-levy on 
EIs in September 2014 to fight chronic malnutrition; 
in the same year, Zimbabwe lifted the exemption on 
the sector that had allowed EIs to avoid contributing 
to the AIDS Levy Fund (Loewenson et al., 2016).

As multinational EIs are themselves global actors, 
managing health in conjunction with EIs also calls 
for global governance arrangements to recognize and 
integrate social obligations for addressing SDH. At the 
global level, there are now numerous international 
standards, codes, or guidance documents related to 
the practices of EIs and multinational enterprises. 
These exist at the UN multilateral level, from Organi-
sation for Economic Co-operation and Development 
(OECD) countries, at the African Union level, from 
financial institutions, and in CSR standards developed 
by international business and by civil society. Some 
regions, such as the Economic Community of West 
African States (ECOWAS) in West Africa, have moved 
toward a “strength in numbers” approach, with efforts 
to harmonize laws relating to EIs, including laws tar-
geting health and social protection at the subregional 
level (Loewenson et al., 2016). The inclusion of these 
global norms as legal provisions in east and southern 
Africa and their strengthened implementation and 
oversight with accountability at the global, regional, 
and national levels, including in the source countries 
of EIs, have been identified in the literature as import-
ant measures to address the local health impacts of 
such global-level determinants (Loewenson et  al., 
2016).

The focus on EIs in this section presents one 
example of global-level SDH. Many others could be 
cited, including in the various dimensions of trade 
and health and climate change discussed in other 
chapters in this text. The experience in Tete described 
in Exhibit 4-12 and that of other countries in east 
and southern Africa in managing these challenging 
contexts suggests that while local communities and 
services may be organizing cross-sectoral responses 
to such global drivers, more attention is needed to 
determine how best to ensure that global standards 
are enforced, including by transnational, private 
actors.
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 ▸ Evaluating Action on the 
Social Determinants of Health 
and Health Equity

This chapter has presented evidence on the diver-
sity of SDH and on the analysis and actions being 
applied to tackle them, including measures to address 
health equity. WHO’s CSDH was a culmination of 
longstanding efforts by policy makers, state officials, 
academics, practitioners, and civil society to improve 

knowledge and evidence on the nature and extent of 
social determinants of health equity and to identify 
and implement policy or program actions to tackle 
them (Simpson, Kelly,  & Morgan, 2013). Evaluation 
of such interventions has been important to gather 
evidence and build learning from their implementa-
tion about options to address the social determinants 
of health inequities; one such evaluation is described 
in EXHIBIT 4-13.

One of the recommendations of the CSDH to 
“close the gap in a generation” was to “measure the 

EXHIBIT 4-12 Managing SDH in the Context of a Growing Extractive Sector: Tete, Mozambique

Tete province’s geographical positioning, significant 
natural assets, and influx of investment, people, and 
capacities offer opportunities for addressing health needs 
in this region. Investments in hydroelectric power and 
coal mining have dominated recent investments in Tete, 
such that the province had the second highest provincial 
GDP growth in Mozambique between 2002 and 2008, 
largely driven by extractive industries. While these 
investments have brought economic benefit, they have 
also placed demands on infrastructure and services, led 
to displacement of people, and increased risks of injury, 
ill health, and social risks from displacement, harmful 
alcohol use, and road traffic accidents. Within the context 
of the communicable, reproductive, and other health 
burdens in the province, there is evidence of high social 
deficits in the very districts that host these large projects. 
The population in Cahora Bassa, a district with significant 
new power projects, has poorer health status outcomes 
than the populations in districts with less investment; 
Moatize, where the mines are concentrated, has fewer 
health service resources and poorer coverage outcomes; 
likewise, Tete City, a richer area and the focus of economic 
activity, also has poor health status outcomes. Tete City, 
Cahora Bassa, and Moatize had calorie-adjusted poverty 
rates in 2007 that were higher than those in most other 
districts in the province, including districts that were 
worse off than these three districts in 1997.

These findings raise the question of how such 
economic investment can be better linked to improved 
population well-being. One route for managing these 
SDH is through upstream entry points, linking EI activities 
to value-added local production, including in small 
and household enterprises, and providing links to their 
markets and infrastructures. Further upstream entry 
points include improved corporate fiscal and other 
resource contributions for public spending on education, 
health, and other social services, and the integration 
of health and social impacts in environmental impact 
assessments prior to granting a mining license.

Within this context, an assessment of the SDH, 
opportunities, and deficits carried out in 2014–2015 

with the Tete provincial department of health (DPS Tete) 
identified key areas of action for the five-year provincial 
health strategy, including the following:

1. Closing the gap in improved household living 
conditions implemented through an intersectoral 
mechanism; ensuring all schools and health 
centers are connected to the power network; 
promoting small enterprise production of clean 
technologies for household cooking and energy; 
earmarking budgets and levies from local 
businesses for rapid improvements in rapidly 
growing settlements, such as Tete City and 
Moatize; and monitoring risks, interventions, and 
health impacts.

2. Promoting and protecting worker and community 
health in production activities, with measures 
outlined to promote occupational and community 
health and protect against production-related risks, 
including through environment, social, and health 
impact assessments; involving health personnel in 
oversight of corporate duties related to resettlement; 
and integrating company roles and resources in 
health services and activities in their districts.

3. Coordinated multisectoral strategies to improve 
food security and nutrition.

4. Expanding and improving equity in access to 
PHC, and positioning the health sector as a key 
redistributive sector in inclusive development, 
including through entry points in schools and 
workplaces, through private-sector contributions 
to healthcare services, and by enhancing 
community health literacy.

The province is now building support within other 
sectors for wider cross-sectoral implementation of these 
actions under the leadership of the governor of the 
province and with representatives of sectors at the national, 
provincial, and district levels (Loewenson & Simpson, 
2015; Ministério da Planificação e Desenvolvimento, 
2013; Ministério de Saúde, Mozambique, 2014; Republic 
of Mozambique et al., 2016; Salvucci, 2014).
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problem, evaluate action, expand the knowledge 
base, develop a workforce that is trained in the social 
determinants of health, and raise public awareness 
about the social determinants of health” (CSDH, 
2008, p.  20). This includes ensuring routine local, 
national, and international monitoring of SDH and 
health equity; investing in and building capacities 
to generate and share new evidence on the relation-
ship between SDH and population health and health 
equity, and on the effectiveness of interventions to 
tackle these SDH; and raising public awareness on the 
findings (CSDH, 2008).

To date, a significant body of evidence has been 
developed on the “problem,” on the link between 
specific SDH and health outcomes (particularly for 
intermediary SDH), and on the associations between 
SDH and health equity. By comparison, progress has 
been slower in evaluating the effectiveness and equity 
impact of interventions, and in generating attribu-
tions of impact to health or health equity and struc-
tural SDH. In part, this is due to the complexity of the 
methods used and the evidence needed to assess the 
commonly multicausal and context- dependent nature 
of the interventions for the “problem.” While there is 
increasing recognition of the value of implementation 
and health systems research using new methodologi-
cal approaches, there has been a continued predom-
inance of a biomedical paradigm in health research 
and the use of traditional evidence-grading systems 
to value evidence. This has led to intervention studies 
on SDH, and the qualitative methods used to under-
stand contexts for and impacts of complex interven-
tions on SDH, often being classified as “unscientific” 
and “value-laden,” despite their reliance on accepted 

social science methods (Baum, 2010; Bonnefoy et al., 
2011). That this situation is changing is evidenced, for 
example, by the growing efforts to measure action on 
SDH among and within countries, by the documen-
tation of country-level action on SDH, and by the 
Cochrane Equity Methods Group guidance on explic-
itly addressing equity in systematic reviews (Campbell 
& Cochrane Equity Methods Group, 2017; O’Neill, 
Tabish, Welch, Petticrew, Pottie, Clarke et al., 2014).

The CSDH Measurement and Evidence Knowledge 
Network emphasizes that no single approach to the 
generation of evidence should be favored over others 
and that evidence should not be appraised on the basis 
of adherence to a single evidence hierarchy or method 
(Kelly, Morgan, Bonnefoy, Butt,  & Bergman, 2007). 
Health impact and equity impact tools, such as those 
outlined earlier, and more comprehensive approaches 
such as “realistic evaluation,” support evidence on SDH 
and health equity because they move beyond simply 
estimating the likely effect of policy, to constructing 
logic models that show the implementation chain from 
policy to implementation in practice (Kelly et al., 2007). 
A range of methods and evidence enable practitioners 
to understand the complexity of mechanisms and the 
multifactorial nature of determinants that apply in 
practice and can make explicit the theories upon which 
programs are based. Realistic evaluation, for example, 
helps to capture the linkages between the context (the 
necessary conditions for an intervention to trigger 
mechanisms), the mechanisms (the aspects of a partic-
ular intervention that lead to a particular outcome in a 
given context), and the outcomes (the practical effects 
produced by causal mechanisms being triggered in a 
given context) (Kelly et al., 2007).

EXHIBIT 4-13 Evaluating Interventions to Reduce Health Inequities

A six-year program was implemented in the Netherlands in the late 1990s to systematize learning from policies and 
interventions to reduce health inequities. Twelve studies were commissioned to evaluate a range of interventions to 
tackle SDH known to contribute to health inequities and to reduce exposure of lower-socioeconomic groups to these 
factors (e.g., poorer working conditions). Methods used ranged from observational to quasi-experimental to experimental 
studies. Evaluation of seven interventions gave positive results, with the researchers finding an improvement in at least 
one health outcome and/or an intermediate outcome. For example, a rotation of tasks among dustmen (i.e., garbage 
collectors) reduced physical workload and sickness absenteeism. Overall, the program sought to contribute to an 
evidence-informed approach for developing a national response to health inequities. It recommended that evaluation 
studies using a variety of approaches be embedded in all future interventions on health inequities (Stronks & Mackenbach, 
2005; Simpson et al., 2013).

DEFINITION

A realistic evaluation approach combines assessment of design, process, and outcome and attempts to provide answers not 
only about which interventions work to address SDH, but also how they work and in which context(s) (Kelly et al., 2007).
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As argued earlier in this chapter, evidence and 
analysis contribute to the building of the relation-
ships and complexity of interventions often needed 
to address SDH, including for intersectoral action 
and HiAP. Having an explicit and shared conceptual 
framework and theory of change at the outset helps 
to clarify the pathways for change, to identify shared 
outcome measures for assessing performance and 
impact, to prioritize action, and to test the thinking, 
thereby informing subsequent IAH work (Loewenson, 
2013a). Analytic frameworks that explicitly include the 
 assessment of equity in the design, implementation, 
and assessment of outcomes, while important, are not 
always present in evaluations of intersectoral action 
on SDH ( Shankardass, Solar, Murphy, Greaves,  & 
O’Campo, 2012).

The South Australian program on HiAP described 
in Exhibit 4-2 has, for example, taken a two-phase 
approach to evaluating its work: The first is an evaluation 
of perceptions of, interests in, and processes for HiAP 
implemented through interviews with senior South 
Australian public servants from the beginning of the 

initiative and continued in tandem with the health lens 
analysis. The second is a more comprehensive approach 
implemented in three overlapping stages over a five-year 
period (2012–2016) and using mixed methods, includ-
ing test of a logic model of and theories of change for the 
work, shown in FIGURE 4-7 (Baum et al., 2014).

Semi-structured interviews were implemented 
with key political figures, officials, and other actors 
who have knowledge of the HiAP process to generate 
knowledge to support its development and implemen-
tation. In the second stage of the evaluation, the the-
ories developed in the first stage were tested, and the 
program logic and practice of implementation of the 
HiAP examined in eight health lens analysis projects, 
with detailed analyses in two of these health lens anal-
yses and online surveys of policy actors administered 
regularly over the five-year period. A final stage synthe-
sized the evidence to produce transferable knowledge 
and disseminate findings in annual research forums 
for peer review and discussion (Baum et al., 2014).

The features of the South Australia evaluation, 
which included multiple methods, stages, and areas of 

Undertake
joint

problem/
opportunity
identication
& decision-

making

Develop
relational

systems that
connect

individuals,
agencies &

sectors

Utilize
governance

systems that 
connect

HiAP
work with

senior
decision
makers

Mediated by:

Organizational 
&
institutional
culture and
capacity

Power
relations

Political will

Core group of
mandated staff work
within a dedicated HiAP
unit to raise awareness
about HiAP & lead
collaborative HiAP work

Policy entrepreneurs
promote visibility &
importance of HiAP to
help it get, & remain, on
agenda

Intermediaries facilitate
early adoption of HiAP
& continue to support it
by championing across
sectors, while watching
for windows of
opportunity

Collaborative health
lens projects
undertaken to gather
evidence, explore
health impacts & plan
policy action

Central mandate links
HiAP work to existing
Policy frameworks &
priorities

Accountability &
reporting processes
link HiAP work to cross
government initiatives &
senior management

Short-term impacts
- Increased
  understanding of
  SDoH
- Learning
- Broadened
  perspectives
- Convergence of
  agendas
- Agreed action
- New & strengthened
  alliances
- Increased
  organizational &
  personal capacity
  for intersectoral
  work
- Legitimized
  proposed actions
  reduced ‘silo ing’

Outputs
- Proposals
- Projects
- Evidence
- Reports
- Recommendations
- Resources
- Policy
- new opportunities
  for HiAP work

Policy
processes
& settings
that support
health

Increased
potential
for health

Increased
population
health &
health equity

Progress
against
sectoral
targets

Assumptions
(based on
experience &
knowledge)
underpinning
theory of
change

Improved health
& equity can be
achieved by
addressing 
social
determinants of
health (SDoH) &
their distribution

SDoH lie largely
outside remit of
health sector

Intersectoral
action is 
required
to address 
SDoH

Effective
intersectoral
action requires
political
commitment,
dedicated
resources & 
skilled 
personnel

South Australian context: History of social policy innovation, attention to SDoH and healthy public policy; cadre of staff in senior positions 
with well-developed understanding of SDoH and intersectoral action.

I

M

P

L

E

M

E

N

T

A

T

I

O

N

FIGURE 4-7 A preliminary program logic approach for evaluating HiAP in South Australia.
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focus in the evaluation and multiple forms of evidence 
generated to support strategic reflection, are reflected 
in other processes for evaluating SDH. WHO has 
developed Innov8, an eight-step analytic process to be 
undertaken by a multidisciplinary review team to iden-
tify improvements in program performance and actions 
on SDH, health equity, and gender equality, as well as 
progressive realization of universal health coverage and 
the right to health. Innov8 applies realistic evaluations 
and integrates areas of human rights, health systems 
strengthening, and gender into its assessments. It builds 
a theory of change into the review analysis, including 
how and why interventions and activities are expected 
to produce results in these areas (WHO, 2016). A series 
of Innov8 publications and resources, including coun-
try case studies, are available that demonstrate appli-
cation of this approach in areas such adolescent sexual 
and reproductive health, maternal and child health, 
and cervical cancer screening (WHO, 2016).

Routine collection, review, and reporting of data 
on SDH are as important as specific evaluations for 
effecting changes in and ensuring accountability of 
policy commitments made. Further, while increasingly 
sophisticated methods are available for measuring and 
analyzing social gradients in health and the impact of 
interventions, actually using such information in policy 
and stakeholder forums is critical to realize improve-
ments in SDH and health equity. WHO (2013b) pro-
vides a resource for ministries of health to support the 
monitoring of social determinants of health equity, 
through a series of eight online presentations and a 
link to the Health Equity Assessment Toolkit (HEAT; a 
software application that facilitates assessment within 
and across countries using available data).

Equity Watch reports provide a further example 
of use of evaluations—in this case, analyzing routine, 
household, and available community data on SDH and 
health equity in Africa (EXHIBIT 4-14). Almost all ESA 
countries have made policy commitments to promote 
equity in health. In 2007, the Regional Network on Equity 
in Health in East and Southern Africa (EQUINET)—a 
network of professionals, civil society, state, parliament, 
and academic actors promoting health equity—analyzed 
and reported on health equity in the region, building a 
cooperation with the east, central, and southern Africa 
(ECSA) health community to gather and report on evi-
dence on health equity (Rasanathan, 2011). In 2012, 
an “Equity Watch framework” of 25 priority indicators 
of health equity was used to organize evidence from 16 
countries in east and southern Africa, complemented 
by Equity Watch work in countries (EQUINET, 2012). 
National teams in six countries in the region involving 
state and nonstate actors and working with EQUINET 

organized, analyzed, and presented quantitative and 
qualitative evidence to assess progress in addressing 
health inequities, to evaluate social determinants and 
health care, and to inform social dialogue on proposals 
for strengthening health equity. The national reports have 
been used to monitor implementation of equity in the 
implementation of the national health strategic plans (in 
Zambia and Zimbabwe) and to inform policy dialogue 
(in Kenya and Zimbabwe) and research (in Mozam-
bique and Zimbabwe) (EQUINET, 2012; Rasanathan, 
2011). The Equity Watch process is an evidence-driven 
approach to strengthening rights to participation and 
accountability on equity in relation to SDH and universal 
health systems.

A range of indicators are used in such processes 
for relative and absolute measures of health inequi-
ties (e.g., rate ratios and rate differences across two 
groups) and to gain insight into the patterns of health 
inequities in populations, such as through the Gini 
coefficient or the concentration index (Kelly & Doo-
han, 2014). The indicators used may be related to the 
following issues:

 ■ Political and legal factors, such as the presence of 
constitutional rights to health or, conversely, the 
presence of constitutional or legislative barriers to 
health, such as early marriage

 ■ Economic factors, such as the gross domestic 
product, level of tax revenues, and household pov-
erty or wealth, often expressed in quintiles of the 
population

EXHIBIT 4-14 The Equity Watch in East and 
Southern Africa

An Equity Watch is a means of monitoring progress 
on health equity by gathering, organizing, analyzing, 
reporting, and reviewing evidence identified from 
policy commitments made and from research evidence 
deemed relevant for improving equity in health. In 
addition to areas of importance for specific countries, 25 
progress markers are included in all Equity Watch reports:

 ■ Five markers of advancing equity in health
 ■ Seven markers of access to national resources and 

SDH
 ■ Eight markers of resourcing redistributive health 

systems
 ■ Five markers of a more just return from a global 

economy

Information and country and regional equity 
watch reports are available at www.equinetafrica.org 
(EQUINET, 2012).
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 ■ Services and entitlements, such as education com-
pletion, health service coverage, or social protection

 ■ Living standards and material conditions, such as 
access to clean water, air pollution, traffic density, 
housing, and sanitation

 ■ Social features, such as culture, residence, class, 
occupation, ethnic groups, age, gender, disabil-
ity, and religion (Kelly & Doohan, 2014; Solar & 
Irwin, 2010)

Some key factors, such as power relations, social 
control/autonomy, and social support are less easily 
measured and often less effectively included in assess-
ments. Factors such as gender may be intertwined 
with power relations and other SDH in generating 
health inequities. As noted at the beginning of this 
chapter, sociopolitical processes are themselves struc-
tural determinants that can persistently impact on 
health outcomes, such as the processes of coloniza-
tion that negatively impact indigenous peoples’ health 
(Axelsson et al., 2016). For this reason, research and 
evaluation of policies affecting determinants of health 
equity need to take all these dimensions and their 
intersections into consideration, as in the European 
Union’s SOPHIE project (described in EXHIBIT 4-15).

It is important that the processes for evaluation, 
monitoring, and analysis strengthen the social power of 
those affected by these SDH, and do not alienate them. 
In part, this means explicitly including SDH prioritized 
by these groups, including those determinants that are 
difficult to measure, and directly involving affected 
communities as researchers and agents of change in 
analysis and learning from action, such as in partici-
patory action research and participatory evaluation 
processes (Loewenson et  al., 2014; SHaPeS Thematic 
Working Group of Health Systems Global et al., 2016).

 ▸ Conclusion
This chapter has explored a range of country experi-
ences and published reviews and papers to develop a 
conceptual understanding of the different levels and 
types of SDH; their relationship to health equity, human 
rights, and gender equality; and their implications 
for health systems and for intersectoral and whole-
of- government actions directed toward health and 
health-in-all-policies systems. While clearly a “work in 
progress,” the growing body of evidence on all levels 
of SDH and their association with health outcomes is 
opening a deeper understanding of the “causes of the 
causes” in health outcomes. It is also building knowl-
edge on how SDH at a structural level generate social 
stratification and social differentials in a range of inter-
mediary SDH with an impact on health. Where these 
social differences in health are avoidable and remedi-
able, they call for action on the SDH underlying them 
as a matter of social justice and human rights. The 
SDH perspective draws attention to measures to frame, 
understand, and integrate into interventions factors 
such as social exclusion, social agency, and power.

Through these approaches, those working in 
health-related fields can promote health and well- 
being and address differences in exposure and vulner-
ability. They can take a leadership or facilitating role 
in intersectoral action, and mediate or mitigate the 
financial, social, and physical consequences of illness. 
This is not just a matter for local and national levels 
to address. As this chapter has pointed out, globaliza-
tion is influencing structural and intermediary SDH 
at the national and local levels, driving the need for 
normative and other actions on such SDH from the 
local level to the global level, to ensure fair benefits 
and prevent harms.

EXHIBIT 4-15 The EU’s SOPHIE Project

The EU’s “Evaluating the Impact of Structural Policies on Health Inequalities and their Social Determinants, and 
Fostering Change” (SOPHIE) project sought to generate new evidence on the impact of structural policies (macro-
economy, welfare state, employment relations, unemployment, built environment, and housing policies) on health 
inequalities, and to develop innovative methodologies for the evaluation of these policies in Europe. The Gender 
group of SOPHIE developed guidance for assessing how gender intersects with other social, cultural, and economic 
determinants, and evidence on how gender-oriented and immigration-related policies affect health inequalities. 
This work enables strengthened and more comprehensive evaluations of the health equity impact of policy and 
interventions. The main findings of the SOPHIE project include the following: (1) Evaluating structural policies is 
a new methodological challenge; (2) mixed methods are essential to the evaluation of structural policies; and  
(3) realistic approaches help to address new and vital questions, while noting the need for a clear and efficient 
working protocol to be developed. Further information is available on the SOPHIE project at www.sophie-project.
eu/project.htm (Palència, Malmusi, & Borrell, 2014).
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This chapter concluded with observations on how 
the positive or negative impact of these actions may be 
monitored and evaluated, including in terms of their 
distributional impacts. Evidence on and analysis of 
the relationship between SDH and health (equity) out-
comes, while raising measurement and method chal-
lenges, is important to inform action, and to support 
evaluation of interventions and processes that seek to 
“close the gap.”

At the same time, these policies and actions need 
to be understood in terms of how they affect the social 
power and status of those communities affected by 
them, and how they impact procedural justice. Partici-
patory processes, wherein communities document and 
express their collective experience, voice, and agency, 
can build forms of shared power and social support 
that enable and sustain action on SDH, and are a social 
asset and a right in processes that build knowledge 
and action on SDH. Addressing unfair, avoidable, or 
remediable differences in SDH and improving health 
equity outcomes among population groups is not 
simply a technical issue: It is an ethical issue, a mat-
ter of social justice, and an outcome of social power  
and action.
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Discussion Questions
1. What is the difference between health inequal-

ity and health inequity?
2. What are the key features and dimensions of 

conceptual frameworks that explore the rela-
tionship between social determinants of health 
and health equity?

3. What are the different ways that action on SDH 
can reduce health inequities? Provide an exam-
ple of each.

4. What role does gender play in health equity? 
How does a human rights approach affect the 
way this issue is addressed? Provide exam-
ples to demonstrate your response to both 
questions.

5. What can health systems do to support the mea-
sures for successful implementation of intersec-
toral action for health? Which features of health 
systems have been found to facilitate these roles? 
Provide examples to demonstrate your response 
to both questions.

6. “Social power affects the ability people have to 
influence and make choices over health inputs 
and to use these inputs to improve their well- 
being.” Explain, with concrete examples, the 
pathways through which social power may pos-
itively or negatively affect health equity.

7. What are the key features of approaches used 
to monitor and evaluate interventions on the 
social determinants of health equity?
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CHAPTER 5

Reproductive Health
M. Omar Rahman, Jane Menken, and Dipak Kumar Mitra

Reproductive health in low- and middle-income 
countries (LMICs) has long been addressed 
primarily through family planning and mater-

nal and child health programs, and through programs 
to prevent and treat sexually transmitted infec-
tions (STIs), particularly human immunodeficiency 
virus (HIV)/acquired immunodeficiency syndrome 
(AIDS).

Reproductive health is tied to policy concerns 
about population growth as well as health. In 1994, the 
United Nations (UN) sponsored the third decennial 
International Conference on Population and Develop-
ment (ICPD) in Cairo. The previous two conferences 
had emphasized family planning and economic devel-
opment, respectively, as the major focus of population 
policy—policy that was intended to reduce fertility 
and, thereby, population growth. The rationale for 
support of family planning programs included both 
the right of individuals to control their own fertil-
ity and the belief that reduced fertility would lead to 
reduced population growth, which would have ben-
efits for individuals, nations, and the world. In 1994, 
for the first time, women’s health advocates, including 
many from nongovernmental organizations (NGOs), 
played a key role in the ICPD and brought to the fore 
issues of reproductive health that went beyond fam-
ily planning. They called for a fundamental redefini-
tion of population policy that focused on the status of 
women and gave “prominence to reproductive health 
and the empowerment of women while downplay-
ing the demographic rationale for population policy” 
(McIntosh & Finkle, 1995).

The 1994 ICPD adopted a Programme of Action 
that included the following definition of reproductive 
health:

Reproductive health is a state of complete 
physical, mental and social well-being, and 
not merely the absence of disease or infir-
mity, in all matters relating to the reproduc-
tive system and its processes. Reproductive 
health therefore implies that people are able 
to have a satisfying and safe sex life and that 
they have the capability to reproduce and the 
freedom to decide if, when, and how often to 
do so. Implicit in this last condition are the 
right of men and women to be informed and 
to have access to safe, effective, affordable and 
acceptable methods of family planning of 
their choice, as well as other methods of their 
choice for the regulation of fertility which are 
not against the law, and the right of access to 
appropriate health-care services that enable 
women to go safely through pregnancy and 
childbirth and provide couples with the best 
chance of having a healthy infant. . . . It also 
includes sexual health, the purpose of which 
is the enhancement of life and personal rela-
tions, and not merely counseling and care 
related to reproduction and sexually trans-
mitted diseases (United Nations, 1994).

This vision of reproductive health has— perhaps 
not unexpectedly—proved controversial and has 
not been achieved to the extent hoped for by its 
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proponents (see, for example, “Conference Adopts 
Plan on Limiting Population,” 1999; “Population Con-
trol Measures to Aid Women Are Stumbling,” 1999). 
Nor did donors uphold the pledges made at the Cairo 
conference. In 2003, the UN estimated that the inter-
national donor community had contributed far less 
than the pledges for reproductive health made at 
Cairo. Of the $6.1  billion promised by 2005, slightly 
more than $3 billion was provided through 2003 
(Population Reference Bureau, 2004; United Nations 
Commission on Population and Development, 2004). 
However, since the initiation of Millennium Devel-
opment Goals (MDGs) and other allied efforts, such 
as the “Global Strategy for Women’s and Children’s 
Health” and “Every Woman, Every Child” campaign, 
the situation has significantly improved. Commit-
ments worth of approximately $45 billion were made 
to achieve MDG targets, of which $31 billion had been 
disbursed as of May 2015. Annual disbursement for 
women’s and children’s health increased from 2010 to 
2013 by 25%, particularly in previously underfunded 
areas including family planning, where the increase 
was 50.5% from 2010 to 2013 (World Health Organi-
zation [WHO], 2015a).

A less controversial and more limited version of 
the vision for reproductive health guided the 1997 U.S. 
National Academy of Sciences report on reproductive 
health (Tsui, Wasserheit, & Haaga, 1997):

1. Every sex act should be free of coercion and 
infection.

2. Every pregnancy should be intended.
3. Every birth should be healthy for both 

mother and child.

Even so, no country, according to Tsui,  Wasserheit, 
and Haaga (1997), met these more limited goals by 
1997, and the problems were greatest in LMICs.

In 2000, the United Nations Millennium Dec-
laration was adopted as a commitment to “making 
the right to development a reality for everyone and 
to freeing the entire human race from want” (United 
Nations General Assembly, 2000). Eight MDGs were 
established as part of the “Roadmap Toward the 
Implementation of the United Nations Millennium 
Declaration” (United Nations General Assembly, 
2001). Goal 5 was to improve maternal health, with a 
specific target of reducing “by three quarters, between 
1990 and 2015, the maternal mortality ratio.” Despite 
significant improvements in maternal health during 
the MDG era (the world maternal mortality ratio 
[MMR] declined from 385/100,000 live births in 1990 
to 216/100,000 live births in 2015), final estimates 
show that vast majority of LMICs failed to achieve 
the three-fourths reduction in maternal mortality 

required by MDG 5 (UNICEF & WHO, 2015). A wide 
variation exists in the reductions in MMR achieved in 
specific world regions. South Asian countries experi-
enced the highest reduction, 67% (from 558/100,000 
live births in 1990 to 182/100,000 live births in 2015), 
and sub-Saharan countries had the lowest reduction 
over the same period, 37%. The Sustainable Develop-
ment Goals (SDGs) established as follow-ons to the 
MDGs have already been set, with the SDG being to 
bring down global MMR to 70/100,000 live births by 
2030 (United Nations, 2016).

This chapter emphasizes both the older and the 
newer views of family planning and reproductive 
health. In the next section, which examines demo-
graphic trends, the focus is on population growth 
and change and the transitions under way around the 
world from situations of high fertility and high mor-
tality to those of low fertility and low mortality. The 
ways in which people control their fertility and indices 
of the effects of various fertility determinants on over-
all fertility in a range of countries are then considered. 
The third section examines family planning programs 
and their role in the reduction of fertility and unin-
tended pregnancy. The next two sections consider the 
role of fertility patterns in the health of children and 
women, respectively. The final section presents brief 
recommendations for future research and programs. 
Because the Infectious Diseases chapter focuses on 
sexually transmitted infections (STIs), including HIV/
AIDS, these crucial aspects of reproductive health are 
mentioned only briefly here.

 ▸ Demographic Trends and 
Fertility Determinants

History of Population Growth
To understand the context of the concerns about pop-
ulation and reproductive health in the world today, 
it is instructive to review the history of population 
growth and its associated impacts. FIGURE 5-1 shows 
the growth of the world’s population and, in particular, 
the extraordinary changes in growth rates over the past 
200 years. The world population reached 1 billion just 
after 1800. By the turn of the twentieth century, it had 
reached 1.6 billion, and before 1930 it had surpassed 
2 billion. Thus, it took less than 125 years to add the 
second billion people—an astounding feat given the 
long sweep of history needed to reach the first billion. 
World population passed the 3 billion mark in 1960. 
Each additional billion people has taken less time to 
add, so that by the year 2000, population had reached 
6.1 billion. Thus, population doubled between 1960 
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and 2000, adding 3 billion people in only 40 years. 
By 2010, almost 1 billion people were added in just 
10 years’ time, so that world population in 2010 was 
6.9 billion (United Nations Population Division, 2009); 
Figure 5-1). The global population projection until 
2050 shows that every 10 years 1 billion people will be 
added in this planet (United Nations Population Divi-
sion, 2015b).

The majority of this population expansion has taken 
place in the low- and middle-income regions of Asia, 
Africa, Latin America, and Oceania (FIGURE 5-2), which 
accounted for 84% of the world’s population in 2010, 
compared with 71% in 1950. The share of world popula-
tion in these regions is expected to continue increasing, 
reaching 88% in the middle of the  twenty-first century 
(United Nations Population Division, 2015b).

FIGURE 5-1 The growth of population and, in particular, the extraordinary change of the past 200 years.
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FIGURE 5-2 Population size by continent, 1950–2050.
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The encouraging news is that the rate at which 
the world’s population is growing has declined con-
tinuously since about 1960 (FIGURE 5-3), although 
the absolute number of people added in each decade 
has continued to increase. After 2000, that number 
was projected to decline. Population growth rates are 
declining in most LMICs, albeit at an uneven pace; 
that is, some countries and regions are experiencing 
much more rapid change than others. China is a par-
ticularly prominent example: Its growth rate was 2.1% 
in 1960, increased to 2.6% in 1965, but then steadily 
dropped to less than 1% by 1995 and is expected to 
reach zero growth by 2030.The United Nations esti-
mates that world population in the middle of the 
twenty-first century will total between 8 billion and 
11 billion people. By that time, the growth rate will 
be significantly less than 1% but will not yet have 
achieved the no-growth stable situation.

It is important to note that population projections 
involve complex statistical procedures with variable 
uncertainty, dependent on the stability of the mortality 
and fertility trend lines. This is particularly true as the 
projection period becomes longer. In hindsight, actual 
changes can vary significantly from the projections if 
mortality and fertility trends do not match expecta-
tions. For example, the UN projection made in 2008 
estimated that the world population growth rate would 
decrease faster, reaching 0.34 in 2050. However, the 
updated projection in 2015 shows that the decline in 
world population growth will be relatively slower than 
earlier estimates and will reach only 0.57 by the year 
2050 (Figure 5-3). This outcome reflects the combined 
effects of lower than expected fertility reduction and 
greater than expected mortality reduction, particularly 
in Africa. Fertility reduction was slower than expected 

due to lack of proper implementation of family plan-
ning programs, and mortality reduction was faster 
than expected due to better control of the HIV/AIDS 
epidemic in affected countries (May et al., 2014).

Because of reduced fertility and increased life 
expectancy, the proportion of the population consist-
ing of people older than 65 years will increase over 
time from 8% in 2010 to 16% in 2050, while the pro-
portion attributable to children younger than age 15 
will decrease from 26.7% in 2010 to 21.3% in 2050 
(United Nations Population Division, 2015b).

The Demographic Transition
What explains the historic experience of low initial 
population growth, followed by an explosive increase 
and finally by a steady decline in growth? The clas-
sic theory of demographic transition proposed by 
 Notestein (1953) and others postulated that all societ-
ies initially start off with high fertility and high mor-
tality levels. At some point in societal development, 
mortality rates fall due to public health advances, while 
fertility rates remain high. This combination results 
in explosive population growth, with birth rates far 
exceeding death rates, until at some point birth rates 
also start to decline and a new equilibrium is reached 
at low fertility and low mortality levels.

Until fairly recently, the classic theory of demo-
graphic transition held sway, and all societies were 
supposed to go through it in a lock-step manner. In 
the early to mid-1970s, however, an international 
team of researchers participated in the Princeton Uni-
versity European Fertility Project and carefully exam-
ined historical fertility declines in Europe. They came 
to a somewhat surprising conclusion: The process of 
demographic transition is quite varied and does not 
always follow the path suggested by classic theory 
(Coale & Watkins, 1986). Under that scenario, a cer-
tain level of socioeconomic development was required 
for the initial mortality decline, which was followed, 
at some later point, by fertility decline. Researchers 
in the European Fertility Project, however, found 
that mortality decline took place in different societies 
at different levels of development and that there was 
no magic threshold of mortality above which fertility 
decline would not take place.

The current consensus about the demographic 
 transition is that there is no specific sequence in 
which fertility and mortality decline. They can decline 
together, or one can decline before the other. Fur-
thermore, no specific thresholds of development are 
required for either process to start. Moreover, the inter-
vals between a high-fertility and high- mortality regime 
and a subsequent low-fertility and low- mortality regime 

FIGURE 5-3 World population growth rate, 1950–2050, 
projected in 2008 (1950–2050) and 2015 (2010–2050).
Data from United Nations, Department of Economics and Social Affairs, Population Division (2009). World population prospects: The 2008 
revision, volume I: Comprehensive tables (ST/ESA/SER.A/287). Accessed on November 10, 2016 from http://kczx.shupl.edu.cn 
/download/786444c9-20c1-4b5a-b0d6-d7544569a2ee.pdf and United Nations, Department of Economics and Social Affairs, 
Population Division (2015). World population prospects: The 2015 revision, volume I: Comprehensive tables (ST/ESA/SER.A/379). Accessed 
on November 10, 2016 from https://esa.un.org/unpd/wpp/publications/Files/WPP2015_Volume-I_Comprehensive-Tables.pdf
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are also not fixed and can vary considerably. The expe-
rience of the LMICs has borne out this new consensus. 
Demographic transitions have taken place at different 
rates in different places and with different sequences. 
A common thread, however, is that the transition has 
often been considerably more rapid than those seen in 
the European or North  American historical record.

Population growth rates and fertility and mortality 
for different parts of the world since the mid- twentieth 
century to the mid-twenty-first century are shown in 
TABLE 5-1, and for the specific cases of  Bangladesh and 
Kenya, in EXHIBIT 5-1. Growth rates are given as the per-
cent change in population per year for the 5 years sub-
sequent to the specified date. When a population stops 
changing in size, it becomes stationary and its growth 
rate is zero. The total fertility rate (TFR) is the number 

of children a woman would bear, on average, if they 
lived to the end of the reproductive period under the 
childbearing pattern of a particular year—for example, 
if they had, at age 15, the birth rate of 15-year-olds in 
1970; at age 16, the birth rate of 16-year-olds in 1970; 
and so on. Life expectancy at birth is the average num-
ber of years people would live if their entire life were 
spent under the age-specific mortality conditions of a 
particular year—for example, if they experienced the 
infant mortality of 1970, the death rate at age 1 of 1970, 
and so on. The numbers resulting from these exam-
ples would be the 1970 TFR and the 1970 life expec-
tancy. A TFR of approximately 2.1 is usually referred 
to as  replacement-level fertility. If, over the long run, 
women have that number of children on average, the 
population will become stationary, neither growing 

TABLE 5-1 Growth Rate, Total Fertility Rate, and Life Expectancy for Regions of the World by Time Period

Region 1950 1970 1990 2000 2010 2020 2050

World

Growth rate 1.77 1.96 1.54 1.24 1.18 0.97 0.57

Total fertility rate 4.96 4.48 3.04 2.62 2.51 2.43 2.25

Life expectancy 46.8 58.0 64.5 67.1 70.5 72.7 77.1

Low- and Middle-Income Countries

Growth rate 2.03 2.39 1.84 1.46 1.36 1.12 0.66

Total fertility rate 6.08 5.42 3.39 2.83 2.65 2.52 2.30

Life expectancy 41.5 54.8 62.5 65.3 68.8 71.2 76.0

Higher-Income Countries

Growth rate 1.19 0.77 0.44 0.34 0.29 0.17 −0.02

Total fertility rate 2.82 2.15 1.67 1.58 1.67 1.72 1.82

Life expectancy 64.7 71.1 74.1 75.6 78.3 79.9 83.5

Asia

Growth rate 1.91 2.29 1.63 1.20 1.04 0.75 0.19

Total fertility rate 5.82 5.06 2.96 2.39 2.20 2.09 1.92

Life expectancy 42.1 56.4 65.1 68.5 71.6 73.9 78.3

(continues)
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nor declining. Women will be contributing to the next 
generation one child for themselves and one for their 
partner, and a bit more for girls who were born but did 
not survive to reproduce.   

As shown in Table 5-1, life expectancy rose con-
tinuously over the latter half of the twentieth century. 

The exceptions (not shown) occurred in the countries 
of Africa hardest hit by AIDS, where, by 2000, this dis-
ease had wiped out much, if not all, earlier gains (see 
Exhibit 5-1 for the specific case of Kenya). Accord-
ing to the United Nations, nine countries had adult 
HIV prevalence of 10% or more in 2009: Swaziland, 

Region 1950 1970 1990 2000 2010 2020 2050

Africa

Growth rate 2.08 2.61 2.63 2.45 2.55 2.31 1.77

Total fertility rate 6.60 6.67 5.73 5.10 4.71 4.14 3.11

Life expectancy 37.3 46.4 51.7 53.3 59.5 62.9 69.9

Latin America and Caribbean

Growth rate 2.69 2.43 1.73 1.36 1.12 0.85 0.26

Total fertility rate 5.89 5.03 3.01 2.52 2.15 1.96 1.78

Life expectancy 51.2 61.2 68.4 72.1 74.5 76.8 81.7

Oceania

Growth rate 2.23 1.76 1.49 1.43 1.54 1.23 0.79

Total fertility rate 3.84 3.23 2.49 2.43 2.42 2.29 2.06

Life expectancy 60.4 66.4 72.5 75.1 77.5 79.2 82.1

North America

Growth rate 1.67 0.95 1.05 0.92 0.78 0.69 0.38

Total fertility rate 3.35 2.01 2.00 1.99 1.86 1.87 1.90

Life expectancy 68.6 71.4 75.8 77.4 79.2 80.6 84.3

Europe

Growth rate 0.98 0.60 0.19 0.07 0.08 −0.04 −0.21

Total fertility rate 2.66 2.17 1.57 1.43 1.60 1.66 1.79

Life expectancy 63.6 70.6 72.6 73.8 77.0 78.6 82.2

Note: Growth rate (% per year), total fertility rate, and life expectancy are for the subsequent 5-year period (e.g., 1950–1955). Life expectancy is for both sexes combined. All estimates are from the 
medium variant projections.
Data from United Nations, Department of Economics and Social Affairs, Population Division. (2015). World population prospects: The 2015 revision, volume I: Comprehensive tables (ST/ESA/SER.A/379). 
Accessed on November 10, 2016 from https://esa.un.org/unpd/wpp/publications/Files/WPP2015_Volume-I_Comprehensive-Tables.pdf

TABLE 5-1 Growth Rate, Total Fertility Rate, and Life Expectancy for Regions of the World by Time Period (continued)
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Botswana, Lesotho, Zimbabwe, South Africa, Namibia, 
Zambia, Malawi, and Mozambique (UNAIDS Fact 
Sheets, 2009). The U.S. Census Bureau (2004) esti-
mated that, on average, life expectancy in 2010 will 
be significantly less in these countries than it would 
have been in the absence of AIDS. Much of the 
increase in every country in life expectancy is due to 
improvements in infant and child survival; by con-
trast, the HIV-related declines are primarily the result 
of increased adult mortality. However, the latest WHO 
(2016) estimate shows that African countries have 

overcome the setbacks posed by AIDS epidemic and 
that life expectancy dramatically improved between 
2000 and 2015. With increasing access to antiretro-
viral treatment (ART), the number of AIDS-related 
deaths declined by 39% between 2005 and 2013 in 
sub- Saharan Africa, increasing life expectancy in that 
area by 10 years (Kharsany & Karim, 2016).

Total fertility rate had declined by 1970 in all 
parts of the world, with the exception of Africa. That 
decline was, in low- and middle-income regions, over-
whelmed by increases in life expectancy, so that these 

EXHIBIT 5-1 Demographic Change in Kenya and Bangladesh

Kenya (population = 46 million) and Bangladesh (population = 161 million) will be used as case studies to illustrate demographic 
change in this chapter for a number of reasons. There are both similarities and differences in their experiences.

First, similar to Bangladesh, Kenya experienced high population growth rates that were the result of continuing high 
fertility during a period when mortality was declining quite sharply. Thus, in the period 1950–1955, life expectancy was 
40.5 years for males and 44.2 years for females. By 1980–1985, almost 16.5 years had been added to life expectancy for both 
males and females in Kenya, raising life expectancy there to 57 years for males and 60.7 years for females. In comparison, 
although life expectancy also rose sharply during the same period for Bangladesh, the increase was notably less than 
in Kenya (10 years for males and 14 years for females). Because Bangladesh started from a lower base in 1980–1985, life 
expectancy in Bangladesh was actually significantly (almost 10 years) lower than that in Kenya (male = 48.9 years; female =  
50.2 years). As a result of the sharp decline in mortality coupled with continuing high fertility rates (during that period, 
the total fertility rate in Kenya exceeded 7 births per woman), population growth rates in Kenya increased from 2.77% per 
year in 1950–1955 to 3.78% per year in 1980–1985. Similarly, for Bangladesh, due to the sharp drop in mortality and the 
continued high fertility (TFR remained between 6 and 7 births per woman), there was also a sharp increase in population 
growth rates, from 2.11% in 1950–1955 to 2.61% in 1980–1985.

Second, as was the case in Bangladesh, a successful family planning program in Kenya managed to bring about a 
fertility decline despite relatively little improvement in socioeconomic indicators (Toroitich-Ruto, 2001). Fertility dropped 
sharply over the next 15 years, from 7.22 births per woman in 1980–1985 to 5.07 births per woman in 1995–2000. Fertility 
subsequently appears to have declined slowly; it was approximately estimated at 4.96 births per woman in 2005–2010 
and 4.54 births per woman in 2010–2015. Both the initial sharp decline and the subsequent slower decline in total fertility 
rates are similar to the experience of Bangladesh, although TFR in Bangladesh remained at a significantly lower level—
approximately 3.3 births per woman in 1995–2000—and subsequently dropped very slowly to an estimated 2.36 births per 
woman in 2005–2010 and 2.2 births per woman in 2010–2015.

Kenya, like other countries severely affected by AIDS, saw its life expectancy fall in the latter part of the twentieth 
century, from 57 to 51 years for males and from 62 to 52.3 years for females in 2000. Since then, the situation in Kenya has 
improved due to a significantly faster than expected morality decline resulting from more effective control of HIV in the 
post-2008 period. Additional gains of 4 to 5 years in life expectancies have been observed in both males and females for 
Kenya. However, unlike mortality reductions, fertility rates in Kenya declined much less than expected as per the 2008 
projections. Instead of declining from 4.9 births per woman in 2010 to 2.39 births per woman in 2050, TFR will decline to 
only a projected 2.85 births per woman in 2050 as per 2015 projections. Thus, the annual population growth rate in Kenya 
was predicted to be 1.27% in 2050 by the 2008 projections and is now 1.69% according to the 2015 projections.

In the case of Bangladesh, since 2008, mortality reductions have been slightly greater than expected (an additional 
2 years of life expectancy is projected through 2050) and fertility reductions have also been greater than expected, thus 
overriding the mortality decline. TFR, instead of declining from 2.36 births per woman in 2010 to 1.85 births per woman 
in 2050, is now expected to decline to a projected 1.67 births per woman in 2050. Thus, the predicted growth rate in 2050 
for Bangladesh was 0.26% as per the 2008 projections and is now 0.18% according to the 2015 projections.

In conclusion, Kenya experienced significantly lower than expected declines in population growth rates in the post-
2008 period due to a combination of higher than expected mortality decline along with significantly lower than expected 
fertility decline. Bangladesh, by contrast, experienced basically a flat picture, with a slightly higher than expected fertility 
decline matching the slightly higher than expected mortality decline.

(continues)
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EXHIBIT 5-1 Demographic Change in Kenya and Bangladesh (continued)

Population growth rates for Bangladesh and Kenya, 1950–2050, 
projected in 2008 (1950–2050) and in 2015 (2010–2050). All 
estimates are from the medium variant projection.
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regions’ growth rates—and their population growth— 
increased. Fertility continued to fall, however, and at 
sufficient rates to counteract the continuing increased 
in life expectancy. This fertility transition is serving 
to bring growth rates down in all low- and middle- 
income regions today. HIV/AIDS may be contributing 
to recent declines in fertility in the parts of the world 
hardest hit by this disease; a mounting body of evidence 
indicates that infected women have reduced fecundity 
(Lewis, Ronsmans, Ezeh, & Gregson, 2004; United 
Nations Population Division, 2002). The changes in 
population growth rates, total fertility rates, and life 
expectancy are illustrated in Exhibit 5-1, which pro-
vides information for Bangladesh and Kenya from 
1950 to 2050 using the medium-variant UN popula-
tion estimates (United Nations Population Division, 
2015b).

To understand the different types of fertility tran-
sitions that have taken place, we need an understand-
ing of the determinants of fertility and fertility change 
in different contexts. An extensive body of literature 
has examined the impact of socioeconomic factors on 
desired family size (Bankole & Westoff, 1995; Bulatao &  
Lee, 1983; Rutstein, 1998). Much of this discussion 

centers on the costs and benefits of children and the 
notion that couples desire additional children as long 
as the benefits are greater than the costs. These ben-
efits and costs are, in turn, determined by a range of 
factors, some of which are structural (e.g., wages, rates 
of return on investments, opportunity costs), and 
some of which are attitudinal (i.e., changes in values 
and expectations). Improvements in the educational 
status of women, for example, are thought to decrease 
desired family size because such trends increase the 
potential wages that women can earn and, therefore, 
raise the opportunity costs of childbearing. Educa-
tion may, in addition, lead to attitudinal change about 
quantity–quality tradeoffs in numbers of children—
for example, having fewer children so that greater 
investment in the education of each child is feasible.

Implicit in this theoretical framework is the idea 
that couples weigh a variety of alternatives, with 
childbearing being just one of the possible behavioral 
choices available. Other structural factors affecting 
fertility rates include trends such as increasing land-
lessness, which decreases the benefits of the labor pro-
vided by children and thereby tends to reduce family 
sizes. More recent research emphasizes attitudinal 

Life expectancy at birth in years for females in Bangladesh and Kenya, 1950–2050, projected in 2008 (1950–2050) and 
2015 (2010–2050). All estimates are from the medium variant projection. 
Data from United Nations, Department of Economics and Social Affairs, Population Division (2009). World population prospects: The 2008 revision, volume I: Comprehensive tables (ST/ESA/SER.A/287). Accessed on November 10, 2016 from http://kczx.shupl.edu.cn 
/download/786444c9-20c1-4b5a-b0d6-d7544569a2ee.pdf. United Nations, Department of Economics and Social Affairs, Population Division (2015). World population prospects: The 2015 revision, volume I: Comprehensive tables (ST/ESA/SER.A/379). Accessed on 
November 10, 2016 from https://esa.un.org/unpd/wpp/publications/Files/WPP2015_Volume-I_Comprehensive-Tables.pdf
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change as affecting fertility rate. It posits that values 
and expectations can change as a result of outside 
influences. Thus, exposure to messages in which small 
families are treated as a marker for modernity may 
motivate couples to reduce their desired family sizes 
even in the absence of any changes in the structural 
costs and benefits of children.

Although this chapter focuses on LMICs, in 
almost none of which has fertility declined to replace-
ment level, it is worth noting that high-income coun-
tries, especially those in Europe, are concerned about 
their very low fertility rates and population declines. 
For Europe as a whole, TFR fell to less than 1.9 births 
per woman before 1980 and has continued to decline. 
It is expected that the entire continent will have a 
negative growth rate for 2000–2020 (United Nations 
Population Division, 2009). Understanding which fac-
tors maintain below-replacement fertility and which 
factors cause it to increase is an important issue for 
high-income countries.

How Do People Control Their Fertility?
In addition to considering why people control their 
fertility, we need to understand how people actually 
do so. It is useful first to consider the proximate deter-
minants that lead to variation in fertility in the absence 
of deliberate family planning (Bongaarts, 1978, 1983; 
Menken & Kuhn, 1996; Sheps & Menken, 1973). These 
proximate determinants can be divided into those that 
affect the reproductive span and those that influence 
the intervals between successive births within that span. 
As shown in FIGURE 5-4, the effective reproductive span 
exists within boundaries set by both the biological 

span and the social reproductive span. The biological 
span is the time during which a woman is capable of 
childbearing because she has the biological capacity to 
ovulate and to carry a pregnancy to a live birth. It is 
usually marked by menarche and menopause, but first 
ovulation may occur well after menarche and last ovu-
lation precedes menopause.

In no society, however, do women devote their full 
biological span to reproduction. Were they to do so, 
according to Bongaarts (1978), women who survive to 
sterility would bear more than 15 children on average. 
This figure is well beyond the maximum ever recorded 
for any population.

Every society has social controls on initiation 
and cessation of sexual activity. We will refer to entry 
into sexual activity as marriage and cessation as mar-
riage dissolution. We use these terms as social mark-
ers rather than as representing legal ceremonies and 
arrangements of the state. Specifically, marriage dis-
solution can occur through breakup of the relation-
ship or through widowhood. The social reproductive 
span is, therefore, the interval between initiation 
and cessation of sexual activity. The effective repro-
ductive span is the overlap of the biological and the 
social spans. It begins with the later of menarche and 
marriage and ends with the earliest of sterility, death, 
and cessation of sexual activity. In many societies, 
the effective reproductive span is interrupted by time 
between successive unions or by temporary separa-
tion of spouses.

Within the effective reproductive span, the pace of 
childbearing is determined by the lengths of the suc-
cessive intervals between births (B1, B2, and so on in 
Figure 5-4). We will first discuss birth intervals in the 

Marriage Sterility

Effective reproductive span

Birth of
woman

Menarche Marriage
dissolution

Death of
woman

Start of
marriage

B1 B2 B3 B last End of exposure
to risk

B2

Postpartum
amenorrhea

Time to
conception

Time to 
conception

Pregnancy

B3Resumption
of menses

Conception Fetal
loss

Conception

FIGURE 5-4 Reproductive span and birth intervals.
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absence of deliberate family planning. The birth inter-
val may be divided into several segments:

 ■ The postpartum period after a birth until both 
ovulation and sexual relations resume

 ■ The time to conception
 ■ Additional time due to fetal loss through sponta-

neous abortion
 ■ The pregnancy leading to the next live birth

Fertility in the Absence of Contraception 
and Induced Abortion
The postpartum period ends when both ovulation 
and intercourse have resumed. It is largely determined 
by the duration and intensity of breastfeeding and by 
postpartum taboos against intercourse by a nursing 
mother. Women who do not breastfeed usually men-
struate for the first time approximately two months 
after giving birth (Salber, Feinleib, &  Macmahon, 
1965). Frequent, intense breastfeeding, however, 
can postpone average time of ovulation to more 
than 20 months (Wood, Lai, Johnson, Campbell, & 
Maslar, 1985). Some populations, particularly in sub- 
Saharan Africa, have traditionally had taboos against 
intercourse that can lengthen the postpartum period 
beyond the resumption of ovulation, but these prac-
tices are rare outside this region and their observance 
is believed to be decreasing.

Breastfeeding not only provides the child with 
nourishment (see the Nutrition chapter), but also, 
depending on the pattern of suckling, can postpone 
the return of ovulation for many months. It exerts this 
effect through a maternal response to suckling that 
suppresses the secretion of gonadotropins. The classic 
studies of McNeilly (1996) and his colleagues showed 
that “if the frequency of suckling is maintained above 
five times a day and the duration is maintained above 
65 minutes a day, amenorrhea will often be the conse-
quence.” Others have found that night feeds are partic-
ularly important in maintaining amenorrhea (Jones, 
1988). Women who fully breastfeed their infants and 
are amenorrheic are highly unlikely to conceive in the 
first six months after a birth. Indeed, one multina-
tional study estimated that fewer than 2% would do so 
(Labbok et al., 1997). In addition, demographic stud-
ies suggest that the duration of lactational amenorrhea 
increases with the age of the woman (Wood, 1994). 
The effects of breastfeeding patterns are so important 
that they are the major factor in explaining differences 
in fertility among populations in which no family 
planning is practiced.

The time to conception depends on the monthly 
probability of conception in the absence of birth 

control and can vary among populations, by age, and 
according to the frequency and pattern of intercourse. 
The monthly probability of conception, known as 
fecundability, is extremely difficult to measure. Esti-
mates of this probability differ in part because of the 
methods used to determine whether a conception has 
occurred. If early fetal loss occurs before the woman 
is aware she is pregnant, then the estimates of concep-
tion are biased downward. According to Wood (1994), 
the best study of early fetal loss was conducted by 
 Wilcox and associates (1988), who followed a group 
of women ages 20 to 35 and collected blood and urine 
samples from them regularly. There were 198 preg-
nancies detected by assays of these samples; 43 preg-
nancies, or approximately 22%, were lost before the 
woman realized she was pregnant and before clinical 
diagnosis was made (Wilcox et al., 1988; Wood, 1994).

More traditionally, fecundability has been mea-
sured by accepting a woman’s report of her pregnancy. 
This measure of apparent fecundability has yielded 
rates that range from approximately 0.10 to 0.30 for 
relatively young women (Menken, 1975; Wood, 1994). 
The waiting time to conception is, on average, the 
inverse of fecundability; for younger women, this time 
is 3 to 10 months on average. In many cases, fecund-
ability has been estimated from reported waiting times 
to conception using a variety of mathematical models 
(some of which are summarized by Wood, 1994).

Fecundability depends in part on a couple’s fre-
quency and pattern of intercourse, which determines 
the likelihood that coitus will occur during the wom-
an’s fertile period. Both those couples wishing to con-
ceive a wanted child and those couples hoping to avoid 
pregnancy without the use of hormonal or barrier 
contraceptives depend on knowledge of the woman’s 
cycle to time their sexual activity, thereby changing 
their probability of conception. Whether ovulation 
is discerned by changes in cervical mucus or basal 
body temperature, conception is most likely to occur 
when intercourse takes place shortly before ovulation 
(Colombo & Masarotto, 2000).

Fecundability declines with the age of the woman, 
although increasing evidence indicates that this 
decline does not take place until the late thirties, on 
average, if patterns of intercourse remain unchanged. 
Decline with age of the man is quite slow.

Lactation has a fertility-reducing effect even after 
a woman has resumed menstruation and ovulation 
(Wood, 1994). Apparently, continued suckling beyond 
ovulation reduces fecundability through a response 
that interferes with the functioning of the corpus 
luteum. Although fertilization can occur, the corpus 
luteum may not produce sufficient progesterone to 
enable the pregnancy to continue (McNeilly, 1996).
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Infection with HIV also affects fertility. Notably, 
it reduces conception rates beginning in the earliest 
asymptomatic stages of infection (Gray et al., 1998; 
Ross et al., 2004; United Nations Population Division, 
2002).

Spontaneous abortion occurs frequently; the esti-
mated rate, as already described, depends on how early 
the pregnancy is detected. From the time conceptions 
are recognizable by virtue of late menses, approxi-
mately 24% end in spontaneous abortion (French & 
Bierman, 1962). Even higher proportions of fertilized 
ova do not lead to live births. Wilcox and associates 
(1988), in the study cited earlier in which urine spec-
imens were collected so that early pregnancy could 
be detected, found that 31% of the pregnancies ended 
in fetal loss. Rates of spontaneous abortion increase 
with the age of the woman (Nybo Andersen, Hansen, 
Andersen, & Davey Smith, 2004; Wood, 1994) and, 
more slowly, with the age of the man (Nybo Andersen 
et al., 2004; Slama et al., 2003). The time added to the 
birth interval by a recognized fetal loss is the sum of 
the time from pregnancy to the next ovulation (usu-
ally estimated to be slightly more than 3 months, on 
average, as the vast majority of spontaneous abortions 
occur very early in pregnancy) plus the time to the 
next conception. There is little evidence that rates of 
spontaneous abortion vary to any great extent among 
populations.

Gestation leading to a live birth does not vary 
much, usually lasting between 35 and 40 weeks, with few 
differences noted between population groups (Wood, 
1994, p. 207). In some populations with outstanding 
care of premature infants or increasing maternal risks, 
gestation may be somewhat shorter on average. In the 
United States, the percentage of live births reported as 
preterm (fewer than 37 weeks’ gestation) increased from 
9.4% in 1981 to 12.1% in 2002 (a jump of 29%) and sub-
sequently declined to 9.6% in 2015 (March of Dimes, 
2016; Martin et al., 2003). In 2010, the highest rates of 
preterm births occurred in Southeastern Asia (13.5%), 
South Asia (13.3%), Africa (12.3%), and North America 
(12.0%), with Northern Europe (5%) having the lowest 
rate ( Blencowe et al., 2016).

A cross-cutting issue that affects fertility rates is 
that of infertility and sterility. Especially in parts of 
Africa, infertility and early sterility are major factors 
affecting fertility. This effect may take the form of 
absolute sterility that causes the effective reproduc-
tive span to end early, or decreased fecundability or 
increased risk of spontaneous abortion (Larsen, 2000). 
In most cases, however, the concern is with early ste-
rility, much of which is believed to be due to sexually 
transmitted infections.

Thus, the main reasons that populations not prac-
ticing family planning vary in terms of their fertil-
ity rates are differences in the effective reproductive 
span and the duration of the postpartum amenorrheic 
period, with variations in time to conception and 
infertility playing lesser roles.

Deliberate Control of Fertility
People can deliberately reduce their fertility in three 
ways: (1) by reducing the effective reproductive span 
through postponement of marriage or interrupted 
marriage or by sterilization that ends reproductive 
capacity early; (2) by using contraception, which 
increases the time to conception; and (3) by induced 
abortion, which increases the time added to the birth 
interval by ensuring that pregnancies do not lead to 
a live birth. Family planning programs can both pro-
mote the motivation to reduce fertility and provide 
the means to do so. Many governments encourage or 
enforce later marriage explicitly through changes in 
the legal age of marriage and implicitly through pro-
grams that foster female education. Family planning 
programs have traditionally focused on education 
regarding methods of fertility control, motivation to 
reduce the number of wanted children, and provision 
of family planning methods themselves. Such meth-
ods include promotion of breastfeeding, both for 
the health of the infant and to prolong the postpar-
tum period; contraception, which is intended to pro-
long the time to conception; and, except where there 
is opposition for religious reasons, abortion, which 
increases the time added to the birth interval.

Although specific family planning methods are 
discussed in greater detail in the section on fam-
ily planning programs later in this chapter, it seems 
appropriate to consider two important general issues 
here. First, why do populations in which the desired 
number of children is low still have high proportions 
of unintended births? Second, why is reliance on abor-
tion an inefficient approach to family planning?

Contraception, even when highly effective, may 
not prevent all unintended pregnancies. A simple cal-
culation makes this problem clear. Suppose a woman 
is using a highly effective method (0.5% failure)—one 
that reduces her probability of conceiving to about 1 
in 200 per month. She begins using this method at 
age 30 and wants no more children before she reaches 
menopause at age 45. We can calculate the probability 
that she has no pregnancy in each of 13 lunar months 
over the next 15 years, or a total of 195 lunar months. 
The probability of succeeding (not getting pregnant) 
is 0.995 each month. The probability of not getting 
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pregnant in 195 months is 0.995195, which equals 0.38. 
In other words, this woman has only a 38% chance of 
avoiding pregnancy for 15 years. Among women like 
her, 62% will have at least one unintended pregnancy 
in that time period. For this reason, even women who 
are very serious users of contraception are at high risk 
of unintended pregnancy. Family planning program 
and health planners need to be aware of this high risk 
when they are developing their programs.

In a population that relies primarily on induced 
abortion to reduce fertility, if a woman becomes 
pregnant unintentionally, she may choose to have 
an abortion. Approximately three months after the 
abortion, she again begins ovulating and is capable of 
conceiving. Suppose her time to conception averages 
10 months. Then 13 months after the first abortion, 
she is again pregnant and must have another abor-
tion if she is not to have an unwanted birth. Another 
13 months later, an abortion is again performed, and 
so on. Preventing a birth for 15 years may, therefore, 
require 15 abortions.

Given this pattern, it is not surprising that many 
women in Eastern European countries who relied pri-
marily on abortion for birth control reported numbers 
of abortions in the double digits. Women in the former 
Soviet Union, for example, are believed to have had six 
or more abortions, on average, over the course of their 
lifetime (David, 1992). While abortion rates in East-
ern Europe have declined sharply in the last decade 
or so with increased access to modern contraception 
services, they remain among the highest in the world 
(42 women undergoing abortions per 1,000 women of 
childbearing age; 105 abortions for every 100 births) 
(Alan Guttmacher Institute, 2009a, 2016). Abortion, 
is, however, extremely effective as a backup to effec-
tive contraception. A woman who has an abortion and 
subsequently uses extremely effective contraception 
is unlikely to have more than one or two unintended 
pregnancies—but our previous analysis shows that she 
may, indeed, have these one or two.

For these reasons, it is not surprising that 
sterilization— the one method that has a failure 
rate near zero—is so widely selected by women and 
couples who want no additional children. In the 
United States in 2002, sterilization of the woman or 
of the man was the model method used by women 
older than age 30 (Mosher, Martinez, Chandra, 
Abma, & Willson, 2004). Reliance on the steril-
ization method in LMICs has declined over time. 
Approximately 26% of married women relied on 
sterilization to prevent additional births (22% of 
wives, and an additional 4% of their husbands had 
been sterilized) in 2002, but the rates declined to 

12.8% female sterilization and 1.3% male steriliza-
tion in 2012 (Population Reference Bureau, 2002; 
Ross, Keesbury, & Hardee, 2015).

The Effect on Fertility of the Proximate 
Determinants: Bongaarts’ Indices
Bongaarts (1978) developed a set of indices to mea-
sure the effects on fertility of some proximate deter-
minants. These indices are based on the assumption 
that there is some maximum potential fertility, TF, for 
women. This figure is usually estimated to be slightly 
more than 15 children.

Ci The index of postpartum infecundity 
varies from 0 to 1. It represents the 
proportion of potential fertility, TF, 
remaining when the average postpartum 
period of the population of interest is 
taken into account. Therefore, Ci = 1 if the 
population does not breastfeed at all. The 
fertility-reducing effect of postpartum 
infecundity is (1 − Ci).

CA The index of abortion is the proportion 
of TF, after postpartum infecundity 
is first taken into account, remaining 
when the effect of induced abortion 
in reducing live births is taken into 
account. Spontaneous abortions are 
included in the original estimate of TF, 
because they are treated as a purely 
biological occurrence. Few countries 
have sufficient information available on 
abortion to make reasonable estimates 
of CA, so it usually must be disregarded 
in application.

CC The index of contraception is the 
proportion of TF, after the effects of 
postpartum infecundity and induced 
abortion are taken into account, 
remaining after contraceptive use is 
considered.

Cm The index of marriage is the proportion 
of TF, after the first three factors are 
considered, remaining when the particular 
marriage or sexual union pattern is taken 
into account.

Reproduced from United Nations (1994). Programme of action of the 1994 International 
Conference on Population and Development. Paper presented at the (A /CONF.171/13), 
http://www.un.org/popin/icpd/conference/offeng/poa.html
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Thus, in the Bongaarts decomposition of the total 
fertility rate,

= ↔ ↔ ↔ ↔TFR TF Ci CA CC Cm

Both CC and Cm contain adjustments for infertil-
ity and sterility. In the first index, the adjustment takes 
into account infertility and sterility and assumes no use 
of contraception by infertile and sterile couples. In the 
second index, a weighting factor is present, in that non-
marriage has a greater effect on fertility reduction when 
the woman is young (e.g., the effect of nonmarriage 

is much greater for a 25-year-old woman than for a 
42-year-old woman).

TABLE 5-2 presents these indices, except for CA, 
which is assumed to be 1 because of the lack of data, for 
a number of populations around 1970 and for several 
historical populations (Bongaarts & Potter, 1983). The 
major impact of breastfeeding can be seen through the 
values of the index Ci in countries whose populations 
used little contraception during the period in ques-
tion. All of the South and East Asian countries, as well 
as Kenya, have indices that do not exceed 0.67; thus, 

TABLE 5-2 Estimates of Total Fertility Rate and Bongaarts’ Proximate Determinants Indices*

Region (Year)
Total Fertility 
Rate (TFR)

Index of 
Postpartum 
Infecundity (Ci)

Index of 
Marriage (Cm)

Index of 
Contraception 
(CC)

Low and Middle-Income Countries

Bangladesh, 1975 6.34 0.54 0.85 0.90

Colombia, 1976 4.57 0.84 0.58 0.61

Dominican Republic, 1975 5.85 0.61 0.60 1.00

Indonesia, 1976 4.69 0.58 0.71  0.75

Jordan, 1976 7.41 0.80 0.74  0.81

Kenya, 1976 8.02 0.67 0.77 1.00

Korea, 1970 3.97 0.66 0.58 0.68

Lebanon, 1976 4.77 0.78 0.58 0.69

Sri Lanka, 1975 3.53 0.61 0.51 0.74

Syria, 1973 7.00 0.73 0.73 0.86

Thailand, 1975 4.70 0.66 0.63 0.74

Industrialized Countries

Denmark, 1970 1.78 0.93 0.55 0.23

France, 1972 2.21 0.93 0.52 0.30

Hungary, 1966 1.80 0.93 0.62 0.21

United Kingdom, 1967 2.38 0.93 0.61 0.27

United States, 1967 2.34 0.93 0.63 0.26
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their potential fertility is reduced by at least one-third 
by long postpartum periods. In fact, the long breast-
feeding periods employed in  Bangladesh and Indone-
sia reduced these countries’ fertility rates to only about 
half of their potential. In Europe, the demographic 
transition to low levels of fertility was caused, to a 
great extent, by very late marriage and a relatively high 
degree of nonmarriage. The index of marriage is far 
lower, on average, for high-income countries around 
1970 than for LMICs. Two historical populations 
shown, however, had indices of marriage less than 
0.45, indicating that nonmarriage reduced their poten-
tial fertility by at least 55%. By 1970, fertility in all the 
developed countries shown was reduced by contracep-
tive use to no more than 30% of its potential level.

Thus, in high-income countries, breastfeeding 
has little effect on fertility, but nonmarriage and use 
of contraception reduce the TFR to relatively low lev-
els. In the 1970s, contraceptive use had little impact on 
fertility in LMICs included in Table 5-2; lower fertility 

was achieved in some of these countries through long-
term breastfeeding (EXHIBIT 5-2 provides information 
on the example of Kenya). Populations that had very 
high TFRs achieved these rates through a combina-
tion of high indices of marriage and breastfeeding and 
little or no contraception.

Stover’s Revision of Bongaarts’ Indices
The indices of the effects of the proximate determi-
nants on fertility have been revised a number of times 
by Bongaarts and others to take advantage of more 
recent detailed and reliable data and to substitute 
more realistic assumptions. Stover (1998), for example, 
dropped the original indices of marriage and contra-
ceptive use; he also attempted to treat infertility and 
sterility more directly and to deal with sexual activity 
rather than using the proxy of marriage or stable sexual 
union incorporated in the earlier version of the indices 
(Stover, 1998). He includes, instead, three new indices:

EXHIBIT 5-2 Proximate Determinants of Fertility in Kenya

The fertility rate in Kenya was estimated to be approximately 8.20 births per woman in 1978. This high fertility was due to 
the combination of very high rates of marriage for women of reproductive age (Cm = 0.91) and essentially no fertility control 
within marriage (C+ = 0.96). Fertility could, however, have been much higher except for prolonged amenorrhea, which is 
related to the long breastfeeding practiced in this country (Cf = 0.64). Total fertility, at 8.20 births per woman, was slightly 
more than half (0.56) of what it would have been if women had not breastfed at all (TFR = 14.7) (Toroitich-Ruto, 2001).

The focus of the Kenyan Family Planning Program has been to increase fertility control within marriage by increasing 
the use of contraception by married women. This emphasis paid off at least initially, resulting in sharp declines in TFR between 
1978 and 1989 (from 8.20 births per woman to 6.60 births per woman). Estimates of Bongaarts’ proximate determinants 
of fertility for Kenya in 1989 compared to 1978 support the notion that this sharp decline in TFR was essentially due to 
a rise in contraceptive prevalence rates. Bongaarts’ estimates show a significantly lower index of contraception (CC) of 
approximately 0.80 in 1989 compared to 0.96 in 1978, reflecting the rapid rise in contraceptive prevalence over a period of 
12 years (33% in 1989 versus 7% in 1978); a relatively unchanged index for marriage (Cm = 0.86 in 1989 versus 0.91 in 1978), 
reflecting the continuing high rates of marriage; and a relatively unchanged index of postpartum infecundity (0.66 in 1989 
versus 0.64 in 1978), reflecting continued long breastfeeding durations (Toroitich-Ruto, 2001).

Total fertility rates continued to decline relatively rapidly until 1993 (TFR = 5.4 births per woman). Subsequently, fertility 
decline stalled. In 2014 (the most recent data available), TFR in Kenya was 3.9 births per woman, with contraceptive 
prevalence rates having risen to 58%, up from 33% in 1989 (Macro International, 2014).

Historical Populations

Bavarian villages, 1700–1850 4.45 0.85 0.37 0.91

Grafenhausen, 1700–1850 4.74 0.67 0.44 1.00

Hutterites 9.50 0.82 0.73 1.00

Quebec, 1700–1730 8.00 0.81 0.63 1.00

* Each index represents the proportion of potential fertility remaining after the particular factor is taken into account, in the following order: postpartum infecundity, marriage, contraceptive use.
Adapted with permission of Population Council, from John Bongaarts, “The Fertility-Inhibiting Effects of the Intermediate Fertility Variables,” Studies in Family Planning, 13 (6/7), pp. 182–183, 
1982; with permission of BLACKWELL PUBLISHING, INC. in the format Book via Copyright Clearance Center. 
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Thus, the fertility-reducing effect of the proxi-
mate determinants is given by

↔ ↔ ↔ ↔Cx Ci CA Cu Cf

where the index of abortion (CA) is rarely estimated 
and Ci is the index of postpartum infecundity as pre-
viously defined by Bongaarts.

These results show that the two main factors pro-
ducing lower fertility in Latin America are relatively 
low participation in sexual activity and relatively high 
contraceptive use (TABLE 5-3). By contrast, in most 
countries of Africa, there is much higher participation 
in sexual activity and lower use of contraception. Fer-
tility would be even higher were it not for the effects 
of postpartum infecundity, which reduces fertility by 
at least 40% in the countries represented here. What 
is striking is the documentation of the rather large 
impact on overall fertility (approximately 20%) in 

Cx The index of sexual activity depends 
on the reported proportion of women in 
the population who are sexually active. Its 
interpretation is, therefore, the proportion of 
potential fertility remaining after celibacy is 
taken into account.

Cf The index of infecundity reflects the effect 
on fertility of infecundity among sexually 
active women, and is simply 1 − f, where f is 
the proportion who report that they believe 
themselves to be infecund.

Cu The index of contraceptive use reflects 
actual contraceptive use by women who 
believe themselves to be fecund and 
who are not experiencing postpartum 
amenorrhea.

TABLE 5-3 Estimates of TFR and Bongaarts’ Revised Proximate Determinants Indices 

Region (Year) TFR
Index of Sexual 
Activity (Cx)

Index of 
Postpartum 
Infecundity (Ci)

Index of 
Infecundity (Cf)

Index of 
Contraceptive 
Use (Cu)

Africa

Burkina Faso, 1993 6.9 0.66 0.49 0.88 0.94

Cameroon, 1991 5.8 0.69 0.57 0.81 0.84

Ghana, 1993 5.5 0.64 0.55 0.86 0.81

Madagascar, 1992 6.1 0.71 0.61 0.83 0.89

Namibia, 1992 5.4 0.59 0.59 0.86 0.70

Niger, 1992 7.4 0.86 0.58 0.78 1.00

Nigeria, 1990 6.0 0.73 0.53 0.80 0.93

Rwanda, 1992 6.2 0.60 0.56 0.85 0.86

Senegal, 1993 6.0 0.63 0.56 0.81 0.93

Zambia, 1992 6.5 0.69 0.60 0.86 0.90

Latin America and Caribbean

Brazil, 1991 3.7 0.59 0.83 0.88 0.39

Colombia, 1990 2.9 0.53 0.77 0.89 0.36

Dominican Republic, 1991 3.3 0.54 0.81 0.88 0.41

Paraguay, 1990 4.7 0.49 0.76 0.86 0.47

Peru, 1992 3.5 0.55 0.68 0.89 0.53

Modified from Population Council from Stover, J. (1998). Revising the proximate determinants of fertility framework: What have we learned in the past 20 years? Studies in Family Planning, 29(3), p. 263.

146 Chapter 5 Reproductive Health



some countries due to infertility among sexually active 
women.

 ▸ Family Planning Programs
A fundamental rationale for family planning pro-
grams is to reduce unintended fertility because of its 
negative health and welfare consequences and because 
control of fertility has been recognized as a human 
right of women and couples. Over the last 50 years, 
societal changes have included reduced infant mor-
tality, increased urbanization, improved education for 
women, increased economic opportunities, and the 
dissemination and adoption of modern ideas about 
small families. The response by couples in LMICs has 
been accelerated change in expectations about both 
the number and the timing of births (Bongaarts, 1983; 
Freedman, 1987).

In 1997, 155 countries had programs that subsi-
dized the cost of family planning services (Gelbard, 
Haub, & Kent, 1999). However, in part due to the 
lack of available, accessible, and effective contracep-
tion, the gap between observed and desired fertility 
grew, leading in turn to an increase in unintended 
fertility (Bankole & Westoff, 1995; Bulatao, 1998). 
Out of 213 million pregnancies in 2012, 85 million 
women become pregnant unintentionally (Sedgh, 
Singh, & Hussain, 2014). Due to concerted family 
planning efforts in the last three decades to increase 
access to contraceptive services (worldwide, such 
access increased from approximately 10% in the early 
1960s to 59% in 2000 and 63.6% in 2015), many more 

women are now able to avoid unintentional preg-
nancies (United Nations Population Division, 2015a; 
WHO, 2005). For example, in Kenya, 35.5% of women 
expressing a desire to control their fertility were not 
able to meet this need in 1989. By 2003, this figure had 
decreased to 24.5% and by 2014 to 17.5% (EXHIBIT 5-3).

Unintended Fertility
A number of definitional issues complicate the process 
of estimating unintended fertility and its distribution. 
In general, data on unintended fertility come from 
representative population surveys in which women 
who are pregnant at the time of the survey or who have 
had at least one birth in the five years prior to the sur-
vey are asked whether each of those births (including 
the outcome of the current pregnancy) was intended, 
mistimed because it came too early but was still within 
the desired number of births, or unwanted in that no 
more children were desired. Unfortunately, usage of 
these terms is not completely consistent; some authors 
include mistimed births as part of their estimates 
of unwanted births, while others count only those 
births that exceed the desired family size as unwanted 
(Brown & Eisenberg, 1995). The major weakness of 
this approach is that women may be reluctant to clas-
sify specific births as unwanted, leading to artificially 
low estimates of unwanted births.

Measurement of fertility intentions has been criti-
cized because it relies exclusively on mothers’ intentions 
and not the intentions of other family members—most 
importantly, fathers—to gauge unintended fertility. 

EXHIBIT 5-3 Desired Family Size and Unmet Need for Contraception in Kenya

One rationale for family planning programs is that couples who want to have fewer children may be unable to do so either 
because they lack knowledge of the means of fertility control or because they lack access to those means, owing to an 
absence of supplies or services.

In the case of Kenya, even in the earliest surveys carried out, a high proportion of married women reported that they 
wanted no more children. At that time, the mean ideal number of children was reported to be 4.4, and 45.5% of women 
reported they did not want to have another child. The desired TFR (wanted fertility) was 4.5 births per woman, while the 
actual TFR was 6.7 births per woman. Thus, there was a big gap between desired fertility and actual fertility despite the 
inception in late 1970s of a nationwide family planning program. Among the barriers to achieving this low desired fertility 
were (1) the economic costs of access to services, including the cost of transportation, and supplies; (2) the social costs, 
including travel by women whose mobility was traditionally constrained; (3) the psychic costs of contraceptive use in 
a society that offered little social or familial support for low fertility; and (4) the health costs of side effects, whether 
subjective or objective, from contraceptive use.

These barriers have been overcome to the extent that in 2015, 58% of married women of reproductive age were 
current contraceptive users, compared to 43% in 2003 and 33% in 1989. Also, actual TFR in Kenya declined from 6.7 births 
per woman in 1989 to 4.9 births per woman in 2003 and then to 3.9 births per woman in 2014. However, wanted 
fertility did not remain at the 1989 level: It fell to 3.6 births per woman in 2003 and 3.0 births per woman in 2014. The 
unmet need for contraception among women at risk of pregnancy decreased from 35.5% in 1989 to 24.5% in 2003 and  
17.5% in 2014. 
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It has been argued that the intentions of the mother, 
especially in many LMICs, may not accurately reflect 
the desirability of a birth. Evidence suggests that inter-
generational differences in family size goals (i.e., pref-
erences of grandparents versus parents) may be more 
pronounced than interspousal differences (Caldwell, 
1986; Mason & Taj, 1987). Ultimately, the justification 
for relying on the stated preferences of the mother in 
determining desired family size and unintended or 
unwanted births stems from the fact that the mother 
is the person most responsible for the birth and child 
care (Tsui et al., 1997).

Demographic and Health Surveys (DHS) have 
been conducted since 1984 in approximately 75 LMICs 
(https://dhsprogram.com/). This research is intended 
to provide comparable information on a variety of 
subjects related to health and fertility issues. DHS 

calculates, for each survey, both the total fertility rate 
(the number of children a woman would bear were she 
to live her reproductive life under the fertility condi-
tions just prior to the survey) and the unwanted total 
fertility rate (the number of those children who would 
be unwanted) (Westoff, 2001). A birth is counted as 
unwanted only when the mother states she wanted no 
more children at the time of the pregnancy.

The results of DHS surveys conducted over 
the period 2010–2015 in 35 countries are shown 
in TABLE 5-4. On average, 17.7% of total fertility was 
unwanted, with the percentage varying considerably 
by region. The association between fertility level and 
proportion of unwanted births has been reversed in 
the last decade. Previously the regions with the low-
est and highest fertility rates (Eastern Europe and 
sub- Saharan Africa, respectively) had the lowest 

No Education Primary Education
Secondary or Higher 
Education Total

TFR
Percentage 
Unwanted TFR

Percentage 
Unwanted TFR

Percentage 
Unwanted TFR

Percentage 
Unwanted

Sub-Saharan Africa

Benin, 2011–2012 5.6 17.9 4.6 19.6 3.8 13.2 4.9 18.4

Cameroon, 2011 6.8 10.3 5.9 11.9 3.8 10.5 5.1 11.8

Chad, 2014–2015 6.5 4.6 7.4 4.1 4.8 4.2 6.4 4.7

Congo, 2011–2012 6.8 11.8 6.6 7.6 4.5 6.7 5.1 5.9

Democratic 
Republic of the 
Congo, 2013–2014

7.4 9.5 7.5 13.3 5.6 14.3 6.6 13.6

Ethiopia, 2011 5.8 19.0 4.6 26.1 1.6 6.3 4.8 20.8

Ghana, 2014 6.2 11.3 4.9 16.3 3.5 14.3 4.2 14.3

Guinea, 2012 5.7 8.8 5.1 9.8 3.0 10.0 5.1 9.8

Kenya, 2014 6.5 6.2 4.4 27.3 3.0 20.0 3.9 23.1

Lesotho, 2014 1.9 31.6 4.0 32.5 2.9 24.1 3.3 30.3

Liberia, 2013 5.9 11.9 5.1 11.8 3.4 11.8 4.7 10.6

TABLE 5-4 Total Fertility Rate and Percentage of Births Unwanted, by Mother’s Education, in Countries with DHS 
Surveys Around 2010 and Beyond 
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Madagascar, 
2008–2009

6.4 10.9 5.3 13.2 3.1 12.9 4.8 12.5

Malawi, 2010 6.9 18.8 5.9 20.3 3.6 16.7 5.7 21.1

Mali, 2012–2013 6.5 13.8 5.9 15.3 4.0 10.0 6.1 13.1

Namibia, 2013 5.3 26.4 4.8 27.1 3.3 15.2 3.6 19.4

Niger, 2012 8.0 2.5 7.0 5.7 4.9 4.1 7.6 2.6

Nigeria, 2013 6.9 2.9 6.1 6.6 4.2 7.1 5.5 5.5

Rwanda, 2014–2015 5.1 25.5 4.5 26.7 3.0 16.7 4.2 26.2

Senegal, 2014 6.2 11.3 4.4 9.1 3.2 6.3 5.0 10.0

Tanzania, 2010 7.0 10.0 5.6 14.3 3.0 10.0 5.4 13.0

Uganda, 2011 6.9 23.2 6.8 25.0 4.8 18.8 6.2 24.2

Zambia, 2013–2014 7.2 13.9 6.3 14.3 3.8 13.2 5.3 15.1

North Africa/West Asia/Europe

Armenia, 2010 — — 1.9 15.8 1.7 5.9 1.7 5.9

Egypt, 2014 3.8 21.1 3.6 22.2 3.5 20.0 3.5 20.0

Jordan, 2012 3.0 36.7 3.9 30.8 3.5 28.6 3.5 28.6

South and Southeast Asia

Bangladesh, 2014 2.4 37.5 2.4 29.2 2.2 18.2 2.3 26.1

Cambodia, 2014 3.3 12.1 3.1 9.7 2.3 4.3 2.7 11.1

Indonesia, 2012 2.8 10.7 2.9 13.8 2.6 15.4 2.6 15.4

Nepal, 2011 3.7 32.4 2.7 29.6 1.9 21.1 2.6 30.8

Pakistan, 2012–2013 4.4 20.5 4.0 20.0 2.9 17.2 3.8 21.1

Latin America and Caribbean

Colombia, 2010 4.3 39.5 3.2 34.4 2.0 20.0 2.1 23.8

Dominican Republic, 
2013

5.1 25.5 3.2 28.1 2.3 13.0 2.5 20.0

Haiti, 2012 5.4 40.7 4.3 37.2 2.6 19.2 3.5 34.3

Honduras, 
2011–2012

4.1 29.3 3.5 25.7 2.4 16.7 2.9 24.1

Peru, 2012 4.7 46.8 3.5 37.1 2.3 21.7 2.6 30.8

Data from Macro International Inc., 2010–2015, MEASURE DHS STAT compiler. Accessed on November 10, 2016 from http://www.measuredhs.com
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proportions of unwanted births (the mean percent-
ages were 8% for Eastern Europe and 16% for sub- 
Saharan Africa). Now the low-fertility region (Latin 
America and Caribbean) with average TFR of 2.72 
births per woman has a 26.6% rate of unwanted births 
compared to a 14.8% rate of unwanted births in sub- 
Saharan countries with average TFR of 5.16 births per 
woman. This change is possibly due to faster decline 
of desired fertility than actual fertility in low-fertility 
regions, while in high-fertility countries both desired 
and actual fertilities decreased in the same pace. Vari-
ations in this regard are also evident by countries 
within and between regions. Some countries with high 
total fertility rates had low proportions of unwanted 
births (e.g., Niger), whereas Uganda has high propor-
tion of unwanted births despite a relatively high TFR. 
The highest percentages of unwanted births (one-
fourth or more) were found in countries with TFRs 
between 2.5 and 5.5 births per woman. Finally, in low- 
fertility countries where the TFR is less than 4 births 
per woman, a substantial proportion of those births 
remain unwanted (Macro International, 2015).

Note that this and earlier evidence suggest that 
increases in contraception prevalence rates do not 
necessarily cause a decline in the proportion of 
unwanted births and, in fact, may initially be associ-
ated with an increase in the proportion of unwanted 
births (Tsui et al., 1997). This scenario can happen if 
desired fertility rates drop faster than the compensat-
ing rises in contraceptive prevalence rates, and if the 
use of methods of fertility control is so effective that 
unintended births rarely occur. Thus, when couples 
have very high fertility desires, it is difficult to exceed 
those desires, so nearly all children are wanted. As 
desired fertility falls, use and effective use of contra-
ception and abortion may not increase quickly enough 
to avoid unwanted births. Finally, at low levels of fer-
tility, women want so few children that there remain 
many years after the last wanted child during which 
an unwanted pregnancy and birth can, and frequently 
do, occur. The differences by education within a coun-
try can, in part, be explained by this phenomenon: 
More-educated women within a society frequently are 
earlier adopters of contraception and, because they 
desire few children, a higher proportion of their chil-
dren are unwanted.

With regard to mistimed births, DHS data from 
selected countries around 2005 (2002–2010) sug-
gest that approximately 16% of births in LMICs were 
 mistimed—that is, they came too early (Bradley, Croft, 
& Rutstein, 2011). Highest proportion of mistimed 
births is reported from Latin America (29%), followed 
by Africa (20%), Asia (15%), the Middle East (11.5%), 

and Europe (10%) (Bradley et al., 2011). There is no 
clear association between contraceptive prevalence 
and the proportion of mistimed births. Thus, even in a 
region such as sub-Saharan Africa, where contracep-
tive use rate is low, considerable mistimed fertility is 
still observed. Contraceptive failures contributed only 
29% of total mistimed births, while 71% of such births 
resulted from lack of contraceptive use ( Bradley et al., 
2011). This finding suggests that there is a need for 
contraception to delay first births and control spac-
ing of subsequent births even when there may be lit-
tle demand for contraception to control the number 
of births (Bankole & Westoff, 1995; Rafalimanana & 
Westoff, 2001).

Consequences of Unintended 
Pregnancies and Births
Aside from helping individual couples fulfill their 
desires and expectations, why should we care about 
unintended pregnancies and births and, moreover, 
try to reduce them? A compelling public health 
reason is their negative consequences. Unintended 
pregnancies increase the lifetime risk of maternal 
mortality simply by increasing the number of preg-
nancies (Alan  Guttmacher Institute, 2009a; Koenig, 
Fauveau,  Chowdhury, Chakraborty, & Khan, 1988). 
Unintended pregnancies can lead to unsafe abor-
tion, poor infant health, and lower investment in 
the child.

Abortion
In many cases, unintended pregnancies are termi-
nated by abortion, which was the outcome for an 
estimated 25% of all pregnancies in 2010–2014 (Alan 
 Guttmacher Institute, 2016). Most abortions, espe-
cially those in LMICs, continue to be conducted 
illegally under unhygienic conditions and pose signif-
icant health risks to the mother.

The legal status of abortion and, consequently, 
access to safe abortion services is highly variable. 
Roughly 26% of women of childbearing age (15 to 
44 years) in 66 countries currently live in countries 
where abortion is highly restrictive (Center for Repro-
ductive Rights, 2013). Women in LMICs (except for 
China and India) are much more likely to live under 
restrictive abortion laws than women in high- income 
countries. As of 2013, out of 199 countries, only 
61 countries allowed abortion without any restriction; 
in contrast, in 66 countries, abortion remained illegal 
even in the face of incest or rape (Center for Repro-
ductive Rights, 2013). There have been some positive 
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changes in access to legal abortion since 1995, with 
more than 30 new countries broadening the grounds 
under which abortion can be performed, and only 
a few counties tightening legal restrictions (Center 
for Reproductive Rights, 2014; Reed, Koblinsky, & 
 Mosley, 2000).

Despite these differences in legal access, there is 
little difference in the likelihood of having an abor-
tion. Thus, in 2010–2014, the abortion rate was 34 
per 1,000 women of childbearing age (15 to 44 years) 
in Africa, where abortion is fairly restrictive, com-
pared to 30 per 1,000 women in Europe, where it is 
very accessible (Alan Guttmacher Institute, 2016). 
As a result, women in LMICs (excluding China) are 
more likely to have illegal abortions, and their abor-
tion mortality rate is many times higher than that for 
women in high-income countries. Compared to the 
rate of 0.6 death per 100,000 abortions in the United 
States, the global abortion rate is 220 deaths per 
100,000 procedures; it is a staggering 460 deaths per 
100,000 abortions in Africa (Alan Guttmacher Insti-
tute, 2016).

Sedgh et al. (2016) estimated that approxi-
mately 56 million abortions were performed world-
wide yearly between 2010 and 2014, which is about 
4 million higher than the annual estimates of 
52  million in the 2005–2009 period (Sedgh et al., 
2016). Of these 56 million abortions, 34 million were 
legal abortions and 22 million were unsafe (illegal) 
procedures (WHO, 2017). The proportion of abor-
tions that are unsafe decreased from 49% in 2008 to 
39% in 2010–2014, while the overall rate of abortion 
has decreased from 40 abortions per 1,000 women in 
1990–1994 to 35 abortions per 1,000 women in 2010–
2014 (Sedgh et al., 2016). Overall, the decrease in the 
worldwide abortion rate was largely due to reductions 
in safe abortions, most likely associated with increases 
in contraceptive use in the high-income world. Most 
strikingly, in Eastern Europe, which had the high-
est abortion rates in 1995, abortion rates declined 
dramatically—from 90 per 1,000 women in 1995 to  
44 per 1,000 women in 2003 and to 42 per 1,000 women 
in 2010—coincident with a substantial increase in 
contraceptive use. Western Europe continues to have 
the lowest abortion rate, which has not changed since 
1995 (12 per 1,000 women) (Sedgh et al., 2012).

Even where abortion is legal, access is very lim-
ited, there are poor systems of referral, and very often 
services are of poor quality. For example, despite the 
fact that manual vacuum extraction is much safer, the 
most frequently used method for abortion in most 
countries is dilatation and curettage, which has sig-
nificant associated morbidity. In recent years, some 

encouraging signs indicate that use of manual vac-
uum extraction and medications to end unwanted 
pregnancies is increasing (Alan Guttmacher Insti-
tute, 2009a).

The World Health Organization estimates that 
approximately 21.2 million unsafe abortions (i.e., 
those not attended by a trained health professional) 
were performed in 2008, resulting in nearly 46,800 
deaths of women in LMICs. Globally, unsafe abortion 
accounts for 8% of maternal deaths (Say et al., 2014). 
Case fatality rates (i.e., deaths per 100,000 unsafe 
abortion procedures) vary tremendously by region, 
with the world average being 220 deaths per 100,000 
unsafe abortions and ranging from 4 deaths per 
100,000 unsafe abortions in the high-income world 
to 470 deaths per 100,000 unsafe abortions in sub- 
Saharan Africa (WHO, 2011). It is worth noting that 
case fatality rates for unsafe abortions are many times 
higher than the rates for safe abortions, again with sig-
nificant regional differences—ranging from 10 times 
higher in the high-income world to 1,000 times higher 
in sub-Saharan Africa.

Another abortion-related issue is the recent rise in 
the male-to-female sex ratio at birth in Southeast Asia. 
Data from a number of countries, including China and 
Korea, show that the sex ratio at birth in these areas is 
unusually high compared with the expected ratio of 
1.06 male birth to each female birth, and is steadily 
increasing. Rising sex ratios at birth suggest that 
selective abortion of female fetuses may be increasing 
(Arnold, Kishor, & Roy, 2002; Larsen, Chung, & Das 
Gupta, 1998; Westley, 1995). This practice is embed-
ded in the context of strong societal preferences for 
male children and declining family size desires, which 
increase the incentives to have both the desired fam-
ily composition and the desired number of children 
(Hesketh, Lu, & Xing, 2011).

In recent decades, the broader availability of 
modern technology has provided the means to actu-
alize these preferences. There are basically three ways 
of determining the sex of a fetus: chorionic villus sam-
pling, amniocentesis, and ultrasound. Ultrasound is 
the safest and cheapest method, but works reliably 
only 5 to 6 months into the pregnancy (i.e., the end of 
the second trimester). This technology is widely avail-
able in rural areas in India, China, and other parts 
of East Asia. Despite strong legal sanctions against 
sex-selective abortion, the availability of relatively 
cheap ultrasound technology has promoted this prac-
tice, leading to deleterious consequences for women 
who undergo late-term, riskier abortions and possibly 
for children due to the increasing sex imbalance in the 
population.
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Consequences of Unintended Births 
for Infant Health
Data on the consequences of unintended births 
for infant health are available for the period before 
1990. They show that these births were concen-
trated in demographically high-risk categories 
(TABLES 5-5–5-7); that is, the proportion of unintended 
births was much higher among young mothers and 
older mothers, among higher-parity mothers, and 
following a short birth interval (National Research 
Council, 1989). Why these demographic characteris-
tics are associated with higher risks for infant health 
is discussed in greater detail in the next section. 
Notably, unwanted births have higher mortality even 
when the pregnancy fits into an otherwise demo-
graphically low-risk category (e.g., mothers age 24 to 
29; parity of 2 to 4).

Human Capital Investments
In addition to deleterious health consequences for the 
mother and the index child, unintended births have 
spillover and long-term cumulative effects by reduc-
ing human capital investments (i.e., allocation of 

 Mother’s Age

Country (year)

Younger 
Than 20 
Years

20–34 
Years

35 Years 
or Older

Bolivia (1993) 41.5 53.9 74.0

Colombia (1986) 34.9 48.3 60.5

Egypt (1988) 13.9 41.3 75.0

Kenya (1993) 61.2 55.3 65.4

Nigeria (1990) 13.7 12.5 21.6

Philippines (1993) 37.6 46.4 58.2

Tanzania (1991) 22.7 26.1 31.7

Thailand (1987) 28.3 38.4 47.2

Reproduced with permission from Tsui, A. O., Wasserheit, J. N., & Haaga, J. G. (Eds.). 
(1997). Reproductive health in developing countries: Expanding dimensions, building 
solutions. Washington, DC: National Academy of Sciences. Copyright 1997 by the National 
Academy of Sciences.

TABLE 5-5 Percentage of Unintended Most 
Recent Birth or Current Pregnancy by Mother’s Age 
in Selected Countries

Birth Order

Country (year) 1 2–4 5+

Bolivia (1993) 32.7 50.1 78.6

Colombia (1986) 25.0 50.7 68.8

Egypt (1988)  3.8 39.5 67.2

Kenya (1993) 52.1 52.1 66.2

Nigeria (1990) 11.2  9.9 22.7

Philippines (1993) 22.3 47.4 63.6

Tanzania (1991) 18.7 25.0 39.5

Thailand (1987) 20.7 36.3 64.4

Reproduced with permission from Tsui, A. O., Wasserheit, J. N., & Haaga, J. G. (Eds.). 
(1997). Reproductive health in developing countries: Expanding dimensions, building 
solutions. Washington, DC: National Academy of Sciences. Copyright 1997 by the National 
Academy of Sciences.

TABLE 5-6 Percentage of Unintended Most 
Recent Birth or Current Pregnancy by Birth Order 
in Selected Countries

Interval from Previous Birth to 
Conception

Country (year)
Birth Interval 
< 24 Months

Birth Interval 
ê 24 Months

Bolivia (1993) 68.4 60.1

Colombia (1986) 67.6 49.2

Egypt (1988) 54.0 50.2

Kenya (1993) 67.2 56.1

Nigeria (1990) 21.1 13.0

Philippines (1993) 62.1 49.3

Tanzania (1991) 33.5 27.5

Thailand (1987) 53.4 36.5

Reproduced with permission from Tsui, A. O., Wasserheit, J. N., & Haaga, J. G. (Eds.). 
(1997). Reproductive health in developing countries: Expanding dimensions, building 
solutions. Washington, DC: National Academy of Sciences. Copyright 1997 by the National 
Academy of Sciences.

TABLE 5-7 Percentage of Unintended Recent 
Higher-Order Birth or Current Pregnancy by Interval 
from Previous Birth to Conception: Selected Countries
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resources for education and health) in the family as 
a whole. A number of studies in LMICs have shown 
that older children, especially girls, suffer dispropor-
tionately in terms of lower educational attainment and 
health status as family size increases—the latter being 
a proxy for unwanted births (Bledsoe & Cohen, 1993; 
Desai, 1995; Frenzen & Hogan, 1982; Lloyd, 1994).

Cross-sectional associations between large fam-
ily sizes and lower health and educational attain-
ments need to be interpreted cautiously, given that 
parents who choose to have large families may also 
choose to invest differently in different children 
(Knodel,  Chamratrithirong, & Debavalya, 1987). 
Nevertheless, some evidence, from a family planning 
quasi- experiment in which villages were assigned 
different levels of family planning services, suggests 
that part of the relationship between large family 

sizes and low human capital investments is causal 
(Foster & Roy, 1996).

Unmet Need for Contraception
A primary objective of family planning programs 
has been to reduce unintended births by address-
ing “the unmet need for contraception.” This unmet 
need is conventionally estimated from representative 
population- based surveys of currently married women 
as the sum of the number of currently pregnant women 
who report that their pregnancy is unintended and the 
number of currently nonpregnant women who are not 
using contraception and would not like to have any 
more children or, at least, none in the next two years 
(Bankole & Westoff, 1995). On the basis of this defi-
nition, the unmet need for contraception (TABLE 5-8) 

Country Unmet Need
Current Use of 
Contraception

Demand for 
Family Planning

Percentage of Total 
Demand Satisfied

Sub-Saharan Africa

Benin, 2011–2012 32.6 12.9 45.5 28.4

Cameroon, 2011 23.5 23.4 46.9 49.9

Chad, 2014–2015 22.9 5.7 28.6 19.8

Congo, 2011–2012 18.4 44.7 63.1 70.9

Democratic Republic of the 
Congo, 2013–2014

27.7 20.4 48.1 42.5

Ethiopia, 2011 26.3 28.6 54.9 52.1

Ghana, 2014 29.9 26.7 56.6 47.2

Guinea, 2012 23.7 5.6 29.3 19.1

Lesotho, 2014 18.4 60.2 78.6 76.5

Liberia, 2013 31.1 20.2 51.3 39.4

Malawi, 2010 26.2 46.1 72.3 63.8

Mali, 2012–2013 26.0 10.3 36.3 28.5

Namibia, 2013 17.5 56.1 73.6 76.2

TABLE 5-8 Unmet Need for Contraception and Demand for Family Planning for Married Women in 37 Countries, 
Based on DHS Survey in 2010–2015

(continues)
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Country Unmet Need
Current Use of 
Contraception

Demand for 
Family Planning

Percentage of Total 
Demand Satisfied

Sub-Saharan Africa

Niger, 2012 16.0 13.9 29.9 46.5

Nigeria, 2013 16.1 15.1 31.2 48.5

Rwanda, 2014–2015 18.9 53.2 72.2 73.8

Senegal, 2014 25.6 22.2 47.7 46.4

Swaziland, 2006–2007 24.7 50.6 75.4 67.2

Tanzania, 2010 22.3 34.4 56.7 60.6

Uganda, 2011 34.3 30.0 64.3 46.7

Zambia, 2013–2014 21.1 49.0 70.2 69.9

Zimbabwe, 2010–2011 14.6 58.5 73.1 80.1

North Africa/West Asia/ Europe

Armenia, 2010 13.5 54.9 68.4 80.3

Egypt, 2014 12.6 58.5 71.1 82.3

Jordan, 2010 11.7 61.2 72.9 83.9

Asia

Bangladesh, 2014 12.0 62.4 74.4 83.9

Cambodia, 2014 12.5 56.3 68.8 81.9

Indonesia, 2012 11.4 61.9 73.2 84.5

Pakistan, 2012–2013 20.1 35.4 55.5 63.8

Latin America and Caribbean

Colombia, 2010 8.0 79.1 87.1 90.8

Dominican Republic, 2013 10.8 71.9 82.7 86.9

Haiti, 2012 35.3 34.5 69.8 49.4

Honduras, 2011–2012 10.7 73.2 83.9 87.3

Data from Macro International Inc., 2010–2015, MEASURE DHS STAT compiler. Accessed on November 10, 2016 from http://www.measuredhs.com

TABLE 5-8 Unmet Need for Contraception and Demand for Family Planning for Married Women 
in 37 Countries, Based on DHS Survey in 2010–2015 (continued)
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is estimated to be 20% or less for married women in 
countries with high contraceptive prevalence rates 
(e.g., 55% or higher) and ranges up to 30% (Uganda) 
of women in countries with lower contraceptive prev-
alence rates.

The definition of “unmet need for contraception” 
has been criticized as an underestimate of actual need 
because it excludes both currently married women 
who are not pregnant and who are using inappropri-
ate (because of health consequences or side effects) 
methods of contraception and sexually active women 
who are not currently married and who do not wish 
to become pregnant, at least in the next two years 
( Bongaarts, 1991; Dixon-Mueller & Germain, 1992; 
Pritchett, 1994a, 1994b). An additional criticism 
revolves around the issue of ineffective contraception. 
Large numbers of women currently use traditional 
methods, which have much higher failure rates than 
available modern contraceptives. Current estimates of 
unmet need do not include women who are using tra-
ditional (i.e., ineffective) contraceptive methods.

More recent estimates (2007) consider unmar-
ried as well as married women. They show that for all 
LMICs, approximately 112.4 million women have an 
unmet need for contraception (108 million married 
and 4.2 million unmarried). These numbers translate 
into 14% of married women versus 7.7% of unmar-
ried women having an unmet need for contracep-
tion. Women age 15 to 24 have significantly higher 
unmet need than 25- to 49-year-old women (Sedgh, 
Hussain, Bankole, & Singh, 2007). More than half of 
the total unmet need for contraception is attributed 
to the need to space births, and the other half to the 
need to limit births (Ross & Winfrey, 2002). The total 
number of women whose needs are unmet results 
from the combination of upward pressure due to 
population growth and downward pressure due to 
the success of family planning programs (Ross & 
Winfrey, 2002).

Family planning programs have played an 
important role in reducing the unmet need for con-
traception by making contraceptive options both 
physically accessible and financially affordable. Since 
the late 1950s, when the first national family plan-
ning programs in LMICs were established, there has 
been a significant increase in the prevalence of con-
traceptive use. This increase has played an important 
role in the significant reduction in fertility that has 
taken place especially over the last three decades in 
these regions, where the average number of births per 

1 The onset of fertility decline is usually dated from an initial decline of at least 0.7 point in total fertility over a five-year period, following 
the practice employed by Bulatao and Elwan (1985).

couple declined from more than 6 to fewer than 3 in 
the latter half of the twentieth century.

Program success in improving contracep-
tive prevalence rates has, however, been somewhat 
uneven. It has depended on a number of factors, 
including a receptive social and family environment 
that accepts fertility control as legitimate behavior, a 
favorable political and bureaucratic climate, a man-
agement structure that pays close attention to both 
quality and quantity of services, and reliable sources 
of funding. Furthermore, those programs that have 
succeeded have invested considerable resources in 
evaluation, research, and monitoring of their services, 
and have had the flexibility to adapt to local condi-
tions ( Bongaarts, 1997; Bongaarts & Watkins, 1996; 
Bulatao, 1993, 1998; Freedman, 1987).

A long-standing debate has focused on the rel-
ative merits of “demand-side” versus “supply-side” 
interventions to reduce the unmet need for contra-
ception (Bongaarts, 1997; Pritchett, 1994a, 1994b). 
Demand-side proponents argue that improvements 
in women’s socioeconomic status are an essential and 
necessary prerequisite to the success of family plan-
ning programs. Thus, educated women with higher 
status, compared to their less-educated and lower- 
status peers, are more likely to know about contra-
ception and to seek it out to actualize their latent 
fertility desires. Supply-side proponents, in contrast, 
posit that family planning programs, when properly 
managed, can increase access to and availability of 
contraception, even in the absence of changes in the 
socioeconomic status of women. Thus, they can lead 
to increased contraceptive prevalence rates and initia-
tion of fertility decline.

The experience of many countries shows that 
the onset of fertility decline1 is not dependent on any 
particular threshold in socioeconomic factors such 
as levels of urbanization, female education, or infant 
mortality. In fact, fertility decline appears to have 
started in a wide range of LMICs at quite varied lev-
els of socioeconomic status. Bangladesh is frequently 
cited as the best example of improved contraceptive 
prevalence rates and dramatic fertility decline in the 
absence of socioeconomic improvements but in the 
presence of a well-run, sharply focused family plan-
ning program (Cleland, Phillips, Amin, & Kamal, 
1994), although the absence of socioeconomic change 
has recently come under question (Caldwell, Barkat, 
Caldwell, Pieris, & Caldwell, 1999; Menken, Khan, & 
Williams, 1999). While there appears to be no magic 
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threshold of socioeconomic development for initia-
tion of fertility decline, the decline occurs more rap-
idly in countries with greater levels of socioeconomic 
development (Bongaarts & Watkins, 1996).

The demand-side versus supply-side debate is basi-
cally a false dichotomy. Neither development nor fam-
ily planning programs are a necessary prerequisite, nor 
is either sufficient to induce fertility decline on its own 
(Ross & Mauldin, 1996). Rather, these factors work in 
a complementary fashion, with the time scales of their 
respective impacts being very different. On the one 
hand, investments in improving women’s status and 
educational attainment certainly have an important 
impact in reducing unmet need, but it is a long-term 
impact. On the other hand, family planning programs 
can increase access to contraception in the short run, 
thereby enhancing knowledge about its use and avail-
ability and addressing many of the negative myths 
about particular methods of contraception. Appro-
priately crafted and focused media campaigns, when 
implemented as part of family planning programs, 
can also help legitimize contraception as an acceptable 
and desirable form of behavior. Moreover, it is import-
ant to note that access to the means to limit fertility 
in and of itself helps improve the status of women. 
Family planning programs work synergistically with 
improvements in socioeconomic status and are most 
effective when they are directed at an informed, edu-
cated, empowered client base (Freedman, 1987).

In summary, Bongaarts (1997) estimates that 
approximately 40% of the fertility decline in the last 
three decades of the twentieth century in LMICs (from 
a TFR of 6 to 3 births per woman) can be attributed 
to family planning programs, and approximately 60% 
to changes in socioeconomic status, particularly for 
women.

The Challenges Facing Family Planning
Despite significant family planning program success 
in reducing financial and logistic constraints to con-
traceptive access, the unmet need for contraception 
remains high in many countries. Studies by  Bongaarts 
and Bruce (1995) and Casterline and associates (1996) 
reported that the major barriers to use of contra-
ception appear to be lack of knowledge about con-
traception availability and use, concerns about the 
deleterious health consequences of contraception, 
and opposition from family and community to con-
traception use.

Given that physical access and financial con-
straints are not considered to be significant barriers 
to the use of contraception, the major challenges for 

family planning revolve around improving the qual-
ity of services, particularly in the areas of information 
exchange and method choice; integration with repro-
ductive health services other than contraception; and 
last, but not least, financial sustainability.

Information Exchange
In upgrading the quality of family planning services, 
the major area of concern is information exchange 
between providers and clients. The fragmentary evi-
dence that exists suggests that inadequate information 
is often provided about the proper use of contracep-
tives, alternatives in the event of non-optimal use, 
contraceptive side effects, and the appropriateness of 
the chosen method for women who have particular 
health problems (Winikoff, Elias, & Beattie, 1994). For 
example, quite a few women who are using oral birth 
control pills do not know that they can make up for 
a missed day by taking two pills the next day. Simi-
larly, not enough women know that birth control pills 
should not be used if a woman is a smoker or has a 
heart condition (Trottier, Potter, Taylor, & Glover, 
1994).

In general, far fewer than 50% of women have 
meaningful knowledge about contraceptive meth-
ods (Bongaarts & Bruce, 1995). This lack of specific 
knowledge often leads to exaggerated notions of the 
health risks of contraception (Casterline et al., 1996). 
It is worth reiterating that contraception is, by and 
large, very safe, especially when compared to the 
health risks deriving from an unplanned pregnancy. 
Ross and Frankenberg (1993) have estimated that 
the mortality risk of an unplanned, unwanted preg-
nancy is 20 times the risk of any modern contraceptive 
method and 10 times the risk of a properly performed 
abortion (Ross & Frankenberg, 1993). Although the 
last two decades have witnessed great success in social 
marketing, whereby most women have become aware 
of the benefits of small families and the existence and 
availability of contraception, much more needs to be 
done to educate women about method choice and 
associated health risks and benefits.

Although concern about information exchange 
in family planning programs is long-standing, prog-
ress in addressing this problem has been uneven. An 
issue that comes up repeatedly is whether there is a 
quality–quantity tradeoff. Program managers voice 
a common complaint that they have their hands full 
just providing physical access to contraceptives. Many 
feel they do not have the luxury of providing exten-
sive information about contraception because of the 
time-intensive nature of this type of activity.
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In reality, there is little contradiction or tradeoff 
between paying attention to quality issues and achiev-
ing quantity targets for numbers of users. The two are 
integrally linked in several ways. First, the key steps 
needed to improve quality—such as attention to logis-
tics, adequate supervision, motivation of workers at 
every level, real feedback to managers and supervi-
sors, and accountability for supplies and money—are 
exactly the same steps needed to improve quantity. 
Second, family planning services are inseparable from 
information provision. In fact, provision of informa-
tion is one of the key services that a family planning 
program can offer. Third, attention to quality will 
improve efficiency and will allow the addition of new 
users to family planning services without new costs 
(Tsui et al., 1997).

Contraceptive Use and Method Choice
Modern contraceptive methods are now so widely 
available in LMICs that approximately 46% of all 
couples outside of China and approximately 62% of 
all couples in high-income countries in which the 
woman is of reproductive age use such methods (Pop-
ulation Reference Bureau, 2016). In 2003, the esti-
mated number of contraceptive users in LMICs was 
506 million. This number had grown to 600 million 
by 2008 and to 645 million by 2012 (Darroch & Singh, 
2013). By 2030, the number of global users of contra-
ceptives is expected to be approximately 800 million 
(United Nations Population Division, 2015a). This 
rapid growth rate is a result of population increases 
and a concomitant rise in contraceptive prevalence 
in LMICs, from 61% in 2000 to 64% in 2015, due to 
declines in desired fertility.

TABLE 5-9 shows the change in worldwide distri-
bution of contraceptive use according to method from 
2002 to 2015. Note that the global contraceptive use 
rate increased by only 3% between 2000 and 2015. The 
increase is almost uniform across the regions except 
Africa, where a 7% increase has been experienced 
(from 26% to 33%); this rate remains the lowest on 
a regional basis in the world. These findings support 
the notion that once the contraceptive use rate reaches 
60% in any country, there is little scope for further 
increase.

In addition to demonstrating the great variation 
in use, these data are remarkable in that they show, for 
much of the world, a high proportion of those  couples 
using contraception are using sterilization— the one 
method that has almost zero risk of failure. Note that 
the average rate of contraception use for LMICs in 
Asia (67.8%) is heavily influenced by the very high 

rate of contraceptive prevalence in China (83.4%). 
Without China, the average for all LMICs would 
drop from 61% to 54% (Population Reference Bureau, 
2016). More recent data show that there is a consistent 
decline in permanent method use across the regions 
with increase in condom and pill use.

Another modern contraceptive that has not yet 
reached the mainstream is emergency contracep-
tion. A recent study in LMICs shows that nearly 
20% of women age 15 to 49 years had heard about 
this method and approximately 2% of sexually 
active women had ever used it (United Nations, 
1994), although wide variations exist among coun-
tries (Palermo, Bleck, & Westley, 2014). Another 
important observation is that there is no strong cor-
relation between TFR and contraceptive use rate in 
many high-income countries. For example, Japan 
has one of the lowest TFR in the world (1.4 births 
per woman), but a modest contraceptive use rate of 
56%, of which 80% involves use of condoms. Japa-
nese couples rely on other fertility control measures 
that reduce exposure to risk of pregnancy, perhaps 
including more effective use of controlled absti-
nence (Moriki, Hayashi, &  Matsukura, 2015); in 
Japan, the average age at marriage is 26.3 years for 
women and the average age at first birth is 27.5 years 
( Anonymous, 1996).

It is much more difficult to judge how much choice 
of method women in LMICs have, and how their 
array of choices has changed in recent years. With the 
exception of sub-Saharan Africa, where contraceptive 
prevalence rates are low, significant progress in over-
all method availability occurred in most countries 
between 1982 and 1994 (Ross & Mauldin, 1996). In 
all 22 countries (with the exception of Nigeria) where 
DHS surveys were conducted between 1990 and 1993, 
at least half of all women had heard of at least one 
modern contraceptive method; in 13 of these coun-
tries, more than 90% of women knew of at least one 
contraceptive method (Curtis & Neitzel, 1996).

TABLE 5-10 shows historical data on contracep-
tive method mix and alternative projections for 
contraceptive choices in 2015 in LMICs (Bongaarts 
& Johansson, 2002). Although the two projection 
methodologies resulted in varying estimates for spe-
cific methods, female sterilization appeared likely to 
remain the most popular method of choice in 2015, 
followed by intrauterine devices (IUDs) and pills. 
When the estimated method mix was compared with 
actual data collected between 1998 and 2012 from 
LMICs, the earlier projections were found to have 
largely overestimated the use of sterilization and IUDs 
(Ross et al., 2015). Conversely, injectable methods 
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were used by a significant share of the population 
(18.0%), and— perhaps  surprisingly—use of tradi-
tional methods also increased more than projected. 
An issue of considerable concern is that despite evi-
dence of a spreading HIV epidemic in LMICs, con-
dom use remains low in all estimates.

Largely due to a lack of funding and the long 
lead time required for new methods to gain accep-
tance, there has been relatively little innovation in 
 contraceptive technology in the last 30 years. Thus, 
in an era of increasing expectations for contracep-
tion, the menu of choices has not expanded greatly. 
Given the AIDS pandemic, new contraceptive meth-
ods that are of high priority are vaginal microbicides, 
which protect women from STIs, in combination with 
spermicides, which provide contraceptive protection 
(Bongaarts & Johansson, 2002; Harrison &  Rosenfield, 
1996; Tsui et al., 1997).

In some situations, knowledge and use of exist-
ing technology have not been widely disseminated. 
One example is emergency contraception—that 
is, the prevention of pregnancy through the use of 
contraceptive methods after unprotected sex—for 

which appropriate technologies (e.g., a combination 
of oral contraceptive pills, progestin-only pills, and 
the copper-T IUD) have long been available but are 
not used by many women (e.g., victims of coercive 
sex) who could benefit from them (International 
Planned Parenthood Foundation, 1995; Trussell, 
 Ellertson, & Stewart, 1996). Although this treatment 
was discovered in 1966, it was not until 1995 that 
the International Consortium for Emergency Con-
traception (ICEC, 2010) was formed to promote and 
mainstream emergency contraception worldwide. 
However, progestin-only preparations, commonly 
known as the “morning-after pill,” are now available 
commercially in most countries as a dedicated emer-
gency contraception product under many names 
worldwide (Trusell & Cleland, 2010).

Political, Social, and Financial Constraints
Although high unmet need is in part a function of 
specific management deficiencies in family planning 
programs, it is important to recognize that broader 
political and societal constraints also play a role. 

Actual Actual Futures Group Projection New Procedure Projection Estimated

Method 1980 1993 2015 2015 1998–2012*

Female sterilization 24  39  26  37  12.8

Male sterilization 13   8   3   5   1.3

Pill 13  11  22  17  22.3

Injectable/Implants  0   4   6   5  18.0

Intrauterine device 32  26  18  20  12.9

Vaginal methods  0    0.3    0.6    0.4 —

Condom  5   4  10   9  10.7

Traditional 
methods

 12   9  14   7  22.1

Total 100 100 100 100 100

The figures for 1993 are proportions of total contraceptive use. An estimated 21% of married couples used female sterilization. As the total number of married couples using contraceptive methods 
was 55%, this translates into (21/55 = 39%) of total contraceptive use.
Modified from Population Council, Bongaarts, J., & Johannsson, E. (2002). Future trends in contraceptive prevalence and method mix in the developing world. Studies in Family Planning, 33(1), pp. 24–36.  
*Estimates for 1998–2012 are taken from Ross, J., Keesbury, J., & Hardee, K. (2015). Trends in the contraceptive method mix in low- and middle-income countries: Analysis using a new “average 
deviation” measure. Global Health: Science and Practice, 3(1), 34–55.

TABLE 5-10 Estimates of Method Distribution in 1980 and 1993 and Alternative Projections for 2015,  
Low- and Middle-Income Countries
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Kenney (1993) has identified policies in a variety of 
countries that retard access to safe contraception:

 ■ Health and safety regulations that restrict choice of 
methods or providers (e.g., the failure to approve 
oral contraceptives for use in Japan for more than 
nine years; a committee finally recommended 
their approval after the male impotence– relieving 
drug Viagra received endorsement within six 
months (Goldberg, 1999)

 ■ Taxes and barriers to trade that affect importation 
of contraceptives

 ■ Regulation of advertising (usually due to concerns 
about modesty and privacy)

 ■ Restrictions on private-sector involvement in 
family planning
In addition, law and policies in many countries 

restrict or forbid access to abortion (Kenney, 1993).
In any discussion of family planning programs 

and their performance, the issue of financial sus-
tainability is key. Family planning expenditures in 
LMICs as a whole are estimated to be approximately 
$14 billion annually, or roughly $1–2 per person 
per year in 2014 (High-Impact Practices in Fam-
ily Planning [HIP], 2014). In the last two decades, 
most of this expense has been paid for by national 
governments (50%) and individual households 
(20%), with international donor assistance account-
ing for only 30% of the total ($4.2 billion). In the 
coming decades, rising demand for contraception 
and increasing budget constraints will require that 
programs either mobilize more public resources or 
increase the cost of family planning services to the 
individual, so that more users can be accommodated 
(Bulatao, 1998).

The Broader Effects of Family Planning 
Programs
Even before the 1994 International Conference on 
Population and Development in Cairo, concerns were 
expressed, both by women’s groups and by policy mak-
ers, about the effects of family planning programs on 
the lives of individual women. Family planning pro-
grams have been criticized as exclusively concerned 
with reducing population growth. Studies in recent 
years have broadened research to include consider-
ation of the effects of programs on the quality of life 
for women. In particular, the Women’s Studies  Project 
found that family planning programs provided the 
 following benefits to women:

 ■ “Most women and men are convinced that prac-
ticing family planning and having smaller families 
provide health and economic benefits.”

 ■ Family planning offers freedom from fear of 
unplanned pregnancy and can improve sexual life, 
partner relations, and family well-being.

 ■ Where jobs are available, family planning users 
are more likely than non-users to take advantage 
of work opportunities.

 ■ “Family planning helps women meet their prac-
tical needs and is necessary, but not sufficient, to 
help them meet their strategic needs” (Women’s 
Studies Project, 1999).

The Women’s Studies Project also found costs to 
women from such programs:

 ■ “Contraceptive side effects—real or perceived— 
are a serious concern for many women, more so 
than providers realize.

 ■ When partners or others are opposed, prac-
ticing family planning can increase women’s 
vulnerability.

 ■ When women have smaller families, they may 
lose the security of traditional roles and face new 
and sometimes difficult challenges, including the 
burden of multiple responsibilities at home and 
work” (Women’s Studies Project, 1999).

In addition, the Women’s Studies Project found 
that the exclusion of men from most family planning 
programs affected the ability of women to take advan-
tage of their services, because men play a dominant 
role in family planning decisions in many regions.

Most family planning programs have emphasized 
only the positive benefits of family planning; they are 
now being urged to pay attention to at least some of 
these broader considerations.

A Broader Definition of Family Planning 
and Reproductive Health Programs
As discussed earlier, the 1994 ICPD brought about an 
international reevaluation of the conceptualization of 
family planning programs. These programs are now 
viewed as falling under the larger rubric of more gen-
eral reproductive health services and interventions, 
some of which are directly health related, whereas 
others are related indirectly. It is useful, however, to 
first consider conventional family planning programs.

Organization and Structure of Family 
Planning Programs
While nearly all LMICs have established an infrastruc-
ture to deliver family planning services, their organi-
zation varies markedly. One example, Bangladesh, is 
discussed in EXHIBIT 5-4.
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According to Tsui, Wasserheit, and Haaga (1997), 
successful performance in the family planning realm 
is influenced by a focused commitment to achieving 
program objectives and access to adequate resources. 
At the national level, strong leadership, clearly formu-
lated policies, explicit goals and objectives, and a clear 
agenda for meeting those goals can all contribute to 
the success of programs. In some countries, political 
commitment is evidenced by placing the family plan-
ning program under a national supervisory council or 
by establishing a separate ministry.

Programs also need ways of assessing progress 
toward meeting their objectives. Indicators such as 
contraceptive prevalence, proportion of unwanted 
births, maternal morbidity and mortality, pregnancy 
complications and their management, and actual fer-
tility levels all provide information that, over time, can 
permit program evaluation. Therefore, one element 
of successful programs is the definition of result mea-
sures to be used and establishment of mechanisms for 

collecting the needed information. Caution is in order, 
however. For example, goals that are defined in terms 
of targets, such as the number of acceptors of particu-
lar methods in a given time, may lead workers to exert 
pressure on clients and reduce their options.

Family planning service programs have tended to 
focus on a narrow set of goals—reducing unwanted 
fertility by providing access to the means of fertility 
control. Several models have been used for the design 
of programs. In the vertical model, family planning 
administration and service delivery are carried out by 
staff for whom this is their single function. In a sec-
ond model, a separate family planning administration 
unit is established, but field staff at each level of the 
healthcare system can deliver a variety of linked ser-
vices. In practice, the linkage between family planning 
and maternal and child health services has been the 
most common. Under the new broader definition of 
reproductive health, it is expected that other types of 
services will be offered, so that the ways in which they 

EXHIBIT 5-4 The Bangladesh Family Planning Program

Family planning in Bangladesh can be traced to the private Family Planning Association created in 1953, before 
Bangladesh achieved its independence from Pakistan. By 1960, Pakistan had begun public-sector programs, which 
Bangladesh continued after becoming a nation in 1971. The overall program has grown and changed over the years, 
but throughout there has been high-level political support and considerable funding from external donors. The Family 
Planning Association program has emphasized provision of services, outreach activities at the village level, and mass 
communication through a variety of media.

Within the early 1960s public-sector programs, family planning services were offered in government health clinics as 
part of regular health services. A system of using village aides to provide education was established but abandoned after 
only 18 months for a variety of reasons, including poor training of the aides, complaints that their services were directed 
only to family planning and not to other health problems, inadequate resources, and poor supervision. It was followed by 
renewed efforts run by a new Family Planning Board independent of the Ministry of Health.

Bangladesh’s family planning efforts in the late 1960s met with little success, primarily because of poor-quality 
services provided by a program that had been instituted on a large scale, with little pilot testing and poor organization. 
The program emphasized use of the intrauterine device (IUD), which was met with resistance by many concerned 
about side effects and problems with its use. It did not help that the program was seen by many as having been 
imposed on Bangladesh, then East Pakistan, by a government whose political support was declining.

In the aftermath of the country’s war for independence, although the health and social sectors of the government 
were particularly negatively affected, it was felt that family planning was urgently needed. A large and complex program 
was established. A separate Population Wing was created within the Ministry of Health and Population to run the 
program. Thus, health and family planning services were separated. At the local level, the primary healthcare staffs were 
predominantly male. In a society where little interaction is permitted between women and men who are not members of 
their families, male workers cannot provide maternal and child health services except for immunizations. This staffing was 
a legacy of early programs to combat smallpox, tuberculosis, and malaria; it was ill suited to the new focus. By contrast, 
local family planning workers were women, although their supervisors were men. These female workers went directly to 
households and offered family planning counseling and free supplies. They spent some time focusing on maternal and 
child health, although they were not well trained for this purpose.

Over the years, the Bangladeshi Family Planning program has continued to be revised, restructured, and expanded. 
In all cases, the elements of strong political support, strong financial support, and extensive administrative support have 
remained (Cleland et al., 1994; Streatfield & Kamal, 2013). 

Cleland, J., Phillips, J. F., Amin, S., & Kamal, G. M. (1994). The determinants of reproductive change in Bangladesh. Washington, DC: World Bank. https://creativecommons.org/licenses/by/3.0/igo/. 
This is an adaptation of an original work by the World Bank. Views and opinions expressed in the adaption are the sole responsibility of the author or authors of the adaptation and are not endorsed 
by the World Bank.
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are linked, both administratively and in provision of 
care, will have to be addressed.

No matter which model is followed, the program 
design involves decisions about which services will be 
offered and at which level of the healthcare system. 
Tsui, Wasserheit, and Haaga (1997) have illustrated 
the various possibilities.2 The levels of healthcare sys-
tem that they suggest can deliver interventions for 
prevention and management of unintended pregnan-
cies are summarized here:

Community
 ■ Information, education, and communication 

programs
 ■ Community-based distribution
 ■ Social marketing of condoms and oral pills

Health Post
 ■ Counseling/screening for contraception
 ■ Counseling and referral for menstrual regulation 

or abortion
 ■ Provision of injectable contraceptives
 ■ IUD insertions
 ■ Counseling and treatment of contraceptive side 

effects

Health Center
 ■ Menstrual regulation/manual vacuum aspiration 

abortion
 ■ Performing surgical contraception on set days
 ■ Post-abortion counseling and contraception
 ■ Counseling and treatment of contraceptive side 

effects

District Hospital
 ■ Surgical contraception
 ■ Abortions through 20 weeks, where indicated
 ■ Post-abortion counseling and contraception

These authors’ report concludes that the breadth 
and scope of the services to be delivered present formi-
dable challenges in terms of design, execution, admin-
istration, and evaluation. Even if these challenges are 
met, a program can falter if adequate resources are not 
allocated to meet its needs for trained staff, equipment, 
and supplies. Additional demands will be placed on 
whatever system is in place if services related more 
generally to reproductive health are provided.

Research on design and implementation can help 
improve family planning and reproductive health 

2 Reprinted with permission from Tsui, A. O., Wasserheit, J. N., & Haaga, J. G. (Eds.). (1997). Reproductive health in developing countries: 
Expanding dimensions, building solutions. Panel on Reproductive Health, Committee on Population, Commission on Behavioral and Social 
Sciences, and Education. Washington, DC: National Academy Press. Copyright 1997 by the National Research Council.

programs. EXHIBITS 5-5 and 5-6 describe the approach 
taken by Bangladesh in this regard.

Additional Reproductive Health Care 
Services
Some reproductive health services are closely linked 
to contraception; it is likely that, without much added 
expense, they can be integrated into conventional fam-
ily planning programs relatively easily. These services 
may include pregnancy tests, Pap smears, and screen-
ing for sexually transmitted infections. STI screening 
has been carried out, in many cases, only in the con-
text of separate programs to treat such infections. That 
type of intervention misses the general population of 
women who may not realize that they are infected or 
understand that they may pass their infection to their 
unborn or nursing children.

HIV/AIDS deserves special mention. In 1999, 
the United Nations convened a conference to assess 
the progress made on this front since the 1994 
ICPD. Attendees concluded that the earlier confer-
ence had greatly underestimated the effects of HIV/
AIDS on the populations of LMICs and called for 
specific programs and targets to reduce the spread 
of infection (“Conference Adopts Plan on Limiting 
Population,” 1999). Directly related to the family 
planning realm is their call for greater access to 
methods such as female and male condoms that can 
reduce or prevent transmission of the virus. This 
and other approaches to preventing the spread of 
HIV/AIDS are discussed in the Infectious Diseases 
chapter.

Other desirable reproductive health inter-
ventions remain within the health realm but will 
require significant changes in staffing and signifi-
cantly more financial resources to implement. These 
services include emergency obstetrics, general 
women’s health services, abortion services where 
they are not already available, infertility services, 
and greatly expanded testing and counseling for 
HIV/AIDS. Some infertility services are already 
provided within the context of programs to reduce 
STIs, as these diseases are a major cause of infertil-
ity and premature sterility (Tsui et al., 1997). The 
others, however, are generally lacking. Without con-
siderable expansion of the financial base for family 
planning and for the expanded reproductive health 
program, it is unlikely that these services can be 
provided in many LMICs.
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Reproductive Health Services Beyond 
Direct Health Care
Reproductive health interventions that go beyond 
the healthcare realm, while clearly valuable, are not 
linked in any obvious way to conventional family 

planning services. The ICPD’s Cairo agenda focused 
on improving the status of women. It called for inter-
ventions such as income-generating activities for 
women and female education that improve the overall 
status of women as well as for sex education for youth, 
both male and female, to increase responsible sexual 

EXHIBIT 5-5 Research to Improve the Family Planning Program in Bangladesh

How well do various types of family planning programs work? Few experiments in applied research have been 
conducted to determine whether a particular design is more effective in reaching the objectives of the program. 
The International Centre for Diarrhoeal Disease Research, Bangladesh (ICDDR,B) has carried out just these kinds of 
operations research experiments, which have served to improve the ways in which services are delivered within the 
Bangladeshi family planning program.

An early effort, in 1975, was intended to test the hypothesis that there was latent demand for family planning. 
ICDDR,B maintains a field station in Matlab, approximately 40 kilometers from the capital, Dhaka. A family planning 
program was introduced in roughly half of the area in which the center provided services, while people living in the 
remainder of the area had access only to standard government or private services. Local women, mostly illiterate widows, 
were hired to visit households approximately every 90 days to offer oral contraception to women. Later, condoms were 
added to the offerings. The hypothesis was that couples wanted to reduce their fertility, but would do so if only they were 
supplied with the necessary means. Initial acceptance was good; prevalence of use rose in the early stage of the program 
to almost 20% from its near-zero level prior to the program. Nevertheless, within less than nine months, it had dropped, 
so that the program area prevalence was only 6 percentage points higher than in the comparison area.

Lessons learned: This type of demand-oriented program is inadequate in a situation where women and couples 
have little social support for contraceptive use. Rather, a system that addresses the non-economic costs of use—
whether social, psychological, or based on health concerns—is essential. In addition, problems arose in complying 
with a daily pill regimen, and condoms were not popular. Analysis of the experiment through interviews with people 
in the community also demonstrated the importance of the characteristics of the family planning worker. Women 
who had little status in the community and who were older than reproductive age themselves did not have sufficient 
credibility to help others withstand the social costs of use. Improving access was simply not enough.

A subsequent experiment begun in 1978 tested better follow-up for users, an expanded set of method choices, 
employment of better-educated and younger women, and new management strategies. These steps were undertaken 
to ensure that women received regular visits and that problems were addressed rapidly. A new dual leadership system 
was introduced, which included both technical (paramedical) and administrative supervision. The interval between 
visits was reduced to 14 days. Within a year, nearly one-third of women in the study area were contraceptive users, 
while there was little change in the comparison area. Increases in contraceptive use continued so that by 1990, nearly 
60% of women in the targeted area were users, compared to only 25% in the comparison area. Clearly, taking advantage 
of latent demand for contraception required that the program address the social costs of contraceptive use. It also 
demonstrated the value of providing service in the home.

In 1983, a new experiment was begun outside of Matlab, to see if the lessons learned there could be applied 
within the government family planning program and without injection of major additional resources or changes in 
administration. This pilot project was carried out in two areas. Because of the success of this Extension Project, the 
government changed the national program to increase the number of female village workers, train them to provide 
injectable contraception within the home, and upgrade management to provide better support, both technical 
and supervisory, for local workers. In fact, one of the main lessons learned from these experiments was that careful 
supervision and support of workers were critical factors for success. Another lesson emphasized the importance of 
designing a program for local cultural circumstances—in this case, providing basic services in the home.

Since these experiments were conducted, other projects have tested variations of the Extension Project model to see 
how much it can be altered and still achieve the objectives of increased use of family planning and reduced fertility. Since 
the International Conference on Population and Development, the Extension Project (later renamed as the Operations 
Research Project) has initiated studies examining how the family planning program can be expanded to provide a wide 
array of reproductive and other health services under what is termed the Essential Services Package (Cleland et al., 1994).

Cleland, J., Phillips, J. F., Amin, S., & Kamal, G. M. (1994). The determinants of reproductive change in Bangladesh. Washington, DC: World Bank. https://creativecommons.org/licenses/by/3.0/igo/. 
This is an adaptation of an original work by the World Bank. Views and opinions expressed in the adaption are the sole responsibility of the author or authors of the adaptation and are not endorsed 
by the World Bank.
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behavior. The 1999 follow-up conference reiterated 
and intensified these calls (“Conference Adopts Plan 
on Limiting Population,” 1999).

Others have called for programs that decrease 
 violence against women. Violence in women’s inti-
mate relationships can lead to death through homi-
cide or through driving the woman to suicide. A less 
drastic outcome is loss of control by women over their 
sexuality and, therefore, their sexual health.

Another kind of violence against women is female 
genital mutilation, a practice that has been reported 
in more than 40 LMICs and has followed immigrants 
from these areas to high-income countries (Tsui 
et al., 1997). It is estimated that more than 200 million 
women have been affected globally by female genital 

mutilation and approximately 3 million girls are at 
risk for female genital cutting every year (UNICEF, 
2016). Although any type of genital cutting carries a 
risk of infection, the implications of genital cutting for 
long-term reproductive health differ according to the 
severity of cutting, conditions of delivery, and sociode-
mographic factors. It is generally accepted that women 
who have undergone the most severe type of cutting, 
which includes removal of external genitalia and infib-
ulation (stitching or narrowing of the vaginal opening), 
have an increased likelihood of delivery complications 
or obstetric morbidity (Slanger, Snow, & Okonofua, 
2002). Even death may occur from excessive bleeding 
and infection resulting from use of unsterile equip-
ment for performing the procedure by quacks. In some 

EXHIBIT 5-6 Strategies Used by the Bangladesh Family Planning and Reproductive Health Programs

According to Cleland et al. (1994), at least four sets of strategies have been implemented:

1. Strategies to improve the coverage and quality of services:
 • Clinics, located within 5 miles of most couples, now provide free clinical contraception (IUDs, injectables, and 

implants) and treatment of side effects.
 • Sterilization is offered without charge at all subdistrict hospitals and is carried out by well-trained personnel.
 • Related health services for children and women are provided either in the home or in clinics.
 • Community-based distribution of low-cost nonclinical contraceptives (condoms and oral pills) is provided 

through pharmacies and is well publicized through various media.
2. Strategies to improve awareness and motivation:

 • Mass media are used to provide extensive relevant information; family planning and reproductive health are 
openly discussed in public media.

 • Focused programs (for example, with religious leaders) are carried out to build awareness and consensus.
3. Strategies to foster village-based and household services:

 • Outreach involves female workers who deliver services in the home. These services are now provided by both 
the government and nongovernmental organizations.

 • This strategy has been questioned in recent years by critics who say the time is past when women should be 
provided with services that encourage continued seclusion. They argue that the demand for family planning 
and reproductive health services is now so great that women will travel outside their homes to obtain these 
services and that this type of modernization is to be encouraged. In addition, issues of cost of maintaining the 
large cadre of home visitors is encouraging experimentation with less costly alternatives.

4. Strategies to foster community development and demand generation:
 • These strategies have not been carried out within the family planning program itself, but rather are directed 

toward improving the status of women. They include micro-credit and other programs sponsored by local 
organizations, such as Grameen Bank and the Bangladesh Rural Advancement Committee, and government 
strategies to increase education of girls. In fact, education of women has increased substantially in recent years. 
In many parts of Bangladesh, nearly all children—male and female—receive at least several years of primary 
schooling.

As a final note, the Bangladesh effort is characterized by the use of research to help determine the design of programs. 
Ongoing studies at the International Centre for Diarrhoeal Disease Research, Bangladesh are addressing how the new 
Essential Services Package (which includes services related to reproductive health, child survival, and curative care) can 
best be implemented within the existing fixed service provision sites, how to meet the health needs of adolescents, 
how to improve prevention and management of reproductive tract and sexually transmitted infections, and how to 
provide essential obstetric care (Cleland et al., 1994).

Cleland, J., Phillips, J. F., Amin, S., & Kamal, G. M. (1994). The determinants of reproductive change in Bangladesh. Washington, DC: World Bank. https://creativecommons.org/licenses/by/3.0/igo/. 
This is an adaptation of an original work by the World Bank. Views and opinions expressed in the adaption are the sole responsibility of the author or authors of the adaptation and are not endorsed 
by the World Bank.
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countries, evidence suggests that a growing proportion 
of these procedures are being carried out by medical 
personnel (Yoder, Abderrahim, & Zhuzhuni, 2004).

Can These Goals Be Achieved? All parts of this new 
“beyond family planning” mandate are worthwhile. 
Nevertheless, it remains unclear how this expansion, 
in the absence of clearly designated additional funds 
to finance it, will affect the ability of family planning 
programs to reach their objective of promoting safe 
contraception (Cleland et al., 1994; Finkle & Ness, 

1985). In addition, concerns have been raised that the 
expansion from family planning programs to repro-
ductive health programs without additional funds will 
not only dilute what traditional family planning does 
reasonably well, but also fail to provide significant 
improvements in other areas (Bulatao, 1998; Mukaire, 
Kalikwani, Maggwa, & Kisubi, 1997; Twahir, Maggwa, 
& Askew, 1996). EXHIBIT 5-7 discusses these issues in 
the context of Bangladesh.

In fact, the new agenda comes in an era when 
many high-income countries are reducing their 

EXHIBIT 5-7 Challenges and Constraints for Family Planning and Fertility Reduction in Bangladesh

In the early 1990s, following the rapid decline in Bangladesh fertility from a TFR of 6.3 births per woman in 1975 to  
3.4 births per woman in 1994, much optimism was voiced that fertility would continue to decline and that replacement-
level fertility would be reached by 2005. However, fertility in Bangladesh plateaued at a TFR of approximately 3 children 
per woman from 1994 until 2005. Although this became a source of major concern, fertility once again started falling 
since 2005 and reached 2.3 births per woman (near replacement level) in 2015.

The initial dramatic fall in fertility took place within the context of relatively insignificant overt improvements in 
socioeconomic development, and was largely attributed to “supply-side initiatives”—that is, the impact of an intensive 
family planning program.

Various hypotheses have been put forth to explain the lack of progress in diminishing fertility in the 1995–2005 decade. 
Advocates of conventional family planning programs suggest that this trend may have been due to the change of focus 
(in the mid-1990s, following the expansion of the family planning agenda to include broad-based reproductive health 
services—see Exhibit 5-4) from household distribution of contraceptives by a vertical cadre of family planning workers 
to clinic-based family planning and reproductive health services provided by a unified integrated health and family 
planning service. They argue that this change (1) reduced the motivation of the family planning workers, who now had an 
expanded set of health-related duties that they were ill prepared to fulfill, and (2) made contraceptive provision just one of 
many government-sponsored healthcare activities, none of which had adequate resources committed to their fulfillment. 
Moreover, they question the optimistic view that family planning was so well established that women in rural Bangladesh 
no longer had social constraints vis-à-vis seeking family planning and reproductive health services outside the home.

Those who favor clinic-based services have pointed out that contraception prevalence rates have continued to rise in 
Bangladesh since 1995. They note that the change of method mix from predominantly oral contraceptives to more long-
term contraceptive methods with lower failure rates required clinic-based initiatives.

Demand-side advocates argue that the exclusive focus on fine-tuning family planning programs to bring about 
fertility reduction is misplaced. They contend that further reductions in fertility will require broad-based initiatives to 
improve socioeconomic development (with a particular focus on improving women’s status), which will help to reduce 
the benefits of additional children and increase their costs. They point to continued desired fertility of 2.3 children per 
woman—still higher than the replacement level, with quite significant regional variations that can be correlated with 
differences in women’s education and employment, as well as continued preference for sons.

Due to the lack of progress in achieving further fertility declines, in 2006 the government of Bangladesh switched back 
from clinic-based services to household distribution. The current situation with regard to TFR is that it has declined from 
3.0 births per woman in 2005 to 2.3 births per woman in 2015. The reasons behind this slow but steady decline continue 
to be debated.

In addition to the continuation of traditional supply-side initiatives such as household distribution of contraception, a 
highly successful social marketing program promoting contraceptive distribution and sales has been established all over 
the country. Bangladesh Demographic and Health Survey 2014 (BDHS) reports that 43.5% of the oral pill users and 62.0% 
of condom users relied on social marketing brands bought from commercial outlets (BDHS, 2016).

On the demand side, it is also important to note that in the 2005–2015 period, significant improvements occurred 
in female education, employment, and economic growth (Bangladesh has averaged 6% growth in its gross domestic 
product over the last decade). All of these factors can be said to increase the opportunity costs of childbearing and 
childrearing, leading to lower levels of desired fertility among Bangladeshi families.

The debate about demand-side versus supply-side policy initiatives as the best approach to fertility reduction 
continues. Most researchers and policy makers believe that both kinds of initiatives are important, but there is growing 
appreciation that the final stretch of fertility decline to replacement levels may be a long, hard battle all over the world.
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aid contributions. International experts estimate 
$14 billion is needed annually to sustain coverage for 
existing users and to achieve the 2020 family planning 
goal of reaching 120 million additional contraceptive 
users in the poorest 69 countries (Singh & Darroch, 
2012). In-country funding to purchase commod-
ities and supplies has increased dramatically to sus-
tain such programs in many countries (proportion 
of total FP expenditure)—from nothing in 2006 to 
89% in 2012 in Paraguay; from 73% in 2009 to 99% 
in 2012 in Bangladesh; and from 5% in 2011 to 21% 
in 2012 in Rwanda (HIP, 2014). In contrast, funding 
commitments for international programs have experi-
enced an overall decline. The largest donor—the U.S. 
government— has significantly curtailed its funding of 
family planning programs, particularly in the Donald 
Trump administration (BBC, 2017). Commitments 
from other donors including the Bill and Melinda 
Gates Foundation, the Canadian government, and 
several European governments have increased but 
might be inadequate to replace the shortfall due to the 

U.S. pull-out ( Wildman, 2017). Increasing the political 
will and raising the funding for these new programs 
and for maintaining existing effective ones is perhaps 
the greatest challenge for reproductive health in the 
 twenty-first century.

 ▸ Impact of Reproductive 
Patterns on the Health of 
Children

Over the last several decades, an impressive body of 
evidence has accumulated suggesting that certain 
kinds of reproductive patterns are injurious to infant 
and child health (TABLE 5-11). These risk factors are 
usually discussed as if they were completely indepen-
dent. In reality, a number of problematic issues arise 
with this approach to deleterious reproductive pat-
terns. For example, many of the risk factors are inte-
grally linked with one another and their independent 

Reproductive Pattern Mechanism Through Which Child Health Is Affected

Firstborn children First-time mothers have a higher frequency of health problems during pregnancy and 
childbirth; parents have less experience with child care; poorer intrauterine growth

Higher-order children Possible cumulative effect of earlier maternal reproductive injury—“maternal 
depletion” syndrome—leading to poorer intrauterine growth

Large families Competition for limited resources, with some children, possibly disproportionately 
girls, losing out; possible spread of infection

Children born to very  
young mothers

Inadequate development of maternal reproductive system and incomplete maternal 
growth; young mothers less likely to know about and use prenatal and delivery care 
or provide good child care

Children born to older mothers Greater risk of birth trauma; greater risk of genetic abnormalities

Short interbirth  
intervals

Inadequate maternal recovery time (maternal depletion); competition among 
similar-age siblings for limited family resources; early termination of breastfeeding; 
low birth weight; increased exposure to infection from children of similar ages

Unwantedness Neglect (conscious or unconscious); child born into a stressful situation

Maternal death or illness
(e.g., chronic infection such 
as AIDS)

Early termination of breastfeeding; no maternal care; disease may be passed  
to child

Contraceptive use Hormonal contraception may interrupt breastfeeding

Reproduced with permission from National Research Council. (1989). Contraception and reproduction: Health consequences for women and children in the developing world. Washington, DC:  
National Academies Press. Copyright 1989 by the National Academy of Sciences.

TABLE 5-11 Mechanisms by Which Reproductive Patterns Affect Child Health
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effects are difficult to disentangle. Thus, first births and 
young age of mothers are separately cited as risk fac-
tors, but young mothers usually are having their first 
birth. Similarly, children of high parity come from 
large families and are likely to have older mothers, yet 
all three factors are often referred to individually.

Parity and Child Health
First births are known to be more dangerous for the 
child than are subsequent births. The excess risk rela-
tive to births of order 2–4 is limited to the first year of 
life, however—particularly to the neonatal period (the 
first 28 days of life), when the odds ratio for mortality is 
1.7. There appears to be no survival disadvantage after 
the child reaches his or her first birthday  (Hobcraft, 
1987; Hobcraft, McDonald, & Rutstein, 1985).

The excess risk for firstborn children varies con-
siderably across countries. It is not clear whether this 
risk reflects inadequate physiologic adjustment of first-
time mothers to pregnancy (leading to lower intra-
uterine growth, shorter gestation, lower birth weight, 
a higher probability of birth trauma, higher risks of 
pregnancy-induced hypertension, higher prevalence 
of placental malaria in malaria-endemic areas, and so 
on) or whether it arises because of the lack of expe-
rience of first-time mothers in care seeking and care 
taking. The latter factor is, of course, amenable to pol-
icy prescriptions that encourage first-time  mothers 
to seek prenatal and postnatal care (Haaga, 1989; 
National Research Council, 1989).

Higher-order births may suffer due to poor 
maternal health as a result of cumulative exposure to 
previous pregnancies (Hobcraft et al., 1985; Pebley &  
Stupp, 1987). Mothers may experience inadequate 
recovery of their energy stores after earlier pregnan-
cies (maternal depletion hypothesis) or the long-term 
cumulative effects of prior delivery-related injuries. 
Thus, higher-order children (parity of 5 or greater) 
may be at greater risk of poor intrauterine growth, 
greater trauma during birth, and, more generally, 
poorer health than lower-parity (orders 2–4) children. 
Although these mechanisms are plausible, the empir-
ical evidence supporting them is inconsistent and 
suggests that little additional risk can be attributed 
to higher-order births, once short birth intervals are 
taken into account (Gubhaju, 1986; Hobcraft et al., 
1985; National Research Council, 1989).

In addition to physiologic deficiencies, higher- 
order children may suffer deleterious consequences of 
competition for limited family resources. In particular, 
they may get proportionately less food and less atten-
tion from their parents. This negative consequence of 
large families may not be limited solely to higher-order 
births. If family resources are limited and there is no 

preference for specific children, all children may suffer 
as a result of large family sizes. Some evidence sug-
gests that certain children (particularly higher- order 
girls, and especially those with older sisters) suffer dis-
proportionately from the impact of large family size 
in specific social settings (Muhuri & Menken, 1997).

Maternal Age
Hobcraft (1987) found that children born to teenage 
mothers had significantly higher risks of dying than 
children born to mothers age 25 to 34 years (Hobcraft 
et al., 1985). This excess mortality risk was 1.2 for the 
neonatal period, 1.4 for the post-neonatal period, 
1.6 for toddlers, and 1.3 for children age 2 to 5 years. 
Nevertheless, considerable variability was observed 
among countries in terms of the excess mortality risk 
for children born to young mothers.

Plausible explanations reflecting both physio-
logical and social causes have been offered for the 
health disadvantage experienced by children born 
to young mothers. Perhaps these children are disad-
vantaged because maternal reproductive systems are 
inadequately developed (Aitken & Walls, 1986) or 
because young mothers lack experience and knowl-
edge about prenatal and postnatal care (Geronimus, 
1987). Unfortunately, little solid empirical evidence 
from LMICs is available to prove (or disprove) any of 
these hypotheses. It has been difficult to study possible 
competition between fetal growth and maternal devel-
opment as a factor underlying the excessive mortality 
of children born to young mothers in LMICs. Due to 
lack of reliable data on gynecologic age (i.e., age since 
menarche—a particularly important concern because 
of delayed age at menarche in LMICs [Foster, Menken, 
Chowdhury, & Trussell, 1986]) or chronological age 
of mothers younger than 20, Haaga (1989) concluded 
that there was only weak evidence for this proposed 
mechanism. Studies that have addressed social causes 
(i.e., poor knowledge and use of prenatal care) have 
used socioeconomic status as a crude proxy for use of 
prenatal care services. In multivariate analyses, this 
measure fails to help explain the high risk that accrues 
to infants and children born to young mothers.

Children born to older mothers may suffer because 
of poorer maternal health due to age-related declines 
in physiologic function and a higher risk of genetic 
abnormalities (Hansen, 1986). Little proof exists that 
this is a major risk factor in LMICs, however.

Short Birth Intervals
Short birth intervals, both prior and subsequent to 
the birth of a child, are probably the most consistent 
reproductive pattern identified as a risk factor for 

Impact of Reproductive Patterns on the Health of Children 167



excess child mortality. Hobcraft (1987) reports that 
the excess mortality risk of children born less than 
24 months after the preceding birth compared to  
those born 24 months or more after the preceding 
birth is 1.8 in the first year of life, 1.3 for toddlers (ages 
1 to 2 years), and 1.3 for children ages 2 to 5 years. In 
terms of subsequent birth intervals, on average, across 
34 countries, children whose birth was followed by 
a subsequent birth within less than 24 months had 
2.2 times the risk of dying of those children for whom 
the subsequent birth interval was longer (Hobcraft, 
1987). As is the case for other demographic risk fac-
tors, considerable variation exists between countries 
in terms of risks related to short birth intervals.

A number of plausible explanations have been 
put forth for the relationship between short prior and 
subsequent birth intervals (less than 24 months) and 
a child’s risk of poor health and increased mortality. 
First, due to maternal depletion (resulting from inad-
equate recovery time from the nutritional burdens 
of breastfeeding and prior pregnancy [Merchant &  
Martorell, 1987]), children born after a short birth 
interval may suffer poorer intrauterine growth, and 
possibly have a higher risk of preterm birth. To date, 
little empirical evidence has been collected that sup-
ports this mechanism (Ferraz, Gray, Fleming, & Maia, 
1988; National Research Council, 1989; Pebley & 
DaVanzo, 1988; Winikoff & Sullivan, 1987).

Second, children born before a short birth interval 
may suffer from premature cessation of breastfeeding 
(which has been shown to be an important correlate of 
child survival in LMICs [Palloni & Millman, 1986]), 
as the mother shifts her attention to the more recent 
arrival. Given that studies that have controlled for 
the length of breastfeeding still show an association 
between short subsequent birth interval and high 
infant mortality (Pebley & Stupp, 1987), premature 
termination of breastfeeding does not entirely explain 
this effect.

Third, children born in close proximity to each 
other may suffer from competition for limited family 
resources of time and food. The evidence for this type 
of competition is unclear and sometimes contradic-
tory (DaVanzo, Butz, & Habicht, 1983; Palloni, 1985).

Fourth, close birth spacing may increase the like-
lihood of transmission of infectious diseases such as 
diarrhea and measles, due to overcrowding and pres-
ence of children of similar ages (Aaby, Bukh, Lisse, & 
Smits, 1984).

Finally, despite adequate controls for observable 
confounding factors in multivariate analyses, part of 
the relationship between short birth intervals (either 
preceding or following the index birth) and increased 
child mortality may be due to unobserved factors such 

as short gestational length or parental characteristics. 
Babies born before or after very short birth intervals 
are known to be at high risk for short gestational 
durations, which independently have been shown to 
increase child mortality dramatically (Miller, 1989; 
Pebley & Stupp, 1987).

In terms of unobserved parental characteristics, it 
is possible that women who are likely to have short 
birth intervals are inherently at higher risk for poorer 
child health outcomes than their peers who have lon-
ger birth intervals. This would lead to a spurious infer-
ence that short birth intervals are causally related to 
higher child mortality (Pebley & Stupp, 1987; Potter, 
1988; Rosenzweig & Schultz, 1983).

Unwanted Pregnancy and Birth
As discussed previously, unwanted children have 
much higher risks of morbidity and mortality. They 
may suffer from both conscious and unconscious 
neglect, due to smaller allocations of food, less paren-
tal time and attention, and less access to health care. 
In countries with a strong son preference (South and 
Southeast Asia), significant evidence points to higher 
mortality among female children relative to their male 
siblings (Das Gupta, 1987; D’Souza & Chen, 1980; 
Muhuri & Menken, 1997). Moreover, the recent rise 
in sex-selective abortion in China and Southeast Asia 
(which has led to a disproportionately high male-to-
female sex ratio at birth) is evidence of the high risk of 
mortality for unwanted female fetuses (Larsen et al., 
1998; Tsui et al., 1997). The pattern of gender discrim-
ination is complex and nuanced, however, and may 
vary by societal setting (Muhuri & Menken, 1997).

Maternal Health
Maternal morbidity and mortality can have pro-
foundly negative effects on child health, leading to 
high rates of morbidity and mortality. Population- 
based studies in South and Southeast Asia sug-
gest that more than half of all perinatal deaths  
(i.e., deaths in the first week of a child’s life) are 
associated with poor maternal health and preg-
nancy and delivery-related complications (Fauveau, 
 Koenig, Chakraborty, &  Chowdhury, 1988; Kusiako, 
 Ronsmans, & Van der Paal, 2000; National Statistics 
Office [Philippines] & Macro International, 1994). 
These deleterious consequences may result from a 
combination of direct delivery-related consequences, 
such as premature labor, prolonged or obstructed labor, 
and abnormal fetal position (Kusiako et al., 2000); 
physiologic processes, such as cessation of breast-
feeding following maternal morbidity and mortality 
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as well as maternal fetal transmission of a variety of 
infectious agents, including HIV,  toxoplasmosis, cyto-
megalovirus (CMV), rubella, hepatitis B virus, herpes 
simplex, syphilis, malaria, and tuberculosis; and emo-
tional impacts and lower levels of caregiving (National 
Research Council, 1989; Overall, 1987; Turner,  
Miller, & Moses, 1989; Weinbreck et al., 1988). This is 
particularly a major concern in sub-Saharan Africa, 
where significant numbers of mothers are infected 
with HIV and other STIs (National Research Council, 
1989; Turner et al., 1989; Weinbreck et al., 1988).

Methodological Concerns
The previously mentioned mechanisms by which 
specific reproductive patterns affect infant and child 
health are certainly plausible and suggestive. Never-
theless, it is important to reiterate that the empirical 
evidence—in terms of the appropriateness of both 
data and statistical methods—supporting such mech-
anisms is variable and needs to be interpreted cau-
tiously. Women have some control over their choices 
of reproductive patterns (i.e., whether to have chil-
dren early or late, whether to have shorter or longer 
birth intervals, whether to have high parity births). 
Therefore, unobservable factors that are associated 
with both reproductive patterns and child health may 
be operating, and reverse causality may influence the 
results observed. As a consequence, our estimates of 
the impact of specific reproductive patterns on the 
risk of poor infant and child health may be overstated.

For example, if women who choose to be young 
mothers are prone to behavior patterns that devalue 
prenatal and postnatal care, delaying childbirth for 
these women will not produce the salutary effects that 
the earlier discussion suggests. Similarly, unobserved 
selection biases may operate such that a significant 
proportion of women who choose to have children at 
older ages, have higher-parity births, and have closely 
spaced births, are intrinsically in better health—most 
likely because of their higher socioeconomic status. 
If that is the case, then reducing higher-parity births, 
increasing interbirth intervals, and reducing births 
to older women (older than age 35) will not result in 
the degree of improvement that the current studies 
suggest.

With regard to reverse causality, one example is 
the often-cited relationship between the mortality of 
an index child and a short subsequent birth inter-
val. The inference is that a child is at a higher risk of 
death if the next-younger sibling arrives after only a 
short interval, presumably because the pregnancy 
and the arrival of a newborn cause early cessation of 
breastfeeding for the older child and a shift of other 

maternal resources to the younger child. In reality, 
it is quite possible that the subsequent birth interval 
is short because the index child died, or was ill and 
weaned earlier because of his or her existing health 
problems. Thus, the direction of causation is not from 
the short subsequent birth interval to the death of the 
preceding child, but rather in the reverse direction— 
from the death of the preceding child to a short subse-
quent birth interval. Although in principle statistical 
methods can deal with this kind of potential bidi-
rectionality (Rosenzweig & Schultz, 1983; Schultz, 
1984), in practice relatively few published studies have 
employed such sophisticated methods of analysis.

In summary, because of the various method-
ological concerns, we should be careful not to over- 
interpret the evidence linking specific reproductive 
patterns and poor child health.

Summary of the Impact of Reproductive 
Patterns on Child Mortality
Despite these caveats about over-interpretation and 
overestimation, it is instructive to consider the impact 
of specific deleterious reproductive patterns on infant 
and child mortality. The National Research Council 
(1989) has simulated the impact of various reproduc-
tive patterns on child mortality rates using data from 
18 LMICs reported by Hobcraft (1987). The simula-
tions in TABLE 5-12 refer to death rates that would be 
observed in individual families with particular repro-
ductive patterns; they assume the mortality risks 
associated with the specific reproductive pattern are 
causative.

Table 5-12 shows that children of parity 2 and 
greater are at much higher risk of mortality if they 
are born to teenage mothers than if their mothers are 
ages 20 to 34 years. Moreover, both teenage and non-
teenage mothers can significantly reduce the risks of 
child mortality by adopting better spacing patterns 
(i.e., birth intervals of 24 months or more). The best-
case scenario for children of parity 2 and greater 
is for those born to mothers between the ages of  
20 and 34, whose older sibling has survived, and 
whose birth interval is 24 months or more. Only 67 of 
1,000 such children fail to reach their second birth-
day. This is less than half the mortality risk of their 
peers born to teenage mothers and whose birth inter-
vals are less than 24 months. In the latter situation, 
165 of 1,000 such children die before age 2 years.

Other simulations show the deleterious conse-
quences of increasing family size and birth intervals 
on the probability of a child surviving to his or her fifth 
birthday. These calculations were carried out under 
low, moderate, and high baseline child mortality rates 
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(to take into account variations in overall mortality 
among populations). The baseline child mortality 
rates represent the probability of a child surviving 
to his or her fifth birthday for children who have the 
lowest risk profile—that is, parity 2–3, preceding and 
subsequent birth intervals of 24 months or more, and 
the older sibling survived. Thus, in a population with a 
baseline child mortality rate of 150/1,000, out of 1,000 
births of children who were parity 2–3, had long pre-
ceding and subsequent birth intervals (24 months or 
more), and whose older sibling survived, 150 would 
die before their fifth birthday.

Mortality rates for specific combinations of par-
ities below and above the baseline, of short and long 
intervals, and of survival of older sibling were esti-
mated by Hobcraft (1987). He then simulated the 
average number of children per 1,000 births who 
would die before their fifth birthday. Here we discuss 
only those cases where the older sibling survived. In 
terms of family size, small families were much better 
off than large families. Regardless of the baseline mor-
tality rates or the closeness of birth spacing, the larger 
the family size, the higher the child mortality rates. In 
all cases, four-child families experienced fewer than 
half the deaths per 1,000 births of nine-child families. 
Similarly, families with long spacing experienced half 
or less the mortality per 1,000 births of families with 
consistently short spacing. Clearly, the most beneficial 
scenario for children is that of well-spaced births and 
small overall family sizes.

 ▸ Impact of Reproductive 
Patterns on the Health of 
Women

Pregnancy is one of the major health risks for women 
in LMICs. Nearly 303,000 women die worldwide 
each year due to pregnancy-related causes, and the 

vast majority (99%) of these deaths occur in LMICs 
(WHO, 2015b). Although these numbers are alarm-
ing, it is important to recognize that 210 million preg-
nancies and approximately 140 million births occur 
annually in the world (Graham et al., 2016); thus, by 
and large, reproduction is relatively safe for women.

Maternal mortality risks are a fraction of infant 
mortality risks. For example, Bangladesh has still high 
infant and maternal mortality risks, but the latter is 
roughly a 1/20th of the former. The maternal mortality 
ratio is approximately 176 deaths per 100,000 births, 
while the infant mortality rate (which has fallen consid-
erably in the last decade) is approximately 38 deaths per 
1,000 births (Macro International, 2015; WHO, 2015b). 
Similarly, for Kenya, the maternal morality ratio,  
510 deaths per 100,000 births, is roughly one-eighth of 
the infant mortality rate, approximately 39 deaths per 
1,000 births (Macro International, 2015; WHO, 2015b).

Definitions
In any discussion of maternal mortality, a number 
of potentially confusing definitional issues arise. The 
first is the definition of a maternal death. A mater-
nal death is usually defined as the death of a woman 
while pregnant or up to 42 days post delivery from any 
cause (except accidents). There has been some discus-
sion as to whether this definition is overly restrictive 
(i.e., leading to an undercount of maternal deaths) and 
should be expanded to include female deaths up to  
90 days post delivery. In reality, data from a number 
of well-conducted population-based studies using dif-
ferent post-delivery durations show that the majority 
of maternal deaths occur within 42 days post delivery, 
with approximately 40% occurring within 24 to 48 
hours of delivery. Furthermore, extending the defini-
tion to up to 90 days would result in only a marginal 
increase (6%) in the number of deaths classified as 
related to maternal causes (Egypt Ministry of Health, 
1994; Fauveau et al., 1988).

Age of Mother Better Spacing Pattern Poor Spacing Pattern

Teenage mothers 92 165

Mothers ages 20–34 67 120

Note: Better spacing pattern: Birth intervals both preceding and subsequent to this birth were 24 months or greater and the older sibling survived. Poor spacing pattern: Birth intervals both 
preceding and subsequent to this birth were less than 24 months and the older sibling survived.
Data from the National Research Council. (1989). Contraception and reproduction: Health consequences for women and children in the developing world.  Washington, DC: National Academy Press; Hobcraft, 
J. N. (1987). Does family planning save lives? Paper presented at the International Conference on Better Health for Women and Children Through Family Planning, Nairobi, Kenya.

TABLE 5-12 Estimated Risk of Dying (Deaths per 1,000 Births) Prior to Their Second Birthday for Second- and 
Higher-Order Births to Women with Different Reproductive Patterns
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The second issue is the measure of maternal mor-
tality risk that should be used in comparing and con-
trasting the situations in different populations both 
geographically and across time. Maternal mortality 
risks are conventionally described using three mea-
sures. It is important to understand and to think of 
these measures separately, because they are conceptu-
ally distinct.

The first measure is the maternal mortality ratio, 
which is defined as the ratio of the number of mater-
nal deaths to the number of pregnancies. It is an indi-
cator of the risk of death that a woman faces for each 
pregnancy she undergoes. Although conceptually the 
denominator for such a risk measure should include 
all pregnancies, operationally, because of the difficulty 
of counting miscarriages and induced abortions, the 
denominator used is live births.

The second measure is the maternal mortality rate, 
which is defined as the number of maternal deaths 
divided by the number of women of reproductive age 
(i.e., between ages 15 and 49). This composite measure 
is the product of the maternal mortality ratio (number 
of maternal deaths per births) and the birth rate in the 
reproductive age group (number of births for women 
between ages 15 and 49). The maternal mortality can 
be changed by altering the frequency of pregnancies 
or births in the population without changing the risk 
of maternal death per pregnancy/birth. Although the 
maternal mortality ratio and the maternal mortality 
rate are conceptually distinct, they are often confused 
in the public health literature, with rates referring to 
ratios, and vice versa. In this book, these two measures 
are carefully distinguished.

The third measure is the lifetime risk of maternal 
mortality. Also a composite measure, it not only takes 
into account the maternal mortality risk per preg-
nancy, but also factors in the cumulative exposure to 
pregnancy that an individual woman experiences. The 
average cumulative exposure to pregnancy is usually 
taken to be the total fertility rate for the population. 
It is an estimate of the number of births a woman in a 
particular society would have over her lifetime if she 
were to adhere to the current age-specific fertility rates 
in that population.

The lifetime maternal mortality risk for a woman 
in one of the LMICs in 2005 was estimated to be 1/75 
(Population Reference Bureau, 2008; United Nations 
Population Fund [UNFPA], 2004, 2009). This estimate 
can be interpreted as follows: A woman in the LMICs 
who (1) has the same total number of pregnancies over 
her lifetime as the current fertility norm (estimated 
to be 2.7 births) and (2) experiences at each preg-
nancy the same independent risk of maternal death 
as the current maternal mortality ratio (approximately 

500 maternal deaths per 100,000 births) would have  
1 chance in 75 of dying from pregnancy-related causes. 
This lifetime risk captures both the risk of dying per 
pregnancy and the cumulative effect of exposure to 
multiple pregnancies.

Maternal Mortality Risks
A major constraint with respect to investigating the 
magnitude of maternal mortality risks and its determi-
nants is the lack of available and reliable population- 
based data. Even in LMICs, many of which have high 
maternal mortality rates and ratios, maternal deaths 
are relatively rare. For example, in sub-Saharan Africa 
and South Asia, where maternal mortality ratios of 
800 maternal deaths per 100,000 live births have been 
reported, one would need very large sample sizes to 
obtain reasonable estimates of maternal mortality 
risks and their accompanying determinants. A sample 
of 10,000 births (a very large sample by any standards) 
would be expected to yield only 80  maternal deaths. 
In contrast, infant mortality rates in these settings are 
typically 15 times as large, and the same sample would 
yield 1,050 infant deaths.

To date, relatively few large-scale population- 
based studies of maternal mortality have been con-
ducted in LMICs. The major investigations were 
carried out in Bangladesh (Alauddin, 1986; Chen, 
 Gesche, Ahmed, Chowdhury, & Mosley, 1974;  Fauveau 
et al., 1988; Koenig et al., 1988; National Institute of 
Population Research and Training [NIPORT], 2003), 
Ethiopia (Kwast, Rochat, & Kidane-Mariam, 1986), 
Egypt (Egypt Ministry of Health, 1994; Fortney 
et al., 1985), and Jamaica (Walker, Ashley, McCaw, &  
Bernard, 1985). Estimates for other countries are 
derived from model-based assumptions and, there-
fore, are not as precise.

Huge disparities in maternal mortality are 
observed among various regions of the world. The dis-
parity between LMICs and high-income countries is 
much greater for maternal mortality (20 times higher 
risk of maternal death per pregnancy in 2015) than for 
infant mortality (10 times higher risk of infant death 
per pregnancy). Lifetime risks of maternal mortality 
vary from 1/41 in African countries to 1/4,900 in in 
high-income countries (TABLE 5-13).

Table 5-13 shows the estimates of total number 
of pregnancies per woman (TFR), maternal mortal-
ity ratio (MMR), individual risk of dying per preg-
nancy (lifetime risk), and total number of maternal 
deaths in different regions of the world in 2005 and 
2015. Although global maternal mortality was almost 
halved in 2015 relative to the 2005 maternal mortality, 
all the estimates are still much higher in LMICs than  
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in high-income countries. Even so, it is the risk 
of dying per pregnancy that accounts for the vast 
majority of the difference in lifetime risk of maternal 
mortality. Total fertility rates in LMICs were, on aver-
age, 1½ times as high as in the high-income countries 
(2.6 births per woman versus 1.7 births per woman). 
Maternal mortality ratios were still 20 times as high 
(238 maternal deaths per 100,000 births in LMICs 
versus 12 maternal deaths per 100,000 births in high- 
income countries), although they were about 50 times 
higher in 2005. Only one country (Sierra Leone) 
in 2015 had an MMR of more than 1,000 deaths 
per 100,000 live births, compared to 14 countries—
Afghanistan, Angola, Burundi, Cameroon, Chad, 
Democratic Republic of the Congo, Guinea-Bissau, 
Liberia, Malawi, Niger, Nigeria, Rwanda, Sierra Leone, 
and Somalia—in 2005. However, still 19 countries had 
MMRs of more than 500 deaths per 100,000 live births; 
all of these  countries were in sub-Saharan Africa: 
Burundi,  Cameroon, Central African Republic, Chad, 
Cote d’Ivoire, Democratic Republic of the Congo, 
 Eritrea, Gambia, Guinea, Guinea-Bissau, Kenya, 
 Liberia, Malawi, Mali,  Mauritania, Nigeria, Sierra 
Leone, Somalia, and South Sudan (WHO, 2015b).

Direct and Indirect Causes of Maternal 
Mortality and Morbidity
What are the sources of the mortality risk per preg-
nancy? The causes of maternal mortality are conven-
tionally divided into direct causes—those that occur 
only during pregnancy and the immediate post- 
delivery period—and indirect causes—those derived 
from conditions that precede, but are aggravated by, 
pregnancy, such as anemia, diabetes, malaria, tuber-
culosis, cardiac disease, hepatitis, and increasingly 
AIDS (Ronsmans et al., 2006; WHO, 2005).

In LMICs, direct causes account for 73.0% of 
maternal mortality and include, in approximate order 
of importance, hemorrhage (27.1%), hypertensive 
disorders of pregnancy (eclampsia—14%), sepsis 
(10.7%), complications of unsafe abortion (7.9%), 
and embolism and other direct causes (1.8%) (Filippi, 
Chou, Ronsmans, Graham, & Say, 2016). Obstructed 
labor and complications due to delivery, each of which 
accounts for 2.8% or maternal deaths, are included in 
the “other causes” group (Filippi et al., 2016). The vast 
majority of these maternal deaths can be attributed to 
just three causes: hemorrhage, eclampsia, and sepsis. 

Maternal Deaths

Region

Total Fertility 
Rate (births per 
woman)

Maternal Mortality 
Ratio (deaths per 
100,000 live births) Lifetime Risk Deaths per Year

2005 2015 2005 2015 2005 2015 2005 2015

World total 2.6 2.5 400 216 1 in 92 1 in 180 536,000 303,000

High-income 
countries

1.7 1.7   9  12 1 in 7,300 1 in 4,900 960   1,700

Low- and 
middle-income 
countries

2.7 2.6 450 238 1 in 75 1 in 150 533,000 302,000

Africa 4.8 4.7 820 495 1 in 26 1 in 42 276,000 204,000

Asia 2.3 2.1 330 119 1 in 120 1 in 370 241,000  90,000

Latin America 
and Caribbean

2.3 2.1 130  67 1 in 290 1 in 670  15,000   7,300

Data from Population Reference Bureau, Family Planning Worldwide: 2015 Data Sheet. Washington, DC: The Population Reference Bureau. Adapted with permission. Accessed on November 8, 2016 from 
http://www.prb.org/Publications/Datasheets/2015/2015-world-population-data-sheet.aspx; Trends in maternal mortality: 1990 to 2015: estimates by WHO, UNICEF, UNFPA, World Bank Group and the 
United Nations Population Division. Accessed on November 8, 2016 from http://www.who.int/reproductivehealth/publications/monitoring/maternal-mortality-2015/en/

TABLE 5-13 Total Fertility Rate, Maternal Mortality Ratios, and Lifetime Risks of Maternal Death by Region of the 
World, 2005 and 2015
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Attribution of cause of death is complicated by the fact 
that in most cases unsafe abortion and obstructed or 
prolonged labor eventually cause death via the proxi-
mate causes of hemorrhage or sepsis.

There is variation in the order of importance of 
these causes in different studies from different parts of 
the world (Jamison, Mosley, Measham, & Bobadilla, 
1993), partly due to real differences in the availability 
and use of obstetric care and partly due to differences 
in the quality of reporting. Thus, in countries that 
have poor access to obstetric care facilities, a relatively 
large proportion of deaths are attributed to hemor-
rhage,  sepsis, and abortion. Differential reporting— 
particularly reluctance to attribute maternal deaths 
to abortion in countries where it is illegal—also arti-
factually inflates the proportion of deaths attributed 
to hemorrhage and sepsis. For example, Jamison and 
associates (1993) estimated that, for the period 1980–
1985, these two causes were responsible for 56% of 
maternal deaths in Indonesia, 40% of such deaths in 
Egypt, and 18% of maternal deaths in the United States.

The remaining 27% of maternal deaths can be 
attributed to illnesses aggravated by pregnancy  (Jamison 
et al., 1993; WHO, 1993b). For example, anemia ham-
pers a woman’s abilities to resist infection and to sur-
vive hemorrhage; it may increase the likelihood of her 
dying in childbirth by a factor of 4 (Chi,  Agoestina, & 
Harbin, 1981). Hepatitis can cause hemorrhage or liver 
failure in pregnant women (Kwast & Stevens, 1987). 
Latent infections such as tuberculosis, malaria, or STIs 
can also be activated or exacerbated during pregnancy 
and cause potentially severe complications for both 
mother and child (Jamison et al., 1993).

In keeping with the high rates of maternal mor-
tality in LMICs, there are also high rates of maternal 
morbidity in these countries. An estimated 30 to 50 
morbidities (temporary and chronic) occur for every 
maternal death (Safe Motherhood Initiative, 2010). 
Between 30% and 40% of the approximately 180 million 
women who are pregnant annually in the world, 
or roughly 54 million women, report some kind of 
pregnancy- related morbidity (Koblinsky, Campbell, &  
Harlow, 1993; WHO, 1993b). Of these women, 10 
to 15 million each year develop relatively long-term 
disabilities deriving from complications from obstet-
ric fistula or prolapse, uterine scarring, severe ane-
mia, pelvic inflammatory disease, reproductive tract 
infections, or infertility (Filippi et al., 2006; Ronsmans 
et al., 2006; Tsui et al., 1997).

These figures demonstrate significant variabil-
ity from one country to another (Tsui et al., 1997). 
For example, Guatemalan women report one in five 
pregnancies as being complicated (Bailey, Szászdi, &  
Schieber, 1994), women in West Java report one in 

three pregnancies as being complicated ( Alisjahbana 
et al., 1995), and two out of three pregnancies in 
Ghana had some complications (De Graft-Johnson, 
1994). This variability in rates stems at least in part 
from differences in study design and data quality. To 
date, relatively few population-based surveys have 
been carried out. Moreover, maternal morbidity data 
are often based on self-reported symptoms—a data 
collection technique that has been shown to have rel-
atively low reliability and validity (Stewart & Festin, 
1995). A few data sets with reliable information have 
come from the United States and Canada (Koblinsky 
et al., 1993; WHO, 1994) and from specific validation 
studies (Stewart & Festin, 1995). These data show that, 
on an annual basis, 12% to 15% of women who are 
pregnant suffer life-threatening obstetric complica-
tions, equivalent to approximately 20 million women 
in LMICs (assuming approximately 150 million 
women giving birth annually). In contrast to the 
evidence on acute pregnancy-related morbidity, lit-
tle is known about the long-term chronic morbidity 
sequelae of  pregnancy-related complications, which 
may significantly affect women’s lives.

Specific Causes of Pregnancy-Related 
Morbidity and Mortality
This section focuses on some of the more prominent 
causes of pregnancy-related morbidity and mortality 
in LMICs.

Obstructed and Prolonged Labor
Obstructed or prolonged labor leads to approxi-
mately 8,500 maternal deaths annually, with high 
proportions of the survivors developing obstetric 
fistulas and their newborns often experiencing long-
term sequelae of anoxia and even death (Kusiako 
et al., 2000; Say et al., 2014). Predictive risk factors for 
this outcome are not particularly reliable (Fortney, 
1995; Maine, 1991). Monitoring during labor using 
a partograph is the only effective way to detect such 
problems (Mathai, 2009).

Obstetric Fistula and Genital Prolapse
Both obstetric fistulas and genital prolapse have severe 
consequences for pregnant women. As a consequence, 
they represent a major global health problem.

An obstetric fistula is a passage or channel from 
the vaginal wall to either the rectum (recto-vaginal fis-
tula) or the bladder (vesico-vaginal fistula). It is usually 
a result of a tear in the vaginal wall during complicated 
labor. Risk factors for obstetric fistulas include being 
a young mother, a stunted mother, or a mother who 
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has complicated labor and delivers in a nonhospital 
setting with the help of traditional birth attendants 
(Lawson, 1992; Tahzib, 1983, 1985). Population- level 
estimates of obstetric fistulas are difficult to find, but 
a recent meta-analysis reports that the population- 
based pooled prevalence of obstetric  fistula is 0.29 case 
per 1,000 women of reproductive age in all regions, 
with the highest prevalence in sub- Saharan Africa 
(1.60 cases per 1,000 women) and South Asia (1.20 
cases per 1,000 women) (Adler, Ronsmans, Calvert, 
& Filippi, 2013). The prevalence of obstetric fistula is 
estimated to be 1.69 per 1,000 ever-married women in 
Bangladesh (Waiz et al., 2003).

The consequences of fistulas are quite severe, 
especially for young primipara women. The baby 
is often stillborn, and the mother is incontinent 
of urine and/or feces. This condition is a source of 
enormous personal discomfort, whose consequences 
are exacerbated by social stigma. In many cases, it 
leads to divorce and social ostracism—these women 
are often barred from food preparation or even par-
ticipating in prayer, due to lack of personal hygiene 
(Reed et al., 2000).

Genital prolapse occurs when the vagina and 
uterus descend below their normal positions. This 
condition is usually a result of damage to supporting 
muscles and ligaments during childbirth and is most 
often associated with high parity. It is particularly 
uncomfortable for women who are squatting, which is 
the normal position for doing many chores in LMICs. 
It can also lead to chronic backache, urinary prob-
lems, and pain during sexual intercourse. Subsequent 
pregnancies have a higher probability of fetal loss and 
further maternal morbidity.

Although good estimates are difficult to obtain, 
some reliable population studies suggest that 2% to 
20% women younger than age 45 suffer from gen-
ital prolapse worldwide (Kuncharapu, Majeroni, & 
Johnson, 2010). The Giza study (Younis et al., 1993), 
which clinically validated reported prolapse, found 
that one-third of women suffered from genital pro-
lapse and also documented a relationship between 
genital prolapse and risk of reproductive tract 
infections.

Anemia
Approximately 50% of pregnant women around 
the world are estimated to be anemic (i.e., to have 
hemoglobin levels less than 11 g/dL). Dietary 
iron deficiency is the primary cause of this condi-
tion, followed by malaria, other parasitic diseases 
( schistosomiasis, hookworm), folate deficiency, 
AIDS, and sickle cell disease (Tsui et al., 1997). In 

addition to its well-documented effects on preg-
nancy outcomes—prematurity, stillbirths, and 
spontaneous abortions (Levin, Pollitt, Galloway, & 
McGuire, 1993)—anemia, even at fairly mild lev-
els, has been implicated as directly contributing to 
maternal deaths (Harrison & Rossiter, 1985; United 
Nations, 1991). In addition, some evidence suggests 
that anemia predisposes women to higher risks of 
complications during pregnancy, including urinary 
tract infections, pyelonephritis, and preeclampsia 
(Kitay & Harbort, 1975). Anemia is also associated 
with reduced productivity and quality of life for 
women (Bothwell & Charlton, 1981).

Data on the effectiveness of iron supplementa-
tion in reducing the prevalence of iron-deficiency 
 anemia are not encouraging (Sloan, Jordan, & 
 Winikoff, 1992). While a significant part of the fail-
ure to reduce anemia is due to inadequate efforts 
to provide iron supplementation, even in situations 
where properly conducted supplementation trials 
have been conducted, these programs do not appear 
to be very effective in reducing anemia levels (Sood 
et al., 1975). The relatively poor outcomes may reflect 
inadequacies of strategies that focus just on pregnant 
women. Long-term success probably will require the 
use of a multipronged strategy including iron sup-
plementation schemes, efforts to raise household 
income, and efforts to reduce workload during preg-
nancy (Tsui et al., 1997).

Pregnancy-Related Hypertension
Both eclampsia and preeclampsia are significant causes 
of maternal morbidity. Unfortunately, these conditions 
are difficult to predict and prevent, although routine 
prenatal blood pressure measurements and urinalysis 
for proteinuria in the first prenatal visit continue to be 
recommended for this purpose (Rooney, 1992; Stone 
et al., 1994). Women with moderate hypertension and 
proteinuria require appropriate follow-up. Treatment 
options and their effectiveness vary, so no definitive 
conclusions or recommendations can be made. As a 
general rule, a combination of bed rest, antihyperten-
sive agents, and anticonvulsant medications (espe-
cially magnesium sulfate for frank convulsions) may 
provide some relief (Eclampsia Trial Collaborative 
Group, 1995; Rooney, 1992).

Consequences of Pregnancy and Delivery 
Complications for Infants
Pregnancy- and delivery-related complications have  
important health consequences not only for mothers 
but also for infants, particularly stillbirths (intrauterine 
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fetal death after 28 weeks’ gestation) and neona-
tal deaths (death of live-born babies in the  neonatal 
period—that is, the first 28 days following birth/deliv-
ery), especially in the early neonatal period (i.e., the 
first 7 days of birth/delivery) (Kusiako et al., 2000; 
WHO, 2006; Zupan, 2005). Each year, 2.5 million 
stillbirths and 5.9 million under-5 child deaths occur 
globally, resulting in total 8.4 million deaths from 
the 28th week of pregnancy to 5 years of age among 
the children. Out of the 5.9 million under-5 child 
deaths (not including stillbirths), 2.7 million (45%) 
occur during the neonatal period (Liu et al., 2016). 
Notably, the proportion of under-5 child deaths that 
occur during the neonatal period has been increas-
ing over time, due to the fact that the decline in 
neonatal deaths has been slower than the decline in 
post-neonatal and 1- to 4-year-old child deaths glob-
ally. Developing countries account for more than 99% 
of both stillbirths and  neonatal deaths (Blencowe  
et al., 2016; Liu et al., 2015). Of the 2.8 million neona-
tal deaths, 73% (2.02 million deaths) occur in the first  
7 days of life (Oza, Cousens, & Lawn, 2014).

In LMICs, neonatal mortality declined from 40 
deaths per 1,000 live births in 1990 to 21 deaths per 
1,000 live births in 2015. These countries have five 
times the neonatal mortality rate of high-income 
countries. The highest neonatal mortality rates are 
found in South Asia and sub-Saharan Africa (30 and 
29 neonatal deaths per 1,000 live births, respectively), 
and the lowest rates in East Asia and Pacific (9 neona-
tal deaths per 1,000 live births) (You, Hug, Ejdemyr, & 
Beise, 2015). Early neonatal mortality rates (ENMR—
deaths in the first 7 days of life) declined from 23 per 
1,000 live births in 2000 to 14.7 per 1,000 live births in 
2015 (Oza et al., 2014; WHO, 2006). The global rate of 
stillbirth in 2015 was 18.4 per 1,000 births, with the 
highest rate found in sub-Saharan Africa (28.7 per 
1,000 births) and the lowest rate in high-income coun-
tries (3.4 per 1,000 births) (Blencowe et al., 2016). The 
early neonatal death rate in 2013 was 14.7 per 1,000 live 
births globally, with the ENMR ranging from 22.7 per 
1,000 livebirths in sub-Saharan Africa to 2.6 per 1,000 
live births in high-income countries (Oza et al., 2014). 
Most neonatal deaths occur in Asia and Africa, where 
most children are born (Liu et al., 2016). Within Asia, 
the most strongly affected region is South Asia (e.g., 
Afghanistan, Bangladesh, India, Nepal, and Pakistan), 
which accounts for more than 39% of global neonatal 
deaths (Liu et al., 2016).

In 2015, a total of 5.9 million under-5 child deaths 
occurred globally (not including stillbirths), of which 
2.7 million deaths occurred in the neonatal period 
(first 28 days of life), 1.8 million deaths occurred 
between 29 days and 1 year of age, and 1.4 million 

deaths occurred between 1 and 5 years of age. The 
number of infant deaths (death between birth and  
1 year of age) was 4.5 million (Liu et al., 2016). Thus, 
neonatal deaths accounted for approximately 60%  
(2.7 million/4.5 million) of all infant deaths and 45% 
(2.7 million/5.9 million) of all under-5 child deaths on 
a worldwide basis. As infant mortality rates drop, the 
proportion of infant deaths attributed to the neona-
tal period actually increases, because post-neonatal 
deaths (those after the first 28 days of life, which are 
most sensitive to environmental contamination and 
amenable to public health interventions) are the first 
to decrease (Black, Morris, & Bryce, 2003; Hill & Choi, 
2006; WHO, 2006; Zupan, 2005).

Of the estimated 2.6 million stillbirths and  
2.7 million neonatal deaths worldwide, the vast major-
ity are associated with maternal health problems 
during pregnancy (e.g., preterm birth, maternal infec-
tions, and severe malformations) and around delivery 
(e.g., intrapartum complications or trauma during 
birth, infections such as tetanus). The contribution of 
each of these factors varies with the level of neonatal 
mortality. In areas where neonatal mortality is high, 
birth trauma and infections play larger roles; in con-
trast, in areas where neonatal mortality is low, preterm 
birth and severe malformations predominate (Beck 
et al., 2010; Fauveau, Wojtyniak, Mostafa, Sarder, & 
Chakraborty, 1990; Hill & Choi, 2006; Zupan, 2005). 
Most of the adverse outcomes leading to stillbirth 
and neonatal death are due to poor antenatal care  
(e.g., non-immunization against tetanus, poor pre-
vention of HIV and other STIs) inadequately treated 
maternal conditions such as eclampsia, complications 
of labor and delivery, poor-quality neonatal care, 
and harmful traditional practices such as discard-
ing the colostrum, nonsterile umbilical cord cutting, 
and failure to keep babies warm. Roughly half of the 
2.6 million stillbirths are due to delivery complica-
tions and could largely be prevented by skilled care 
during delivery and in the first 24 hours post delivery 
(de Bernis et al., 2016).

One of the most important risk factors for neona-
tal mortality is low birth weight (LBW), with babies 
weighing less than 2,500 grams having 20 to 30 times 
the mortality risk of babies of normal weight. In addi-
tion to increasing the risk of neonatal mortality, low 
birth weight is associated with a substantial burden 
of long-term disability (e.g., impaired immune func-
tion and greater susceptibility to infection, long-term 
undernourishment and decreased muscle strength 
throughout the child’s life, inhibited cognitive develop-
ment, higher incidence of diabetes and heart disease, 
cerebral palsy, seizures, and severe learning disorders) 
for babies who survive (Jamison et al., 1993; Tsui et al., 
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1997; UNICEF & WHO, 2004; WHO, 2006; Zupan, 
2005). Women who have inadequate nutritional status 
(including short stature, poor prepregnancy weight, 
inadequate weight gain during pregnancy, and ane-
mia) or infections during pregnancy are more likely 
to have LBW babies (UNICEF & WHO, 2004; WHO, 
1993b; Zupan, 2005).

When assessing outcomes for LBW babies, it is 
necessary to distinguish between those who are born 
preterm (less than 37 weeks’ gestation) but appropri-
ate for their gestational age and those who are full 
term and inappropriately small for their gestational 
age due to intrauterine growth retardation (IUGR). 
Considering gestational age at birth and birth weight, 
babies can be classified into four groups:

1. Full term and appropriate weight for gesta-
tional age (AGA)

2. Full term and small for gestational age 
(SGA)

3. Preterm and AGA
4. Preterm and SGA

In LMICs, the majority of LBW babies are full 
term but suffer from IUGR (Group 2). In contrast, in 
the high-income world, most LBW babies are preterm 
and AGA (Group 3).

The risk of neonatal mortality substantially var-
ies across these groups. In a recent study reported 
that compared term and AGA babies, term and 
SGA babies were at lowest risk of neonatal mortal-
ity (relative risk [RR]: 2.44; 95% confidence inter-
val [CI]: 1.67–3.57), preterm and AGA babies were 
at higher risk of  neonatal mortality (RR: 8.05; 95%  
CI: 3.88–16.72), and preterm and SGA babies had 
highest risk of neonatal mortality (RR: 15.42; 95% 
CI: 9.11–26.12) (Katz, Lee, Kozuki, & Black, 2015). 
In 2013, out of approximately 138 million babies 
born worldwide, 16%—22 million—were LBW; 96% 
of these infants were born in developing countries 
(UNICEF, 2013). The level of LBW in LMICs was 
more than double that in high- income countries 
(16.5% versus 7%), with the highest rates being found 
in South Asia (27%). Of 18 million LBW babies born 
in 2010 in LMICs, 59% (10.6 million) were term-
SGA, 16% (2.9 million) were preterm-SGA, and 25% 
(4.5 million) were preterm-AGA (Lee et al., 2013).

Preterm birth is a major risk factor for neona-
tal mortality and morbidity, accounting for 35% of 
neonatal mortality other than those deaths related to 
congenital malformations (Liu et al., 2015). It is esti-
mated that 11.1% of all births worldwide in 2010 were 
preterm, which translates into a total of 14.9 million 
preterm births (Blencowe et al., 2013). In light of the 
earlier discussion of LBW and IUGR, it is important 

to note that most preterm babies are, in fact, appro-
priately developed for their gestational age and have 
LBW (i.e., weigh less than 2,500 g) because of pre-
mature delivery. In 2010, the majority of these births 
occurred in Asia (53%), followed by Africa (20%), the 
Caribbean (11.2%), Latin America (8.4%), and Ocea-
nia (7.4%), with only 8.6% taking place in Europe and 
North America (Blencowe et al., 2012). A variety of 
factors are associated with preterm birth, including 
medical conditions of the mother or the fetus, genet-
ics, environmental exposures, infertility treatments, 
behavioral and socioeconomic factors, and iatro-
genic interventions (Goldenberg, Culhane, Iams, & 
Romero, 2008).

High-Risk Pregnancies
For the sake of simplicity, the calculations of life-
time risk presented earlier assumed that the risk of 
maternal death per pregnancy is the same across all 
women and across successive pregnancies within 
each woman. The reality is somewhat more compli-
cated, with some types of pregnancies being riskier 
than others.  Higher-risk conditions include preg-
nancies of first-time mothers, mothers with multiple 
previous pregnancies (five or more pregnancies), very 
young and older mothers, women already in poor 
health, and pregnancies that are terminated by unsafe 
abortions (National Research Council, 1989; Tsui 
et al., 1997). TABLE 5-14 summarizes the hypothesized 
mechanisms by which different reproductive patterns 
affect maternal health.

First pregnancies have a higher risk of maternal 
mortality than subsequent pregnancies (up to five) 
both in high-income countries and in LMICs (Filippi 
et al., 2016). Population-based data from Bangladesh 
(Koenig et al., 1988), Ethiopia (Kwast et al., 1986), and 
the Gambia (Greenwood et al., 1987) suggest that first 
pregnancies may be as much as three times riskier 
than later pregnancies.

The impact of young maternal age on maternal 
mortality is more difficult to evaluate, because rela-
tively few studies have disaggregated the confound-
ing effects of young maternal age and first pregnancy. 
Among those that have controlled for confounding 
factors appropriately, the largest study to date looked 
at maternal mortality among 14,631 first births in 
rural Bangladesh (Koenig et al., 1988); it showed no 
age effect. Other smaller studies from the same area 
(Chen et al., 1974), Indonesia (Chi et al., 1981), and 
Jamaica (Walker et al., 1985) have shown a higher 
mortality risk for mothers younger than age 20 com-
pared to mothers age 20 to 24. A more recent large 
study shows that the mortality risk pattern is similar 
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in all regions, with the lowest risk being in 20- to 
24-year-old women. A “J” shaped curve, with mark-
edly higher risk after age 30, is evident in all regions 
(Blanc, Winfrey, & Ross, 2013). A further problem 
that makes interpretation of data difficult is that 
maternal age younger than 20 is not disaggregated 
into single years of age; in fact, the highest risk may 
be for young mothers in the 15- to 17-year-old age 
group (Harrison & Rossiter, 1985).

The major causes of morbidity and mortality for 
young primigravida women include a high risk of 
pregnancy-induced hypertension (WHO, 1988), a 
high frequency of obstructed labor due to the pelvis 
being too small for the child’s head to pass (Aitken & 
Walls, 1986), and a high incidence of placental malaria 
(McGregor, Wilson, & Billewicz, 1983).

A number of studies have shown that women with 
four or more pregnancies have 1.5 to 3 times the risk 
of maternal death as women of parities 2 and 3. In gen-
eral, for any given parity, older women— particularly 
those beyond age 35—have higher risks of maternal 
death (Chi et al., 1981; Koenig et al., 1988; Walker  
et al., 1985). A major cause of maternal morbidity and 
mortality for older multiparous women is the higher 

risk of malpresentation (in which the fetus assumes a 
position other than the usual head-first delivery, as in 
a breech or transverse lie presentation). Malpresenta-
tion of the fetus may occur due to the flaccidity of the 
uterine wall from repeated stretching from successive 
pregnancies. It can lead to uterine rupture, hemor-
rhage associated with rupture, or infections resulting 
from unsuccessful attempts to deal with malpresenta-
tion. Another major cause of morbidity and mortal-
ity in older multiparous women is hemorrhage due 
to placental abnormalities such as placenta previa 
(where the placenta overlies the cervical opening of 
the uterus) and placenta abruptio (where the placenta 
separates prematurely from the uterus prior to deliv-
ery of the baby) (Faundes, Fanjul, Henriquez, Mora, & 
Tognola, 1974).

There has been much talk about the possi-
bility of a maternal depletion syndrome whereby 
multiple short birth intervals result in women not 
having enough time to recover their energy and 
nutritional levels between pregnancies, which in 
turn may lead to higher risks of maternal mortality 
(Jelliffe, 1976; Winikoff, 1983). As yet, no convinc-
ing evidence validating this hypothesis has been 

Reproductive Pattern Mechanism Through Which Maternal Health Is Affected

Number of pregnancies Each pregnancy carries a risk of morbidity and mortality

High-Risk Pregnancies

First-time mothers Higher risk than pregnancies 2–4 for obstructed labor, pregnancy-
induced hypertension, and other obstetric complications due to 
initial adaptation to pregnancy

Higher-order pregnancies Higher risk for hemorrhage and uterine rupture, due to the 
cumulative toll of previous pregnancies and reproductive injuries

Pregnancy at very young maternal ages Higher risk due to physiologically immature reproductive systems 
and reduced propensity for timely care seeking

Pregnancy at older maternal ages Body in poorer condition for pregnancy and childbirth

Short interbirth intervals Inadequate time to rebuild nutritional stores and regain energy levels

Unwanted pregnancies ending in unsafe 
abortions

Unsafe abortions increase exposure to injury, infection, 
hemorrhage, and death

Pregnancies for women already in poor health Aggravated health condition

Adapted with permission from Contraception and Reproduction: Health Consequences for Women and Children in the Developing World. Copyright 1989 by the National Academy of Sciences, courtesy 
of the National Academies Press, Washington, DC.

TABLE 5-14 Mechanisms by Which Reproductive Patterns Affect Maternal Health
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presented (Koenig et al., 1988; National Research 
Council, 1989;  Ronsmans & Campbell, 1998). This 
could be due to the fact that intrinsically healthier 
women (in this case, women of higher socioeco-
nomic status) may be more likely to have multiple 
short birth intervals, whereas less healthy women 
may take longer between subsequent births (Duffy &  
Menken, 1998).

Pregnancy is more dangerous for women who 
are already in poor health. It increases the likelihood 
that a woman will die if she has certain preexisting 
conditions, such as malaria, hepatitis, anemia, sickle 
cell disease, or rheumatic heart disease (Koblinsky 
et al., 1993; Morrow, Smetana, Sai, & Edgcomb, 1968; 
National Research Council, 1989; Tsui et al., 1997; 
WHO, 1993b).

Finally, unsafe abortions are a significant cause of 
maternal death in countries where abortion is not legal 
and regulated. Kwast, Rochat, and Kidane-Mariam 
(1986) reported that the primary cause of maternal 
mortality in Addis Ababa, Ethiopia, especially among 
primigravida, unmarried women, is complications 
from illegal abortions. In Bangladesh, abortion-related 
deaths declined dramatically from 18% in the 1980s 
to 5% in 2001, and then to only 1% in 2010 (Koenig  
et al., 1988; NIPORT, 2011). The major reason for this 
remarkable decline is wide availability of menstrual 
regulation (MR) service, although abortion is not 
legally approved in Bangladesh (Benson, Andersen, 
& Samandari, 2011). More recent global data indicate 
that in LMICs, a woman dies from an unsafe abortion 
every 8 minutes (WHO, 2007b). Approximately one in 
every four women having an unsafe abortion develops 
significant medical complications, and unsafe abor-
tion causes approximately 8% of all maternal deaths 
and 20% of the overall burden of maternal death and 
long-term sexual and reproductive ill health.

 ▸ Mechanisms to Reduce 
Maternal Morbidity and 
Mortality in Low- and 
Middle-Income Countries

Although significant progress was made toward Mil-
lennium Development Goal 5, which required reduc-
tion of maternal mortality by 75% between 1990 and 
2015, the target was not achieved at the end (UNICEF 
& WHO, 2015). The global maternal mortality ratio 
has been reduced by roughly half since 1990 (from 385 
to 216 per 100,000 live births) and the rate of improve-
ment has accelerated since 2000. Only 6 countries 

achieved MDG 5 (Maternal health) out of 75 count-
down countries, while only 4 (Cambodia, Eritrea, 
Nepal, and Rwanda) achieved both MDG 4 (Child 
Health) and 5 (UNICEF & WHO, 2015). Bangladesh, 
for example, was able to reduce maternal mortality 
significantly during the MDG era, from 569 maternal 
deaths per 100,000 live births in 1990 to 196 mater-
nal deaths per 100,000 live births in 2016 (NIPORT, 
icddr,b & MEASURE Evaluation). Although the MDG 
5 target was not fully achieved (the target was 143 
maternal deaths per 100,000 live births), the progress 
made in Bangladesh was remarkable. Kenya, however, 
did not perform well in terms of MDG 5. The MMR 
was reduced from 678 in 1990 to only 510 in 2015 
against the MDG target of 170.

The reasons behind the significant decline in 
the MMR in Bangladesh is attributed to factors 
both within and outside the health sector. Improved 
access to and use of health facilities are the key con-
tributors of MMR reduction, along with a decrease 
in the proportion of births associated with high risk 
of maternal mortality, a decline in the poverty rate, 
and significant improvements in female education 
(El Arifeen et al., 2014).

In addition to reducing the risk per pregnancy, 
a strategy focused on reducing teenage fertility in 
 Bangladesh (which remains stubbornly high, despite 
the country’s great success in lowering overall TFR 
to near replacement levels) will most likely lead to 
modest but significant reductions in MMR. Never-
theless, social/political constraints in Bangladesh con-
tinue to be a barrier in increasing the average age at 
 marriage (Dhaka Tribune, 2017, p. 3).

Weak health systems, continued high fertility, 
lack of supportive polices, inadequate financial invest-
ment, and poor availability of data to monitor change 
were the major barriers to achieving MDG 5 in many 
LMICs, where 99% of maternal deaths occur, and par-
ticularly in sub-Saharan Africa (Koblinsky et al., 2006; 
Ronsmans et al., 2006; UNICEF & WHO, 2015; WHO, 
2008a). Researchers have suggested that a multisec-
toral approach will be required to decrease the num-
ber of maternal deaths through reduced exposure to 
pregnancy (i.e., by reducing fertility), optimization of 
access to emergency obstetric care, and improvement 
of general health status and treatment of pregnancy- 
and childbirth-related complications (Bartlett et al., 
2005; Campbell, Graham, & Lancet Maternal Survival 
Series Steering Group, 2006; Dogba & Fournier, 2009; 
Koblinsky et al., 2006; Paxton, Maine, Freedman, Fry, 
& Lobis, 2005; WHO, 2005, 2007a).

The major emphasis in the last few decades in 
LMICs in reducing maternal morbidity and mor-
tality has been on decreasing the total number of  
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pregnancies per woman. As documented earlier, the 
total number of pregnancies per woman has fallen quite 
sharply in many of these countries; this drop has con-
tributed significantly to the decrease in the lifetime risk 
of maternal mortality by reducing cumulative exposure. 
For example, assume a constant MMR of 750 maternal 
deaths per 100,000 live births. In Kenya, if the total fer-
tility rate had remained at its 1975 level of 8.2 births 
per woman instead of dropping to the 2015 level of  
3.9 births per woman, the lifetime risk of maternal 
mortality would have been 1/16 instead of 1/35. In 
addition to the significant drop in TFR, some fairly 
modest improvement in mortality risk per pregnancy 
has occurred; the 2015 MMR was 510 deaths per  
100,000 births (WHO, 2015b). Taken together, these 
changes have led to a decrease in the lifetime maternal 
mortality risk to its current level of 1/51, with most of 
the improvement in lifetime risk coming from reduc-
tion of the overall number of births and, therefore, 
women’s exposure to the risk of maternal mortality.

In addition to the reduction in the TFR in 
LMICs, some progress has been made in reduc-
ing the numbers of high-parity births (TABLE 5-15), 
births to older women (TABLE 5-16), and births 
 following short intervals (i.e., less than 24 months). 
By 2000, however, as fertility continued to decline 
in most of these countries, the proportion of births 
to older women increased again due to postpone-
ment of births (United Nations Population Division, 
2009). Access to safe abortion has also increased 
(Alan Guttmacher Institute, 2009a, 2009b; Tsui  
et al., 1997); unfortunately, the number of unsafe 
abortions remained more or less steady from 1995 to 
2008 at approximately 20 million per year, with 98% of 
these procedures occurring in  developing countries 
(Alan Guttmacher Institute, 2009a, 2009b; Sedgh  
et al., 2012; WHO, 2007b). An often- overlooked 
benefit of fertility-reduction initiatives is their 
impact on reducing the frequency of unsafe abor-
tions by providing access to effective contraception 

Percentage of All Births of Order 1 Percentage of All Births of Order 5+
Percent Decline in 
Total Fertility RateCountry 1960s 1970s–1980 1960s 1970s–1980

Singapore 23 44 33 2 65

Hong Kong 25 43 23 4 64

Barbados 22 40 35 10 54

Mauritius 18 36 36 11 52

Costa Rica 18 32 45 17 50

Chile 25 41 31 9 49

Trinidad and 
Tobago

19 32 37 19 43

Puerto Rico 27 32 27 10 42

Panama 21 29 35 22 42

Malaysia 12 26 41 22 42

Fiji 23 35 36 13 41

Reproduced with permission from Contraception and Reproduction: Health Consequences for Women and Children in the Developing World. Copyright 1989 by the National Academy of Sciences, 
courtesy of the National Academies Press, Washington, DC.

TABLE 5-15 Change in the Distribution of Birth Order Over the Course of Fertility Decline and Percentage Decline 
in Total Fertility Rates for Selected Countries
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for those who want it (Alan Guttmacher Institute, 
2009a, 2009b; Bulatao, 1998; National Research 
 Council, 1989; WHO, 2007b). 

Despite these positive efforts, a significant burden 
of maternal mortality persists in LMICs. Two reasons 
explain why this condition remains in spite of the 
increase in the proportion of pregnancies that are in 
the demographically low-risk category (i.e., parity 2–4 
among mothers age 24 to 29 with birth intervals of  
24 months or more). First, the absolute risk of mater-
nal death is still very high in these settings, even in 
low-risk pregnancies. Second, some of the factors 
associated with the highest-risk pregnancies, such as 
first pregnancies, are unavoidable.

In this regard, it is worth considering the follow-
ing scenario. Kenya—which has very high risks of 
maternal mortality per pregnancy—experiences lit-
tle change in the mortality risk per pregnancy (now  

510 maternal deaths per 100,000 live births), but fer-
tility declines to replacement levels (i.e., each woman 
has just 2.1 births over her lifetime). Under these 
conditions, the lifetime risk of maternal mortality 
would still be 1/94—almost 52 times as high as the 
lifetime maternal mortality risk (1/4,900) of women 
in high-income countries (WHO, 2015b).

Even this scenario may be overly optimistic. Our 
calculation does not allow for any heterogeneity in 
maternal mortality risks across pregnancies. If first 
pregnancies are intrinsically more dangerous or if 
healthier women were the ones who had more preg-
nancies, simply reducing the number of births would 
not achieve the reduction in maternal mortality esti-
mated previously.

Finally, a number of studies have shown that 
older women with more surviving sons have signifi-
cantly lower mortality than their peers with fewer 

Percentage of All Births to 
Women Younger Than Age 20

Percentage of All Births to 
Women Age 35 and Older

Percent Decline in 
Total Fertility RateCountry 1960s 1970s–1980 1960s 1970s–1980

Singapore 8 4 14 5 65

Hong Kong 5 4 20 6 64

Barbados 21 25 15 6 54

Mauritius 13 14 15 7 52

Costa Rica 13 20 18 9 50

Chile 12 17 17 9 49

Trinidad and 
Tobago

17 19 11 8 43

Puerto Rico 18 18 11 7 42

Panama 18 20 11 9 42

Malaysia 11 7 14 13 42

Fiji 13 11 12 8 41

Reproduced from United Nations Demographic Yearbook, various years. Printed in Contraception and Reproduction: Health Consequences for Women and Children in the Developing World. 
Copyright 1989 by the National Academy of Sciences.

TABLE 5-16 Change in the Distribution of Births by Maternal Age in Selected Countries Over the Course of Fertility 
Decline and Percent Decline in Total Fertility Rates Between 1960 and 1980
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sons (Rahman, 1999; Rahman, Foster, & Menken, 
1992). This research suggests that although increased 
numbers of pregnancies may expose a woman to con-
siderable risk of morbidity and mortality, women in 
certain social settings (where family support is cru-
cial) are actually better off when they are older if they 
have had higher fertility. These considerations lead 
to the conclusion that, to reduce maternal deaths to 
a significant extent in LMICs, an emphasis on reduc-
ing overall fertility levels and the frequency of high-
risk pregnancies is unlikely to be sufficient. Instead, 
the emphasis must be on reducing the mortality risk 
for each and every pregnancy.

Obstetric Care
As pointed out earlier, the majority of maternal and 
perinatal mortality and morbidity stems from com-
plications related to the delivery process, which are 
difficult to predict and avoid prenatally (Maine, 1991; 
National Statistics Office [Philippines] & Macro Inter-
national, 1993; Ronsmans et al., 2006; Thaddeus & 
Maine, 1994; WHO, 2005). Perhaps the most import-
ant benefit of prenatal care is in sensitizing the mother 
to warning signs of obstetric emergencies and the 
need to seek appropriate obstetric care when they 
occur (Tsui et al., 1997).

It is instructive to review briefly what qualifies as 
the basic acceptable package of obstetric care. WHO 
uses the following eight criteria to assess the adequacy 
of obstetric care facilities (Campbell et al., 2006; Dogba 
& Fournier, 2009; Paxton et al., 2005; WHO, 1995):

1. The ability to treat infection, both orally 
and intravenously

2. The ability to provide intravenous labor- 
inducing agents such as oxytocin

3. The facilities for the medical treatment of 
shock, anemia, and hypertensive disor-
ders of pregnancy (provision of parenteral 
anticonvulsants)

4. The ability to provide manual procedures 
for removal of the placenta, including vac-
uum extraction

5. The ability to carry out the removal of 
retained products of conception and ecto-
pic pregnancy and provide safe abortion 
services

6. The ability to carry out assisted vaginal 
delivery and monitor labor

7. The ability to carry out caesarean sec-
tion along with appropriate facilities for 
anesthesia

8. The ability to provide blood transfusions

Facilities that can carry out the first six interven-
tions are called basic EmOC (Emergency Obstetric 
Care) centers; those that can carry out all eight 
interventions are termed complete EmOC centers 
(Campbell et al., 2006; Paxton et al., 2005).

The historical record in the United States and 
Europe (Hogberg, Wall, & Brostrom, 1986; Loudon, 
1991) and the more recent experience of specific 
LMICs such as Sri Lanka show that the implemen-
tation of even limited parts of the essential obstetric 
care package can result in major declines in maternal 
mortality. The maternal mortality ratio in Sri Lanka 
dropped dramatically, from 555 maternal deaths 
per 100,000 births in the mid-1950s to 239 maternal 
deaths in the 1960s and again to 95 maternal deaths in 
1980 (WHO, 2005). These gains were largely due to the 
expansion of health centers appropriately equipped 
for essential obstetric care and the increase in births 
attended by trained personnel.

A 2008 report focusing on maternal health inter-
ventions in 68 countries that experience 97% of mater-
nal and child deaths worldwide suggested that several 
interventions have been proven to improve maternal 
survival (Bhutta et al., 2008; Bryce et al., 2008; United 
Nations Children’s Fund, 2008). Under the circum-
stances when complications are not predictable, 
skilled care at delivery is the key to reduce maternal 
mortality. For example, a package of healthcare ser-
vices consisting of skilled care by doctors, nurses, and 
midwives during pregnancy and childbirth, includ-
ing family planning and emergency medical services, 
and costing less than $1.50 per person, can reduce 
an estimated 80% of maternal mortality. Increased 
access to hospital and midwifery care, improved 
quality of care, and control of infectious diseases 
have been successfully combined to significantly 
lower maternal mortality in several low-and middle- 
income countries, including  Bangladesh, Nepal, 
Thailand,  Malaysia, Sri Lanka, Egypt,  Honduras, and 
some states of India (WHO, 2005).

For a variety of reasons—including cultural 
taboos, lack of social mobility, lack of economic 
resources, lack of logistic resources, and lack of 
information— women in LMICs for the most part 
do not use appropriate obstetric care services, with 
the most vulnerable group in this regard being rural, 
less educated, and poorer women (Govindasamy, 
Stewart, Rutstein, Boerma, & Sommerfelt, 1993). In 
1993, only 37% of births in LMICs took place in a 
health facility (WHO, 1993a). The remaining deliv-
eries (some 55 to 60 million infants) were carried out 
with the help of traditional birth attendants, family 
members, or no assistance at all.
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In this regard, it is interesting to note that prenatal 
care services are used significantly more than obstetric 
care services. In 39 of 43 countries covered by DHS 
surveys between 1985 and 1994, prenatal care cover-
age was significantly higher than the rates of delivery 
care from a trained provider (i.e., doctor, nurse, or 
midwife) (Macro International, 1994). These results 
need to be viewed with some caution, however, as pre-
natal care is self-reported and may include very low 
and episodic use of appropriate services.

There is considerable variation in the DHS- 
surveyed countries in use of both prenatal and mater-
nal care services. South Asia (with the exception of 
Sri Lanka) has particularly low rates of use of prena-
tal care and maternal care services. More recent data 
show significant improvements in developing coun-
tries in terms of access to both antenatal and skilled 
care services during delivery, with the latter showing 
a greater increase in their utilization rate. Approxi-
mately 66% of pregnant women in LMICs currently 
receive at least one antenatal care visit, compared to 
at least four antenatal care visits for most women in 
high-income countries. Huge disparities in the dis-
tribution of antenatal care are apparent, however: In 
Ethiopia, for example, this figure is only 12%. More-
over, only 62% of pregnant women in LMICS cur-
rently receive assistance from skilled birth attendants 
during their deliveries. As in the case of antenatal 
care, large regional differences in access to these ser-
vices exist, with utilization rates ranging from 34% in 
Eastern Africa to 93% in South America (Maternal 
Deaths, 2008; United Nations Children’s Fund, 2008; 
WHO, 2008b).

Despite these improvements in access to skilled 
delivery care, there is currently a 50% deficit world-
wide against the estimated demand for 700,000 mid-
wives to ensure universal coverage with maternity 
care. More generally, there is a global shortage of 
4.3 million health workers (WHO, 2008b).

Leaving aside the significant gaps in the avail-
ability of skilled maternal care/delivery services, even 
when such services are available they are not used to 
the degree they should be. The failure to use appropri-
ate maternal/delivery care services can be viewed as 
resulting from a multipart process, which includes the 
following factors:

 ■ Deficiencies in identifying life-threatening medi-
cal complications that would benefit from obstet-
ric care services

 ■ Constraints that prevent the use of obstetric ser-
vices even when appropriate conditions for such 
use are identified (e.g., lack of financial resources, 
transportation difficulties, other logistic problems)

 ■ Obstetric care facilities of such poor quality that 
they are ineffective in preventing obstetric com-
plications and death, even when pregnant women 
come to such facilities (Thaddeus & Maine, 1994; 
Tsui et al., 1997)
Each of these problems is elaborated upon in the 

following subsections.

Identification of Serious Medical 
Complications That Will Benefit from 
Obstetric Care
It is important to reiterate that most women in LMICs 
deliver their babies at home, far away from even 
rudimentary obstetric care facilities, and assisted for 
the most part by family members and/or traditional 
birth attendants. The ability to recognize a potentially 
life-threatening complication (such as obstructed or 
prolonged labor, incipient hemorrhage, or other fetal 
distress), and the corresponding need for specialized 
obstetric care, depends on appropriate education and 
sensitization of both family members and traditional 
birth attendants, with the former being perhaps the 
more important constituency.

A number of cultural factors affect the recognition 
that obstetric complications can benefit from specific 
kinds of medical care. When a woman is bleeding, 
the need for obstetric intervention by trained medical 
personnel is better recognized. Other complications, 
however, are generally not viewed as benefiting from 
specialized obstetric care. In some cultures, complica-
tions are seen as determined by fate, with little that 
can be done to alter the course of events. In Indone-
sia, for example, malposition of the fetus is seen as 
the domain of traditional birth attendants, who deal 
with it with soothing massage whereby the pregnant 
woman maintains the inner calm considered neces-
sary for correcting the baby’s position (Ambaretnani, 
Hessler-Radelet, & Carlin, 1993). As a result, referral 
to obstetric care services is often significantly delayed. 
In other instances, due to concerns about privacy and 
modesty, the home is perceived as the more natural 
and fitting place for birth than any healthcare facility. 
For the Fulani and Hausa in Nigeria, pregnancy is seen 
as a shameful period with an unpredictable outcome; 
thus no preparations are made for referral for obstetric 
services (Public Opinion Polls, 1993; Tsui et al., 1997).

It is clear from these examples that cultural sensi-
tivities need to be taken into account when construct-
ing appropriate educational messages that emphasize 
the identification of particularly serious obstetric risks 
and the need to refer these women to health facilities 
with adequate obstetric care services. A purely techno-
cratic approach, which focuses on modern systems of 
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logic and evidence, may not be very effective in bring-
ing about changes in behavior. Much attention has 
been focused on training birth attendants, given that 
they are present in the majority of births in LMICs. 
Nevertheless, the evidence suggests that focus-
ing on just training birth attendants leads to mixed 
results in terms of increased referrals for appropriate 
conditions. In urban/peri-urban areas, such train-
ing appears to be no impact, whereas there is some 
improvement in rural areas with low prevalence rates 
of use of maternal care services  (Alisjahbana et al., 
1995; Bailey, Dominik, Janowitz, & Araujo, 1991). The 
consensus from a number of sources is that husbands 
and possibly other family members  (mothers-in-law, 
mothers, and sisters) are the key people who should 
be targeted, as they are the final decision makers with 
regard to whether the woman will go to a modern 
healthcare facility (Alisjahbana et al., 1995; Bailey 
et al., 1991; Center for Health Research Consulta-
tion and Education & MotherCare/John Snow, 1991; 
 Howard- Grabman, Seoane, & Davenport, 1994).

Constraints Affecting Use of Obstetric Care 
Services Once Complications Are Identified
Several concerns affect the decision to use modern 
obstetric care services once a life-threatening com-
plication is identified and the need for obstetric care 
is acknowledged. These issues include economic con-
straints (i.e., not being able to afford the costs of such 
care, including transportation costs), logistic con-
straints (taking time off to accompany the patient to 
often distant care facilities), and quality concerns (atti-
tude and treatment of healthcare providers) (Sundari, 
1992; Thaddeus & Maine, 1994).

The economic costs of care include not only the 
nominal costs charged by the healthcare facility for 
delivery-related services, but also transportation costs 
(which are not insignificant in many rural settings), 
costs of medications, and costs of housing. In many 
cultures, family members need to accompany the 
patient, which adds to transportation and housing 
costs. In addition to these direct costs, opportunity 
costs or lost wages for the patient and particularly 
family members who accompany the patient are key 
considerations. Relatively few population-based data 
have been gathered from which to estimate the vari-
ous components of costs that are incurred for a mater-
nal delivery in a healthcare facility, but some reports 
suggest that these costs may be a real barrier to the 
use of obstetric services. For example, data from three 
countries in Africa (Nigeria, Ghana, and Sierra Leone) 
show that there were declines in deliveries in seven 
referral sites from 1983 to 1989, paralleling increases 

in costs to patients for drugs and services (Prevention 
of Maternal Mortality Network, 1995). To date, the 
impact of user fees on the decision to seek out obstet-
ric care for complicated cases (as opposed to nor-
mal deliveries) has not been adequately investigated. 
The existing evidence shows a mixed response to the 
imposition of user fees, with use of modern medical 
facilities for obstetric complications being reduced to 
different degrees in different countries (Ambaretnani 
et al., 1993; Prevention of Maternal Mortality Net-
work, 1995).

Clearly, much more information needs to be col-
lected to understand how demand and use of obstetric 
care services change with changes in costs of services. 
Special attention needs to be focused on obtaining 
data on the nonservice components of obstetric costs 
(i.e., travel costs, opportunity costs).

Aside from economic costs, transportation con-
straints are a major factor in the low use of mater-
nal care services. In most LMICs, advanced obstetric 
care (including surgical services with appropriate 
transfusion capabilities) is available in only a few 
healthcare facilities, which are often located at a con-
siderable distance from the patient. Transportation 
facilities are, for the most part, poorly developed and 
quite expensive. Thus, problems need to be antici-
pated in advance to allow for enough time for the 
patient to reach the care facility. The degree to which 
lack of transportation infrastructure is a major con-
straint on the use of modern obstetric services is not 
certain; the evidence on this issue is mixed. On the 
one hand, data from rural Bangladesh suggest that 
relatively modest investments in transportation can 
have a significant impact on use of obstetric services, 
leading to reductions in maternal mortality  (Fauveau, 
Stewart, Khan, & Chakraborty, 1991; Maine, Akalin, 
Chakraborty, de Francisco, & Strong, 1996). On the 
other hand, three different experiments that aimed 
at ensuring transport did not by themselves increase 
the use of obstetric services (Alisjahbana et al., 1995; 
Poedje et al., 1993; Prevention of Maternal Mortality 
Network, 1995).

Transportation concerns assume the patient has 
to be brought to the care facility. A complementary 
approach, of course, is to bring the provider closer to 
the patient. Some limited success has been achieved 
with programs that place certified midwives in health 
posts closer to the pregnant patient population, but 
such staffing may be difficult to sustain logistically and 
financially (Fauveau et al., 1991; Tsui et al., 1997).

Finally, the perception of the welcoming nature 
of the referral site and its flexibility in accommo-
dating accompanying family members are often 
ignored, but are particularly important constraints to 
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seeking modern obstetric care. Oftentimes, referral 
sites are perceived as impersonal and unfriendly and 
are passed over in favor of care from traditional birth 
attendants (Bailey et al., 1994; Eades, Brace, Osei, & 
LaGuardia, 1993).

Quality of the Obstetric Care in the 
Healthcare Facility
Relatively few systematic data on the quality of health-
care services in obstetric care facilities exist. The rare 
studies that have been conducted suggest that the 
majority of obstetric care facilities in LMICs fall far 
short of minimal acceptable standards of care. Import-
ant indicators of quality include waiting time from 
admission to treatment, trends in numbers and rates 
of maternal and perinatal deaths, and trends in case 
fatality rates for all complications including cesarean 
deliveries (O’Rourke, 1995; Prevention of Maternal 
Mortality Network, 1995).

Much of this problem can be traced to lack of 
adequate resources in terms of trained personnel 
(Dogba & Fournier, 2009), equipment, and bed 
capacity. For example, a UNICEF survey of three 
districts in India in 1993 found not only inadequate 
numbers of beds, but also huge disparities in bed 
allocation between different levels of the healthcare 
system. The majority of beds were allocated to refer-
ral sites, where a small minority of complicated births 
were managed. There were also major deficiencies 
in availability of essential drugs and appropriately 
trained surgical and anesthesia professionals.

In addition to supply constraints, major deficien-
cies in the management of services and in provider 
attitudes are often in evidence in obstetric facilities 
located in LMICs. Triage is not done systematically, 
such that very sick patients are often left waiting for 
much longer than medically desirable, while others 
with less severe problems are treated before them. 
Obstetric care is often provided in an ad hoc manner, 
with no consistent set of case management algorithms 
being followed. Nursing is often seriously below stan-
dard, and basic levels of hygiene are not adhered to, 
leading to considerable postoperative morbidity and 
mortality. There is also very little sensitivity to patient 
concerns, and little effort is expended in explaining 
complexities of care to patients, leading to widespread 
patient dissatisfaction (Dogba & Fournier, 2009).

In a nationally representative study of 718 mater-
nal deaths in Egypt in 1992 (Egypt  Ministry of Health, 

1994), avoidable factors (i.e., those that could have been 
changed by either the health delivery system or the 
patient) were assessed by an expert panel. In approx-
imately half of the cases, the primary avoidable fac-
tor identified was poor management and diagnoses 
by healthcare professionals. In the other half of cases, 
patient factors—particularly delay in seeking medical 
care or compliance with medical recommendations—
were implicated as key issues in the mother’s death. 
Notably, the health professionals most often cited for 
poor quality of care were not traditional birth atten-
dants or general practitioners, but rather obstetricians 
with supposedly appropriate training. This sorry state 
of affairs is significantly related to the lack of consistent 
management guidelines for complicated obstetric cases.

Similar results have been reported from China 
(WHO, 1994), where a study of 1,173 maternal deaths 
in 1990 implicated deficiencies in the healthcare sys-
tem as the major contributor (48%), followed by 
individual and family delays in using health care and 
transport problems. There appears to be a clear rural/
urban divide in this situation, with rural areas having 
a much higher frequency of problems that are avoid-
able both from the point of view of the healthcare sys-
tem and from the point of view of the patient.

Improvements in the quality of care require a 
number of initiatives to be undertaken simultaneously. 
Governments must appropriately fund healthcare 
referral facilities so that they have adequate supplies 
and equipment and are staffed by adequate numbers 
of appropriate specialists. There must be a clear chain 
of referral whereby trained birth attendants refer com-
plicated obstetric cases to higher-level facilities, where 
specialist care is available. Efforts must be made to fol-
low consistent management protocols that are clearly 
articulated, and both birth attendants and specialists 
must be trained to adhere to these protocols (Marshall 
& Buffington, 1991; Schieber, Mejia, Koritz, Gonsalez, 
& Kwast, 1995). In addition, a monitoring system must 
be established to provide regular audits of both pro-
cess and outcome indicators such as waiting times and 
case fatalities, with the results being used in a continu-
ous process of review and upgrading of the healthcare 
system (Egypt Ministry of Health, 1994).

If even some of these improvements in quality of 
care are made, they will not only improve outcomes 
for those women who reach the healthcare facility, 
but also increase the demand for such services by 
pregnant women (Dogba & Fournier, 2009; Mantz & 
Okong, 1994; O’Rourke, 1995).
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 ▸ Conclusion
This chapter has outlined the need for reproductive 
health and family planning to help individual women 
and men and larger populations reduce fertility and 
maintain reproductive health. Population growth 
rates are declining in much of the world because peo-
ple are reducing their fertility. The primary factors 
effecting this reduction are early termination of the 
reproductive period through sterilization, use of con-
traception to reduce conception rates, and induced 
abortion. Because of increased desire for smaller fam-
ilies, both unwanted fertility and unmet needs for 
family planning and reproductive health services exist 
in most LMICs. To meet this challenge, improvements 
are needed in the quality of family planning services, 
especially in the areas of information exchange and 
method choice, interaction of reproductive health 
services and contraceptive provision, and financial 
sustainability.

Maternity care needs to be significantly expanded 
so that the adverse sequelae of pregnancy and child-
bearing can be reduced. While preventive services 
(including education of both men and women 
regarding health and sexuality, family planning, and 
prevention of STIs) need to be increased and targeted 
to those at greatest risk of adverse outcomes, special 
attention should be paid to increasing both physical 
and financial access to skilled birth attendants and 
high-quality emergency and non-emergency obstet-
ric care.

At the societal level, programs need to be sup-
ported to improve the status of women, whether 
through improved access to education and employ-
ment or through changes in laws and culture to reduce 
violence and exposure to unwanted potentially high-
risk births. Although this may be unfamiliar territory 
for public health professionals, the consequences for 
the health of women and children make it essential 
that this broader perspective become part of global 
health programs.

An overriding concern regarding continuing— let 
alone expanded—funding remains. Many high- 
income countries have reduced their aid contri-
butions; many LMICs are experiencing financial 
and health crises. Part of the agenda for the future 
must be research to determine sustainable cost- 
effective programs that will address the reproduc-
tive health needs of the twenty-first century using 
public–private partnerships.

Discussion Questions
1. Using the proximate determinants framework 

(originally proposed by Bongaarts and subse-
quently revised by Stover), discuss the relative 
impacts of contraception, breastfeeding, abor-
tion, sexual activity, and infecundity on total 
fertility rates in Latin America versus Africa. 
What are the policy implications of these find-
ings? Similarly, explain why Japan, which has 
a relatively low contraceptive prevalence rate 
(56%), has such a low TFR (1.4).

2. Discuss fertility changes using the framework of 
wanted versus unwanted fertility and the forces 
that drive each of them. Why might unwanted 
fertility increase in tandem with increasing 
contraceptive prevalence? What are the policy 
approaches that stem from a consideration of 
this kind of framework?

3. The 1994 Cairo ICPD substantially enlarged the 
scope of family planning to include a broader 
conception of women’s health and development. 
Discuss the pros and cons of this expansion 
in the context of limited financial and logistic 
resources, particularly in sub-Saharan Africa, 
with its very heavy HIV/AIDS burden.

4. Discuss the impact of the birth interval length, 
both prior and subsequent, on the health of 
children, taking into account methodological 
concerns about reverse causality. What are the 
implications for policy?

5. Consider the following statement: “Family plan-
ning has only a limited role to play in reducing 
the risk of maternal mortality.” Do you agree 
with this statement? Elaborate on the policy 
implications of your analysis.

6. Discuss the reasons why, in the context of 
LMICs, despite initial dramatic success in low-
ering maternal mortality as per MDG goals, 
there has been a recent plateauing of these 
gains. What are the major constraints faced by 
countries and the policy implications that fol-
low from this analysis?

7. Consider the following statement: “Specific 
health technological inputs are a necessary 
but not sufficient determinant of significant 
improvements in reproductive health.” Using 
the examples of changes in women’s status and 
sociopolitical resistance to raising age at mar-
riage, discuss the validity of this proposition.
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CHAPTER 6

Infectious Diseases
Aubree Gordon and Arthur L. Reingold

This chapter describes the epidemiologic fea-
tures of the infectious diseases of greatest public 
health significance in low- and middle-income 

countries (LMICs) and details available strategies to 
prevent and control them. Because these diseases can-
not be covered in depth in a single chapter, the empha-
sis here is on their unique epidemiologic features and 
the relevant technological challenges, resource limita-
tions, and cultural barriers that have shaped current 
approaches to their prevention and control. Concep-
tually, these approaches include preventing exposure 
to the infectious agent; making otherwise susceptible 
individuals or populations immune to the infectious 
agent; treating infected individuals or populations to 
prevent illness and transmission of the agent to oth-
ers; and improving the timeliness and appropriateness 
of care for symptomatic individuals so as to mini-
mize morbidity and mortality and, in some instances, 
to reduce the likelihood of transmission to others. 
Examples of successful programs using one or more of 
these various conceptual approaches are discussed, as 
are the challenges and obstacles that confront LMICs 
and their partners as they seek to reduce the burden of 
 disease caused by infectious agents.

 ▸ Overview
Collectively, infectious diseases have undoubtedly 
been the single most important contributors to human 
morbidity and mortality throughout history. Over the 
past 150 years, the mortality attributable to them has 

declined substantially in high-income countries, and 
chronic diseases such as cardiovascular disease, can-
cer, stroke, chronic obstructive pulmonary disease, 
and diabetes mellitus have assumed prominence as the 
leading causes of death in these countries. Although 
uncertainty exists about the relative importance of 
various social, economic, environmental, and public 
health factors in this epidemiologic transition, most of 
the reductions in mortality attributable to infectious 
diseases clearly preceded any advances in  clinical med-
icine and public health that plausibly could have had 
an impact on the infectious diseases of public health 
significance of the time (e.g., tuberculosis, rheumatic 
fever, scarlet fever, typhoid fever, and  cholera). At 
present, only influenza and pneumonia rank among 
the top 10 causes of mortality in the United States 
(Heron, 2016).

The global burden of disease and the epidemiologic 
transition are discussed in detail elsewhere in this text 
(see the Measures of Health and Disease in Populations 
chapter). Although current projections suggest that 
acute infectious diseases will decrease substantially 
in their absolute and relative importance as causes of 
death and disability in LMICs in the decades to come, 
today they remain issues of great public health signif-
icance. Acute infectious diseases are, collectively, the 
leading cause of death among children, accounting for 
more than half of all child deaths in LMICs (see the 
Measures of Health and Disease in  Populations chap-
ter), as well as being important causes of morbidity 
and mortality in people at all stages of life. In many 
countries, the human immunodeficiency virus (HIV)/
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acquired immunodeficiency syndrome (AIDS) pan-
demic initially reversed decades of progress in reduc-
ing mortality due to acute infectious diseases, with a 
resulting decrease in life expectancy (Lozano et al., 
2013; UNAIDS, 2013).  Further, it is now well accepted 
that chronic infection contributes in important—if 
poorly understood—ways to the pathogenesis of a 
number of chronic diseases, including  cervical  cancer 
(in which human papillomavirus [HPV] plays a role), 
hepatic cancer and cirrhosis (in which hepatitis B 
virus [HBV] and probably hepatitis C virus [HCV] 
play a role), gastric cancer and peptic ulcer disease (in 
which Helicobacter pylori plays a role), and possibly 
cardiovascular disease (in which Chlamydia pneu-
moniae and perhaps other infectious agents may play 
roles). Hepatic cancer and cirrhosis due to HBV were 
the first vaccine-preventable chronic diseases, and it 
is expected that widespread vaccination against HPV 
will reduce by two-thirds the number of cervical can-
cer cases worldwide and reduce the incidence of anal 
and oral cancers. Thus, for all the reasons just men-
tioned, infectious diseases and their prevention and 
control will remain of major  public health importance 
for LMICs for the foreseeable future.

Underlying almost every infectious disease of 
public health importance in LMICs is the significant 
role played by poverty and its associated problems. 
For example, both obvious and more subtle forms of 
malnutrition and micronutrient deficiencies are asso-
ciated with an increased risk of severe morbidity and 
mortality from a wide range of infectious diseases 
(see the Nutrition chapter, which highlights the asso-
ciation between infectious disease and malnutrition). 
At the same time, lack of education, poor access to 
clean drinking water, inability to dispose properly of 
human waste, household crowding, and lack of access 
to medical care—all manifestations of poverty—make 
 substantial contributions to their incidence.

However, LMICs and the people living in them 
cannot be lumped together into a single group inso-
far as their risk of various infectious diseases is con-
cerned. Important geographic differences exist in 
the incidence and public health significance of vari-
ous infectious diseases, due to differences in climate, 
the distribution of insect vectors and intermediate 
hosts, and variations in other environmental, social, 
and cultural factors. In addition, all LMICs are not 
equally resource poor—they vary enormously in the 
resources that are available to provide clinical ser-
vices (e.g., oral rehydration therapy), mount public 
health programs (e.g., vaccination programs), and 
reduce environmental sources of infection (e.g., pro-
vide clean drinking water and adequate sanitation or 

control vector populations). Also, all LMICs include 
within them culturally, economically, and sometimes 
geographically diverse subpopulations with very dif-
ferent needs and resources, particularly with regard to 
infectious diseases. Given the enormous diversity of 
LMICs and the infectious diseases that confront them, 
it will be possible in this chapter to discuss these dis-
eases only selectively, using representative examples 
when appropriate.

 ▸ Control of Infectious Diseases
The twentieth century saw an ever-increasing  number 
of programs to prevent morbidity and mortality from 
specific infectious diseases in LMICs. Strategies that 
have been employed include various combinations 
of vector control (e.g., for malaria, dengue, yellow 
fever, and onchocerciasis [river blindness]); vacci-
nation (e.g., for smallpox, measles, polio, neonatal 
tetanus, diphtheria, pertussis, tetanus, hepatitis B, 
meningococcal meningitis, and yellow fever); mass 
chemotherapy (e.g., for hookworm, onchocerciasis, 
dracunculiasis [Guinea worm]); improved sanitation 
and access to clean water (e.g., for diarrheal diseases); 
improved care seeking and caregiving (e.g., for diar-
rheal diseases and acute respiratory infections); and 
behavior change (e.g., for HIV and other sexually 
transmitted infections [STI]s, diarrheal diseases, and 
dracunculiasis), among others. The successful eradi-
cation of smallpox in the late 1970s through a com-
bination of enhanced case finding, containment, and 
vaccination gave considerable impetus to attempts to 
control other infectious diseases (EXHIBIT 6-1).

As the world health community has established 
goals for reducing morbidity and mortality from other 
infectious diseases, a variety of terms describing dif-
ferent levels of control have come into use. Organiza-
tions such as the World Health Organization (WHO) 
and its governing body, the World Health Assembly 
(WHA), have been careful to define their prevention 
goals vis-à-vis various diseases; these are set forth 
in appropriate sections of this chapter. A useful set 
of definitions of such terms was put forward at the 
Dahlem workshop on the Eradication of Infectious 
Diseases (Dowdle & Hopkins, 1998):

 ■ Control: Reduction of disease incidence, preva-
lence, morbidity or mortality to a locally accept-
able level as a result of deliberate efforts; continued 
intervention measures are required to maintain 
the reduction.

 ■ Elimination of disease: Reduction to zero of 
the incidence of a specified disease in a defined 
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geographic area as a result of deliberate efforts; 
continued intervention measures are required.

 ■ Elimination of infection: Reduction to zero of the 
incidence of infection caused by a specific agent in 
a defined geographic area as a result of deliberate 
efforts; continued measures to prevent reestab-
lishment of transmission are required.

 ■ Eradication: Permanent reduction to zero of the 
worldwide incidence of infection caused by a spe-
cific agent as a result of deliberate efforts; inter-
vention measures are no longer needed.

 ■ Extinction: The specific infectious agent no longer 
exists in nature or in the laboratory.

In the near term, extinction is possible only for 
smallpox, although concerns about its use as an agent 
of bioterrorism have prevented the long-awaited 
destruction of the last known stocks of the virus. Eradi-
cation of other diseases, such as polio, measles, rubella, 
and dracunculiasis, is considered theoretically possible 
using existing control methods and is being actively 
pursued. Unfortunately, for most of the infectious 

EXHIBIT 6-1 Smallpox Eradication

Most individuals who work in the area of global health consider the eradication of smallpox to have been the single most 
important contribution of public health efforts in the twentieth century, and possibly the most significant accomplishment 
in the field of human health in recorded history. Although the ultimate eradication of smallpox through the use of vaccine 
was foreseen by Edward Jenner and President Thomas Jefferson at the beginning of the nineteenth century, it took more 
than 150 years for it to become a reality. Eradication of smallpox was possible because of several important features of 
the disease itself; technological advances in vaccine preparation and administration; development and application of a 
new approach to using the vaccine selectively rather than in mass campaigns; and a combination of international will and 
cooperation, strong leadership, and the focused effort of large numbers of health workers in multiple countries.

One feature of smallpox that made it a candidate for eradication was its relatively inefficient transmission from person to 
person. In addition, individuals with smallpox were generally bedridden before the appearance of the rash—the stage of the 
illness when person-to-person transmission was most likely to occur. Moreover, subclinical cases did not occur in unvaccinated 
individuals, and vaccinated individuals who developed mild smallpox did not efficiently transmit the virus. Smallpox was also 
characterized by a lack of a carrier state and the existence of a single serotype of the virus. Other notable features of the disease 
included a marked seasonal fluctuation in cases and the lack of a nonhuman reservoir for the virus in nature.

A key advance in vaccine development and delivery that was crucial to smallpox eradication was the development 
of a heat-stable, freeze-dried vaccine. In addition, two improved methods of delivering the vaccine were introduced—a 
bifurcated needle that was inexpensive, easy to use, and economical in its use of a small volume of vaccine, and jet 
injector guns that allowed a team to vaccinate more than 1,000 persons per hour.

Nevertheless, despite the availability of a heat-stable smallpox vaccine and the means of vaccinating large numbers 
of persons, mass vaccination campaigns intended to render entire populations immune to smallpox were unsuccessful 
in eliminating the disease, even in countries that achieved vaccine coverage in the range of 80% to 95%. Smallpox virus 
continued to circulate among the remaining unvaccinated individuals, who were extremely difficult to identify and vaccinate.

A delay in the arrival of sufficient vaccine to mount a mass campaign against smallpox in Nigeria in 1966 led to 
the development of an alternative approach to preventing the spread of smallpox in an area: Energetic case detection 
followed by isolation of all infected individuals and intense vaccination efforts focused on the area and population 
immediately surrounding a case. This approach, dubbed a surveillance containment strategy, proved to be remarkably 
successful in eradicating smallpox once imaginative and locally acceptable approaches to detecting all suspected cases, 
isolating individuals with smallpox, and vaccinating those around them were implemented. Surveillance containment 
ultimately replaced mass vaccination campaigns, and global efforts to complete eradication of smallpox relying on this 
approach gained momentum.

In 1967, as many as 10 to 15 million cases of smallpox occurred in 33 countries with endemic smallpox and 14 other 
countries with imported cases of smallpox. These countries, which had a total population of more than 1.2 billion persons 
at the time, included many of the poorest countries in the world and those presenting the greatest logistical barriers to 
mounting an effective eradication program. As a result of the efforts of dedicated public health workers in these countries 
and a small cadre of public health professionals from unaffected countries, the last person with smallpox not caused 
by a laboratory accident had onset of a rash on October 26, 1977, in Somalia. On December 9, 1979, the World Health 
Organization’s Global Commission for the Certification of Smallpox Eradication concluded that “smallpox eradication has 
been achieved throughout the world,” a conclusion accepted by the World Health Assembly in May 1980.

Republished with permission of John Wiley and Sons Inc, from The eradication of infectious diseases: report of the Dahlem Workshop on the Eradication of Infectious Diseases, Berlin, March 16-22, 1997, 
W. R. Dowdle and D. R. Hopkins, copyright 1998; permission conveyed through Copyright Clearance Center, Inc.
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TABLE 6-1 Levels of Control Considered Achievable for Selected Infectious Diseases in the Foreseeable Future 
Using Currently Available Methods

Extinction Eradication
Elimination of 
Infection

Elimination of 
Disease Control

Smallpox Polio Onchocerciasis Rabies Malaria

Measles
Rubella

Trachoma Neonatal tetanus

Dracunculiasis 
(Guinea worm)

Cholera

Tuberculosis

Schistosomiasis

Diarrheal disease

Acute respiratory infections

Acquired immunodeficiency 
syndrome

Sexually transmitted infections

Leprosy

diseases responsible for the majority of morbidity and 
mortality in LMICs at the beginning of the twenty-first 
century, only their control is considered achievable in 
the foreseeable future (TABLE 6-1).

 ▸ Childhood Vaccine-Preventable 
Diseases: The Expanded 
Program on Immunization

Overview
Based on the success of the vaccination program 
mounted to control and then eradicate smallpox, WHO 
and various partner agencies launched the Expanded 
Program on Immunization (EPI, or PEV in French) in 
1974. At that time, it was estimated that fewer than 5% of 
infants and children in LMICs were receiving relatively 
inexpensive and highly effective vaccines, despite the 
fact that these vaccines had been licensed and available 
for a number of years. Many obstacles to vaccinating 

these children existed, including the lack of demand 
for vaccines on the part of the community; the small 
number of sources of vaccines of adequate quality; the 
lack of the infrastructure needed to purchase, store, and 
 distribute vaccines, some of which were temperature 
sensitive; a deficiency in the number of trained person-
nel to administer vaccination programs; and insufficient 
funds to purchase vaccines and vaccination supplies and 
equipment. Further, most countries lacked health infor-
mation and surveillance systems to assess the burden of 
disease caused by various vaccine-preventable diseases 
or to evaluate the impact of a vaccination program. 
Remarkable progress since 1974 in correcting these 
problems has led to the expected eradication through 
immunization of polio; dramatic reductions in mor-
bidity and mortality from measles and neonatal  tetanus 
worldwide; and likely, but more difficult to demonstrate, 
reductions of a similar magnitude in morbidity and 
mortality from diphtheria and pertussis.

For the first 20 years or so of its existence, the EPI 
focused on diseases for which safe, effective, and inex-
pensive vaccines were available and could be given 
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entirely during the first year of life. These included 
oral polio vaccine (OPV, a trivalent live vaccine against 
poliomyelitis); measles vaccine (a live vaccine); a 
three-component killed vaccine against diphtheria, 
pertussis, and tetanus (DPT); and bacillus Calmette-
Guérin (BCG, a live vaccine against tuberculosis). 
Vaccination with tetanus toxoid (TT) was included 
for women of childbearing age to prevent neona-
tal tetanus in their newborn babies, even though the 
group being targeted for vaccination did not consist 
of infants in the first year of life. Subsequently, it was 
recommended that vaccine against yellow fever and 
Japanese B encephalitis be added in countries where 
these two diseases pose a threat. Vaccines against 
hepatitis B and Haemophilus influenzae b were then 
included after large quantities of these relatively inex-
pensive vaccines became available. Newer vaccines, 
including rubella vaccine, rotavirus vaccine, pneumo-
coccal conjugate vaccine, and HPV vaccine, have also 
recently been added (FIGURE 6-1). (TABLE 6-2 provides 

the current WHO recommendations concerning 
infant and childhood immunizations.) Hepatitis B,  
H. influenzae b, Streptococcus pneumoniae, HPV, yel-
low fever, and tuberculosis are discussed elsewhere in 
this chapter, so they will not be considered here. 

Poliomyelitis
Etiologic Agent, Clinical Features, and 
Characteristics of the Currently Available 
Vaccines
Poliomyelitis (polio) may be caused by any of the three 
known serotypes (1, 2, and 3) of poliovirus. This virus 
is efficiently transmitted through the fecal–oral route. 
Ingestion of the virus leads to asymptomatic or mild, 
self-limited infection and shedding of the virus from 
the throat and gastrointestinal tract in the vast major-
ity of exposed persons. However, an estimated 1 in 100 
to 1 in 850 infected persons develops symptomatic 

FIGURE 6-1 Number of vaccines/antigens introduced in national immunization schedules, 2000 compared to July 2015.
Reproduced from World Health Organization. (2016). Progress towards global immunization goals – 2015 summary presentation of key indicators [PowerPoint slides], slide 11.  
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Disease/Vaccine Age of First Dose Dose in Primary Series Booster Dose

Recommended for All Children

Bacillus Calmette-Guérin (BCG) As soon as possible 
after birth

1

Diphtheria, pertussis, and tetanus 
(DPT)

6 weeks 3 12–23 months (DPT 
containing vaccine); 4–7 
years (Td); and 9–15 yrs (Td)

Haemophilus 
influenzae b

(Option 1) 6 weeks 
(minimum)– 
59 months 
(maximum)

3

(Option 2) 2–3 At least 6 months 
(minimum) after last dose

Hepatitis B (Option 1) As soon as possible 
after birth  
(< 24 hours)

3

(Option 2) 4

Human papillomavirus (HPV) As soon as possible 
from 9 years of age 
(females only)

2
3 (if ≥ 15 years old)

Pneumococcal 
(conjugate)

(Option 1) 6 weeks (minimum) 3

(Option 2) 2 9–15 months

Polio bOPV + IPV 6 weeks 4
(IPV dose to be given with 
bOPV dose from 14 weeks)

IPV/bOPV 
sequential

8 weeks (IPV first) 1–2 IPV
2 bOPV

IPV 8 weeks 3

Measles 9 or 12 months 2

Rubella 9 or 12 months with 
measles containing 
vaccine

1

Rotavirus Rotarix 6 weeks (min) with 
DTP1

2

Rota Teq 3

TABLE 6-2 Recommended Routine Immunizations for Children: Summary of WHO Position Papers*

polio, with or without paralysis. Of those who develop 
paralysis, which primarily affects one or both legs, 
approximately 10% die acutely, 10% to 15% are left 
permanently unable to walk, and 10% to 15% are left 
lame (unable to walk normally).

Treatment for polio is entirely supportive in 
nature. Before widespread vaccination was under-
taken, polio was the leading cause of lameness in 
LMICs. Many of its victims in these countries remain 
a visible sign of the ravages of the disease and will 
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Recommended for Children Residing in Certain Regions

Japanese B 
encephalitis

(Inactivated 
Vero cell 
derived)

 6 months 2 (generally)

(Live 
attenuated)

 8 months 1 

(Live 
recombinant)

9 months 1

Yellow fever 9–12 months, with 
measles

1

Tickborne encephalitis ≥ 1 year: FSME-
Immun and Encepur
≥ 3 years: TBE_
Moscow and EnceVir

3 At least 1 every  
3 years

* Not including vaccines recommended only for children in selected high-risk populations or immunization programs with certain characteristics.
Modified from WHO. Summary of WHO Position Papers - Recommended routine immunizations for children. March 2017. Retrieved from: http://www.who.int/immunization/policy/Immunization 
_routine_table2.pdf?ua=1

need assistance long after acute cases of polio have 
been eradicated.

Killed injectable polio vaccine (IPV) and live OPV 
became available in the 1950s and 1960s, respectively. 
Both types of vaccines are safe and highly effective, 
and each has been used successfully to eliminate dis-
ease caused by wild-type poliovirus in high-income 
countries. Although there are extremely rare cases of 
polio caused by the vaccine strain of the virus when 
OPV is given, for many years WHO and other sup-
porters of the EPI considered OPV to be preferable to 
IPV for routine use in LMICs. Reasons for preferring 
OPV included its extremely low cost (approximately 
$0.02 per dose); its ease of administration; its ability 
to induce intestinal immunity that inhibits shedding 
of wild-type poliovirus; and its transmission to house-
hold and other close contacts through the fecal–oral 
route, thereby providing repeated exposures to the 
vaccine and boosting immunity to polio through such 
contacts. However, for unclear reasons, the efficacy of 
OPV in LMICs has consistently been found to be lower 
than that in high-income countries— approximately 
85% versus approximately 95% for the primary series 
(Patriarca, Wright, & John, 1991).

Descriptive Epidemiologic Features 
and Risk Factors
Before the widespread use of polio vaccine, polio was 
endemic in virtually all LMICs, and most children 

were asymptomatically infected during the first few 
years of life. Symptomatic acute polio was similarly 
seen primarily in infants and young children. Based 
on surveys of the prevalence of lameness in school-
aged children, the annual incidence of symptomatic 
polio in LMICs was estimated to be in the range of 
20 to 40 cases per 100,000 total population (LaForce, 
Lichnevski, Keja, & Henderson, 1980).

As oral polio vaccine came into widespread use 
and vaccine coverage increased, endemic infections 
with wild-type poliovirus decreased. However, vac-
cine coverage levels in the range of 40% to 80%, com-
bined with a vaccine efficacy of approximately 85%, 
led to an accumulation of susceptible individuals and 
subsequent outbreaks in many countries with “good” 
EPI programs (Sutter et al., 1991). In the early 1980s, 
more than 50,000 cases of polio were being reported 
annually to WHO (Otten et al., 1992). However, as 
described in the next subsection, wild-type polio has 
now been eliminated in much of the world as a result of 
intensified surveillance and immunization efforts; as 
of 2017, it remained a problem in only three countries.

Current Approaches to Prevention 
and Control
In 1988, the WHA set a goal of interrupting polio 
transmission worldwide by 2000 and certifying that 
polio had been eradicated by 2005. The polio erad-
ication effort put into place at that time was based 
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on a combination of ongoing routine immunization 
of infants, annual national immunization days, and 
house-to-house mop-up campaigns to vaccinate those 
persons who were missed by these other approaches 
(Hull, Ward, Hull, Milstien, & de Quadros, 1994). 
In addition, sensitive surveillance for and laboratory 
testing of specimens from individuals with acute 
flaccid paralysis were put into place to help identify 
cases of polio, thereby allowing targeting of additional 
 vaccination efforts and monitoring of the impact of 
the eradication program.

The last confirmed case of paralytic polio caused 
by wild-type poliovirus in the Western Hemisphere 
was detected in Peru in 1991, and three WHO regions 
(Americas, Western Pacific, and European) had been 
certified as polio free by 2002 (Centers for Disease 
Control and Prevention [CDC], 2002). In 2015, wild 
poliovirus type 2 was officially declared eradicated, and 
no case of paralytic polio due to wild poliovirus type 3 
has been detected anywhere since 2012. In 2016, a total 
of only 37 cases of polio caused by wild poliovirus type 
1 occurred in three countries—Pakistan, Afghanistan, 
and Nigeria. In 2017, however, there was an outbreak 
of polio caused by vaccine-derived polio virus in Syria, 
likely due to the poor sanitation and inadequate vac-
cine coverage that has resulted from the destruction of 
the public health system in this  war-torn country.

The Global Polio Eradication Initiative (GPEI) was 
launched in 1988, and by 2012 global polio  incidence 
was reduced by 99%. Unfortunately, the emergence of 
circulating, vaccine-derived polio viruses (cVDPV)—
which consist of genetically unstable OPV strain 
viruses that revert to the profile of the virulent parent 
strain—has complicated elimination, necessitating the 
withdrawal of OPV to complete eradication. In 2016, 
all countries still using trivalent oral polio vaccine suc-
cessfully switched to bivalent (types 1 and 3) oral polio 
vaccine and committed to introducing at least one dose 
of inactivated polio vaccine into their routine immu-
nization systems (Hampton et al., 2016).  Ultimately, 
use of oral polio vaccine will cease altogether, and it 
will be replaced by inactivated polio vaccine.

Measles
Etiologic Agent, Clinical Features, 
and Vaccine Characteristics
Measles is caused by the measles virus. Although some 
genotypic variation occurs, all measles virus strains 
are considered to be of a single type. The measles virus 
is spread via the respiratory route and is transmitted 
extremely efficiently. It is highly infectious, and in the 
absence of vaccine-induced immunity, almost every 

child can be expected to develop measles if the virus is 
circulating in the community.

Measles is characterized initially by fever, cough, 
runny nose, and malaise, making it indistinguishable 
from many other viral respiratory infections for the 
first several days, during which the child is highly infec-
tious. A characteristic rash then appears. Although 
most cases are self-limited, complications commonly 
include pneumonia, diarrhea, and ear infections. Less 
common complications include encephalitis and blind-
ness. Measles is not amenable to antibiotic therapy, but 
treatment with vitamin A can reduce the case fatality 
ratio (Hussey & Klein, 1990).

Before the measles vaccine came into widespread 
use, measles was consistently one of the leading causes 
of death among children worldwide, accounting for 
an estimated 20% to 30% of such fatalities (Walsh, 
1983). Although the estimates of the case fatality ratio 
for measles have varied from 1% to greater than 30%, 
depending in part on whether the studies were con-
ducted in the community or were hospital based, it 
is clear that the most potent predictors of mortality 
among children with measles are young age; malnu-
trition, particularly vitamin A deficiency (Markowitz 
et al., 1989); and HIV infection. Furthermore, measles 
frequently leaves a child weakened and at increased 
risk of illness and death from other causes for a year 
or more after the acute episode.

The measles vaccine consists of a live, attenuated 
strain of the measles virus. It is safe, inexpensive, and 
highly effective when given to a child after circulating 
measles antibody acquired from the mother has disap-
peared. Because the maternal antibodies tend to disap-
pear somewhat later and exposure to measles virus is 
substantially less common in high-income countries, 
the first dose of measles vaccine is typically given at 
15 months of age in such countries. In LMICs, the inten-
sity of exposure to measles and the poorly understood, 
more rapid decline in maternal antibodies combine to 
put infants at much greater risk of acquiring measles at 
a young age, when complications and death are more 
likely. As a result, the first dose of measles vaccine is 
typically given to infants at 9 months of age in LMICs.

Descriptive Epidemiologic Features 
and Risk Factors
In the absence of vaccination, every child in an area 
where measles virus is circulating would be expected 
to contract measles. In the early 1980s, an estimated 
3 million children died annually of measles and its 
sequelae. By 2016, however, the number of measles 
deaths had declined to an estimated 89,780 per year 
(Dabbagh et al., 2017).

202 Chapter 6 Infectious Diseases



The age at which an unvaccinated child develops 
measles is a function of when maternal antibodies 
disappear (generally at 6 to 12 months of age) and the 
intensity of exposure to measles virus in the commu-
nity. Thus, in crowded urban areas, most unvaccinated 
children will develop measles between 6 months and 
5 years of age; in contrast, in more sparsely populated, 
rural areas, such children acquire measles at an older 
age (Walsh, 1983). Family size, travel patterns, and types 
and locations of social interactions (e.g.,  marketplaces) 
also influence the local epidemiologic features of 
measles. HIV infection appears to increase the risk of 
acquiring measles in infancy, presumably by decreasing 
the level of circulating maternal antibody in the infant.

Current Approaches to Prevention 
and Control
Like smallpox, measles can, in theory, be eradicated 
because the causative virus does not infect other 
 species or live in the environment. However, because 
measles is more widespread and much more infec-
tious than smallpox, and because substantial trans-
mission of the virus occurs among infants prior to the 
age of routine vaccination, eradication of measles will 
be more difficult to achieve.

Rather than establish a goal of measles eradication, 
the WHA resolved in 2012 to reduce measles-related 
mortality by 95% by the end of 2015 and to achieve 
regional measles elimination in at least five WHO 
regions by the end of 2020. Regional Verification 
Committees in the American, European, and Western 
Pacific Regions of WHO had verified elimination of 
measles in 61 countries by the end of 2015. As with 
polio, improved routine immunization of infants and 
periodic mass vaccination campaigns targeting infants 
and children from 9 months to 5 (or even up to 14) 
years of age have been undertaken as complementary 
strategies, together with a move to ensure all chil-
dren receive two doses of measles vaccine, improved 
surveillance, and improved case management. As 
a result, measles cases and deaths were reduced by 
84% between 2000 and 2016 (Dabbagh et al., 2017). 
Despite these impressive gains, eradication of measles 
is unlikely in the immediate future due to immuniza-
tion coverage gaps and weaknesses in health systems.

Diphtheria
Etiologic Agent, Clinical Features, 
and Vaccine Characteristics
Diphtheria is caused by the bacterium Corynebac-
terium diphtheriae. It is spread primarily via the 

respiratory route, although in LMICs the organism 
is also a cause of ulcerative skin lesions and can be 
transmitted from such lesions. The incidence of diph-
theria and the morbidity and mortality attributable 
to it in such countries are largely unknown, but the 
disease is not believed to pose a major public health 
threat.

Diphtheria is a disease of the upper respiratory 
tract, manifested by fever, sore throat, an inflamed 
pharynx (and possibly nose and larynx), and a gray-
ish membrane covering the inflamed mucosa. With 
involvement of the larynx, the airways can be blocked 
and death can result. The disease is toxin mediated, 
and use of both antibiotics and diphtheria antitoxin 
(which is rarely, if ever, available in LMICs) is benefi-
cial in its treatment.

The diphtheria component of the DPT vaccine is 
composed of inactivated diphtheria toxin adsorbed to 
aluminum salts. Two or more doses of DPT result in 
protection against diphtheria in 90% to 100% of those 
vaccinated.

Descriptive Epidemiologic Features 
and Risk Factors
Although diphtheria is easier to diagnose than pertus-
sis, it is likely underreported in many LMICs. Thus the 
4,530 cases of diphtheria reported to WHO in 2015 
almost certainly do not reflect the actual burden of 
disease (WHO, 2017a).

Most cases of diphtheria occur in young chil-
dren, primarily among those living in impoverished, 
crowded conditions. Lack of vaccination is undoubt-
edly the most important risk factor for developing or 
dying from diphtheria.

Current Approaches to Prevention 
and Control
The current approach to reducing morbidity and 
mortality from diphtheria is to improve levels of 
vaccine coverage achieved through ongoing infant 
immunization programs (i.e., EPI) in various coun-
tries. Strategies for improving vaccine coverage 
include expanding the times when vaccinations are 
offered in clinics, reducing waiting times, and reduc-
ing the number of missed opportunities to vaccinate 
unvaccinated infants, among other options. Because 
vaccination does not lead to elimination of carriage 
of C. diphtheriae from the nasopharynx, ongoing 
control of diphtheria requires achieving and main-
taining high levels of vaccine coverage among the 
target population.
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Pertussis
Etiologic Agent, Clinical Features, 
and Vaccine Characteristics
Pertussis (whooping cough) is caused by the bacte-
rium Bordetella pertussis. Like measles, pertussis is 
spread via the respiratory route and is highly conta-
gious, particularly within a household and in crowded 
institutional settings. In classic cases of pertussis, non-
specific respiratory tract symptoms are followed by 
severe and protracted bouts of coughing that typically 
end with an inspiratory whooping sound. These bouts 
of coughing can persist for many weeks and be quite 
debilitating, even when complications such as pneu-
monia and neurologic damage do not develop. Anti-
biotic treatment has little or no impact on the natural 
course of the disease once symptoms have begun, but 
probably shortens the time during which an individ-
ual is infectious.

Pertussis is believed to be the cause of substantial 
morbidity and mortality in the absence of high levels 
of coverage with pertussis vaccine, but it is difficult 
to assess the proportion of respiratory infections and 
related deaths due to this cause. In part, this difficulty 
arises from the fact that many infants with pertussis 
never have the characteristic whoop seen in older chil-
dren. Similarly, a growing body of evidence suggests 
that in high-income countries, and presumably in 
LMICs as well, B. pertussis is the cause of many cough 
illnesses in young adults that are never recognized as 
pertussis. Finally, the laboratory diagnosis of pertussis 
has been plagued by the insensitivity, nonspecificity, 
technical difficulty, and cost of the various diagnos-
tic tests, making research studies difficult and routine 
surveillance extremely inaccurate.

Pertussis vaccines have, for many years, consisted 
of killed whole bacteria adsorbed to aluminum salts 
to make them more immunogenic. In most instances, 
pertussis vaccine is given to infants and young chil-
dren as a part of the DPT vaccine. When a full series 
of three doses is given, the efficacy of the pertussis 
component of DPT is in the range of 80%. Because 
whole-cell pertussis vaccine contains many bacterial 
products, it is the most reactogenic component of 
DPT; in turn, the DPT vaccine is the most reactogenic 
of those included in the EPI. Thus, pain and tender-
ness at the injection site, with or without fever, are 
common after a DPT injection.

More serious but rare complications of whole-cell 
pertussis vaccine (e.g., encephalopathy) were at the 
center of a protracted debate in many high-income 
countries over its safety. Concern over these rare com-
plications and attendant declines in vaccine acceptance 

led to the development and licensure of acellular per-
tussis vaccines that are far less reactogenic and equally 
efficacious, but also far more expensive than whole-
cell pertussis vaccine. Because of this large difference 
in cost, the EPI continues to use whole-cell pertussis 
vaccine in almost all LMICs. Given recent evidence 
that the clinical protection induced by acellular per-
tussis vaccines wanes substantially after only three 
or four years, it is unlikely that LMICs will switch to 
using this vaccine.

Descriptive Epidemiologic Features 
and Risk Factors
The number of pertussis cases reported to WHO 
annually in the early 1980s was in the range of 1.5 
to 2 million; by 1997, this number had decreased to 
fewer than 200,000 (WHO, 1998a). In the mid-1980s, 
it was estimated that more than 600,000 children died 
of pertussis annually. By 2008, the estimated annual 
death toll from pertussis had declined to approxi-
mately 89,000 (WHO, 2017b). As noted earlier, how-
ever, any estimate of the burden of disease caused by 
pertussis is likely to underestimate the actual toll due 
to the difficulty of making the diagnosis.

Limited studies suggest that most cases of pertus-
sis in LMICs occur in infancy and early childhood and 
that the highest case fatality ratio is seen in infants. It is 
likely that poverty and the resultant crowding increase 
the risk of pertussis and that malnutrition increases 
the likelihood of dying among those who develop the 
disease, although lack of vaccination is undoubtedly 
the most important risk factor for developing or dying 
from pertussis at any age.

Current Approaches to Prevention 
and Control
As is the case for diphtheria, the current approach to 
reducing morbidity and mortality from pertussis is to 
improve levels of vaccine coverage through the EPI 
and strategies for improved vaccine coverage. Because 
vaccination does not lead to elimination of carriage 
of B. pertussis, ongoing control of pertussis requires 
high levels of vaccine coverage among the target 
population.

Tetanus
Etiologic Agent, Clinical Features, 
and Vaccine Characteristics
Tetanus is caused by the toxin produced by the anaer-
obic bacterium Clostridium tetanus. This bacterium is 
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commonly found in the gastrointestinal tract of many 
domesticated animals (e.g., cows, sheep, and goats). 
When deposited in the soil, C. tetanus cells form 
spores that are highly resistant to heat and desiccation 
and remain viable for years or even decades. When 
these spores are introduced into a wound or other 
suitable environment, they sporulate and the bacte-
rial cells reproduce, forming and releasing a highly 
potent neurotoxin as they grow. Signs and symptoms 
produced by the neurotoxin include painful stiffening 
and spasms of the muscles, including those of the jaw 
(hence the common name “lockjaw”), and, particu-
larly in newborn infants, a resultant inability to suck 
or otherwise feed.

Treatment of tetanus is largely supportive, even in 
the rare circumstance when tetanus antitoxin is avail-
able. It consists largely of giving muscle relaxants and 
fluids intravenously. Even with such treatment, the 
case fatality ratio is very high, particularly in infants 
with neonatal tetanus, of whom 80% to 90% will die.

The vaccine against tetanus, either in a single 
preparation or in DPT, is a toxoid—an inactivated 
form of tetanus toxin, adsorbed to aluminum salts. 
Tetanus toxoid (TT) is extremely safe and produces 
few reactions. The three doses of DPT given to infants 
and the two doses of TT given to women of childbear-
ing age or pregnant women through the EPI produce 
immunity in 90% to 100% of those vaccinated.

Descriptive Epidemiologic Features 
and Risk Factors
While tetanus in adults is an avoidable and tragic 
illness, tetanus in newborn infants is a public health 
problem. Studies in the 1970s and 1980s showed that 
as many as 60 newborn babies per 1,000 (6%) devel-
oped neonatal tetanus in some low-income coun-
tries, primarily due to contamination of the umbilical 
stump, and that almost all these babies died (Stan-
field & Galazka, 1984). Deaths due to neonatal teta-
nus accounted for one-fourth to three-fourths of all 
neonatal deaths and as much as one-fourth of infant 
mortality in these countries. Neonatal tetanus caused 
more than 500,000 deaths worldwide in 1993 (WHO, 
1994), but that number had declined to an estimated 
61,000 deaths by 2011 (WHO, 2017c).

Neonatal tetanus is more common in rural areas, 
particularly those where animal husbandry practices 
lead to substantial fecal contamination of the soil, and 
it tends to be more common during the rainy season 
(Schofield, 1986). Nevertheless, the key risk factors for 
neonatal tetanus clearly relate to the site where a deliv-
ery occurs, the level of training of the person assisting 

with the delivery, the manner in which the umbilical 
cord is cut, and the way the umbilical stump is treated. 
Because of the enormous diversity of cultural prac-
tices regarding how the cord is cut and what is placed 
on the umbilical stump (including mud, animal dung, 
clarified butter, and other nonsterile materials), the 
rate of and risk factors for neonatal tetanus vary sub-
stantially in different regions of the world (Stanfield & 
Galazka, 1984).

Current Approaches to Prevention 
and Control
Because the C. tetanus spores that cause neonatal 
tetanus are ubiquitous in soil and can persist there 
indefinitely, the organism itself cannot be eradicated. 
Neonatal tetanus, however, can be controlled or elim-
inated as a public health problem (defined as fewer 
than 1 case per 1,000 live births in each health dis-
trict) by ensuring that a high proportion of women 
giving birth have received two doses of TT or that 
the delivery and subsequent cord care practices 
minimize the chance that C. tetanus spores will be 
introduced. Studies such as those conducted in Egypt 
(FIGURE 6-2) demonstrated clearly that immunization 
of women of reproductive age or of pregnant women 
has a dramatic impact on the risk of neonatal teta-
nus (CDC, 1996). Other studies suggest that training 
and equipping birth attendants so they can perform 
a clean delivery (the “three cleans”—delivery with 
clean hands, delivery on a clean surface, and use of 
clean instruments and dressings to cut and dress the 
umbilical cord) may be somewhat less effective in 
reducing the risk of neonatal tetanus but has a greater 
impact on the risk of neonatal mortality from all 
causes combined. These two approaches can be, and 
have been, used together. In recent years, the pro-
portion of women giving birth in various geographic 
regions who have been adequately immunized with 
TT has increased substantially, but neonatal teta-
nus remains a problem in many LMICs where many 
deliveries still occur at home.

Obstacles to Prevention and Control
Despite Herculean efforts on the part of WHO, 
UNICEF, and others, it has been challenging to 
achieve and maintain high levels of vaccine coverage 
in many countries, particularly in rural areas within 
LMICs. By 2015, global coverage was at 86%. Cur-
rent estimates suggest that worldwide, 19.5 million 
children remain unvaccinated, of whom an estimated 
1.5 million will die of childhood vaccine- preventable 
diseases (WHO, 2018a).
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For a number of years, substantial controversy 
persisted regarding the relative merits of vertical 
approaches to vaccinating children (e.g., mass cam-
paigns) and horizontal approaches (i.e., improving 
access to and use of primary care services that provide 
routine immunizations). Although the debate over 
vertical versus horizontal programs continues in some 
health areas, it has largely been replaced with respect 
to vaccination of infants and children by a broad con-
sensus that the two approaches can be complementary, 
rather than conflicting. Thus, attempts to strengthen 
routine infant (and pregnant woman) immunization 
programs in LMICs around the world have proceeded 
in parallel with mass campaigns intended to hasten the 
eradication of polio and the elimination of measles. 
In 2012, the Global Vaccine Action Plan was imple-
mented, with the goal of preventing millions of deaths 
by providing equal access to vaccines worldwide.

Further reduction or elimination of the childhood 
vaccine-preventable diseases discussed in this section 
is contingent on the availability of sustained funding 
of and technical support for immunization programs, 
stimulation of increased demand for vaccination on 
the part of parents and communities, expanded access 
to immunization services, and effective surveillance 
for these diseases. At the same time, there is a need 
to continue to develop, test, and make available new 
and improved vaccines; to expand local production 
of existing vaccines in LMICs; to ensure the potency 
and safety of the vaccines produced; and to ensure 
the availability and proper use (and disposal) of 
sterile injection equipment. The Global Alliance for 

Vaccines and Immunizations (GAVI; see EXHIBIT 6-2), 
together with the Bill and Melinda Gates Foundation 
and other partners, is working to ensure the earliest 
possible incorporation of other vaccines into the EPI. 
As existing and newly licensed infant and childhood 
vaccines are added to the group of vaccines recom-
mended by WHO, countries with limited resources 
will need to establish their own priorities for which 
vaccines to add.

Based on the model of smallpox eradication, one 
argument cited to support the drive for worldwide 
polio eradication was that it would be possible to dis-
continue routine polio vaccination at some point after 
eradication was achieved. However, outbreaks of polio 
caused by circulating vaccine-derived polioviruses in 
Hispaniola, the Philippines, and Madagascar, together 
with the widespread presence of wild-type polio virus 
in numerous laboratories and vaccine production 
facilities around the world, have challenged previous 
notions about the need for ongoing polio vaccination 
after eradication (Fine, Oblapenko, & Sutter, 2004; Sut-
ter, Cáceres, & Mas Lago, 2004). Thus, current plans 
call for the use of inactivated polio vaccine worldwide 
for at least some years following eradication of polio.

The inexplicable and unfortunate increase in 
all-cause mortality seen in infants (primarily female 
infants) given experimental high-titer measles vaccine 
at a young age has clearly set back efforts to develop 
a more potent measles vaccine (Aaby et al., 1994). 
Therefore, for the foreseeable future, efforts to elim-
inate measles will, of necessity, rely on the currently 
available vaccine. Important unanswered questions 

FIGURE 6-2 Number of reported cases of neonatal tetanus (NT) and percentage of pregnant women receiving at least two 
doses of tetanus toxoid (TT2+), by year, in Egypt, 1984–1994.
Centers for Disease Control and Prevention. (1996). Progress toward elimination of neonatal tetanus: Egypt, 1988–1994.  Morbidity and Mortality Weekly Report, 45, pp. 89–92.
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relate to how best to use the currently available vac-
cine and which vaccination strategies or combinations 
of strategies will be most effective in interrupting 
transmission of this highly infectious agent, particu-
larly in Africa. There is a clear need to sustain high 
levels of routine immunization against measles at or 
around 9 months of age and a second dose at some 
time after the first birthday. The relative importance of 
periodic mass campaigns remains to be determined. 
It is, at best, uncertain whether a new measles vaccine 
that is immunogenic at a younger age (in the face of 
circulating maternal antibodies) and that is safe can 
be developed and tested, or whether it is even needed 
to eliminate measles.

Historically, rubella vaccine was not included in 
the EPI package of vaccines, even though it has been 
available for 30 years and is both highly effective and 
very safe. However, because of growing recognition 
that congenital rubella syndrome is a problem in 
LMICs, rubella-containing vaccine had been included 
in the national immunization schedules in 149 coun-
tries as of 2016 (Loharikar et al., 2016).

In recent years, there has been growing interest in 
giving additional vaccines (i.e., other than tetanus tox-
oid) to pregnant women, in an effort to protect them 
(e.g., against influenza) and to protect their newborn 
babies prior to the time they can be vaccinated against 
pertussis or influenza (Omer, 2017). At the same time, 
there is ongoing work to develop other vaccines that 

might be administered to pregnant women to protect 
their newborn babies, such as a vaccine against group 
B Streptococcus.

 ▸ Enteric Infections and Acute 
Respiratory Infections

Although it might seem odd to discuss enteric infec-
tions and acute respiratory infections (ARIs) together 
in one section, these seemingly disparate conditions 
have much in common. Each accounts for a substan-
tial amount of childhood morbidity and mortality, 
as well as for a large proportion of outpatient visits 
and hospitalizations. Infants and young children 
almost uniformly experience multiple episodes of 
both types of illness, regardless of where they live. 
The identified risk factors for enteric infections and 
ARIs (e.g., poverty, crowding, lack of parental edu-
cation, malnutrition, low birth weight, and lack of 
breastfeeding) overlap substantially, and most are 
difficult to change in the absence of major social 
change. Further, both enteric infections and ARIs are 
caused by a multitude of distinct microbial agents, 
for most of which no vaccine currently exists or is 
likely to be available in the near future. As a result, 
the overall approach to minimizing morbidity and 
mortality from both enteric infections and ARIs has 
been virtually identical— acceptance of the fact that 

EXHIBIT 6-2 The Global Alliance for Vaccines and Immunizations

An estimated 1.5 million infants and children still die each year from diseases that can be prevented by currently available 
vaccines. Several million more infants and children die each year from tuberculosis, malaria, and AIDS—infectious diseases 
for which new vaccines are urgently needed.

Numerous obstacles, many of which are external to the public health and healthcare delivery systems, make it difficult 
to achieve and sustain high levels of coverage with existing vaccines in LMICs. These obstacles include limited financial 
resources, insufficient numbers of trained healthcare workers, poor roads and other barriers to reaching remote parts of 
some countries, civil wars, and natural disasters. Other barriers hinder the development, testing, licensure, and ultimate 
availability of new vaccines, including the cost of research and testing (and hence the eventual cost of new vaccines, 
particularly those requiring technological sophistication, such as conjugated vaccines) and liability concerns on the part 
of potential manufacturers.

Recognizing these problems and seeking to increase the speed with which current and new vaccines reach the 
world’s children, a group of international agencies—including WHO, UNICEF, the World Bank, and others—launched the 
Global Alliance for Vaccines and Immunizations (GAVI) in 2000. The mission of GAVI is “to fulfill the right of every child 
to be protected against vaccine-preventable diseases of public health concern.” Its four-pronged approach includes 
accelerating the introduction and use of vaccines, strengthening the health systems that deliver immunizations, improving 
financing for immunizations, and shaping the vaccine market to make appropriate and affordable immunizations 
available to poor countries. To date, GAVI has been instrumental in helping make H. influenzae b conjugate vaccine, 
rubella-containing vaccine, pentavalent (DPT–Hib–hepatitis B) vaccine, and pneumococcal conjugate vaccine available 
to millions of children in poor countries, and it is currently working to speed the introduction of vaccines against rotavirus 
and HPV, among others (Loharikar et al., 2016). 
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such infections and illnesses will occur, combined 
with attempts to ensure that prompt and appropriate 
care is sought and given.

Enteric Infections
Overview
Enteric infections encompass those viral, bacterial, 
and parasitic infections of the gastrointestinal tract 
that are, with the exception of typhoid fever, gener-
ally manifested as diarrhea, either alone or in com-
bination with fever, vomiting, and abdominal pain. 
Although most episodes of diarrheal disease are mild 
and self-limited, the loss of fluids and salts accompa-
nying severe diarrhea can be life threatening. Also, 
not all episodes of diarrheal disease are self-limited: 
Studies suggest that anywhere from 3% to 23% of 
diarrheal illnesses in infants and young children per-
sist for longer than two weeks (Black, 1993). Both self- 
limited and persistent diarrhea can have a substantial 
negative impact on the growth of a child, through 
malabsorption of nutrients and reduced intake due 
to vomiting, loss of appetite, and undesirable changes 
in feeding practices in response to diarrheal illness. 
Thus, repeated episodes of diarrhea and persistent 
diarrhea often lead to malnutrition, which can in turn 
increase the likelihood of diarrhea persisting and pro-
ducing a fatal outcome (El Samani, Willett, & Ware, 
1988). It has been estimated that diarrheal disease has 
a more profound impact on the growth of children 
worldwide than any other infectious disease (see the 
Nutrition chapter).

Cholera, while in a sense just one of many causes 
of watery diarrhea, is in many ways a disease unto 
itself. It can produce the most dramatic fluid losses of 
any enteric infection and, in the absence of appropriate 
replacement of fluid and salts, can cause death within 
24 to 48 hours of its onset. Cholera epidemics and pan-
demics can produce enormous numbers of cases and 
large numbers of deaths, resulting in  profound social 
disruption. As a result, cholera has been accorded a 
special status by public health officials and agencies.

Many episodes of diarrheal disease in children 
in LMICs are accompanied by bloody stools or frank 
dysentery (abdominal cramps; painful, strained def-
ecation; and frequent stools containing blood and 
mucus), which is usually the result of an invasive infec-
tion that produces local tissue damage and inflamma-
tion in the intestinal mucosa. Although the fluid loss 
that accompanies such episodes is generally not pro-
found, life-threatening local intestinal and systemic 
complications can result. Damage to the intestinal 
mucosa can also lead to substantial losses of protein, 

resulting in growth retardation. The clinical manage-
ment of such episodes poses a number of distinctive 
challenges (see “Current Approaches to Prevention 
and Control” later in this section).

On average, children younger than the age of 5 
years in LMICs experience two to three episodes of 
diarrhea each year (Kosek, Bern, & Guerrant, 2003). 
The burden of disease attributable to diarrheal dis-
eases worldwide is enormous, despite the impressive 
accomplishments of diarrheal disease control pro-
grams. The Global Burden of Disease (GBD) project 
estimated that more than 2.3 billion episodes of diar-
rhea occur annually and that diarrheal disease causes 
approximately 1.3 million deaths each year, 499,000 of 
which occur in children younger than 5 years of age 
(GBD 2015 Disease, 2016). Thus, diarrheal disease 
accounts for roughly 8.6% of all deaths among chil-
dren in this age group (GBD 2015 Mortality, 2016).

Typhoid fever, which results from an enteric 
infection and, therefore, shares many individual- and 
community-level risk factors with diarrheal disease, 
is not accompanied by diarrhea. Although it can be 
life threatening, this disease has its most profound 
public health impact through its debilitating effects 
on school-age children, causing substantial morbid-
ity and absenteeism from school and work (Medina & 
Yrarrazaval, 1983).

Etiologic Agents
As noted earlier, diarrheal disease can be caused by a 
wide variety of viral, bacterial, and parasitic infections. 
In cases of endemic diarrheal disease, one or more etio-
logic agents can be identified in 70% to 80% of patients 
when state-of-the-art laboratory testing is performed. 
However, many of these agents can also be found in 
the stools of children who do not have diarrhea, and 
multiple infectious agents may be present in the same 
child with diarrhea. Thus, the presence of a given caus-
ative agent in a stool sample may not mean that it is the 
cause of that episode of diarrhea. Recent studies have 
attempted to address this issue through various meth-
ods, including the use of quantitative detection meth-
ods and testing samples from control children without 
diarrhea to assess the causal role of various microbial 
agents (Liu et al., 2016; Platts-Mills et al., 2015).

These complications notwithstanding, the most 
important etiologic agents in young children in LMICs 
are rotavirus, enterotoxigenic Escherichia coli (ETEC), 
enteropathogenic Escherichia coli (EPEC), Shigella 
spp., Campylobacter spp., Cryptosporidium spp., and 
norovirus (Lanata et al., 2013; Liu et al., 2016; Platts-
Mills et al., 2015). Rotavirus is the leading cause of 
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nonbloody diarrhea in infants and accounts for an esti-
mated 38% of hospital admissions for diarrhea among 
children younger than 5 years of age (Lanata et  al., 
2013), whereas Shigella species and Campylobacter 
species appear to be the leading causes of bloody diar-
rhea (Platts-Mills et al., 2015). Amebiasis (infection 
with Entamoeba histolytica), although frequently diag-
nosed, appears to be an infrequent cause of bloody 
diarrhea in young children in LMICs. Vibrio cholerae 
is the cause of a substantial proportion of cases of non-
bloody diarrhea in endemic areas, such as Bangladesh 
and India (Cholera Working Group, 1993; Nair et al., 
1994); it is also the cause of large numbers of cases 
when epidemics of cholera occur in other regions, as 
demonstrated by recent or ongoing large outbreaks in 
Haiti, Mozambique, and Yemen (Luquero et al., 2016). 
Typhoid fever is caused by  Salmonella typhi.

Descriptive Epidemiologic Features 
and Risk Factors
Children experience the highest risk of diarrheal 
 illness between 6 and 11 months of age; the risk 
declines steadily thereafter (FIGURE 6-3) (Kosek et al., 
2003). This age pattern is largely explained by the 
established risk factors for diarrheal disease and the 
likely sources of exposure to the causative agents.

The risk of diarrheal disease in young infants is 
determined in part by the feeding and hand-washing 
practices of the mother or other childcare providers. 
Breastfeeding and lack of exposure to contaminated 
food, water, and other environmental sources are pro-
tective factors. As infants grow and become mobile, 
however, they begin to encounter numerous potential 
sources of infection with the agents of diarrheal disease, 

including contaminated water and weaning foods, as 
well as human and animal wastes that have not been 
disposed of properly. Some evidence also indicates 
that uncontrolled fly populations can contribute to the 
risk of diarrheal illnesses—particularly those illnesses 
caused by etiologic agents requiring a small infec-
tious dose (e.g., shigellosis). Overall, it is estimated 
that almost 90% of deaths due to diarrheal disease are 
attributable to unsafe water, inadequate sanitation, and 
poor hygiene (Black, Morris, & Bryce, 2003).

As noted earlier, diarrheal disease and malnutrition 
are intricately intertwined in infants and young children. 
Although it is not clear that malnutrition is associated 
with an increased incidence of diarrheal disease, strong 
evidence indicates that malnutrition increases the like-
lihood that a child with diarrhea will die or develop per-
sistent diarrhea; diarrhea, in turn, has a negative impact 
on nutritional status and growth. Furthermore, strong 
evidence supports the contention that deficiencies of 
vitamin A and zinc are associated with increased mor-
bidity and mortality from diarrheal disease.

Unlike diarrheal disease, typhoid fever has long 
been thought to be a problem primarily in school-
age children. However, infections with S. typhi clearly 
occur in infants and preschool-age children, and such 
infections in this younger age group may be substan-
tially underreported (Sinha et al., 1999). More than 
20 million new cases of typhoid fever are believed 
to occur worldwide each year, with the highest inci-
dence seen in South and Southeast Asia (Mogasale  
et al., 2014; WHO, 2015a). S. typhi infection is primar-
ily acquired from contaminated food and water.

Current Approaches to Prevention 
and Control
A number of approaches to the primary prevention 
of diarrheal illness have been studied and found to 
be successful at lowering the rate of diarrheal illness 
in the community. These measures include water, 
sanitation, and hygiene interventions; promoting 
breastfeeding and proper weaning practices; provid-
ing vitamin A and zinc supplementation; vaccines 
for rotavirus and cholera; and various combinations 
of these interventions (Bhutta et al., 2013; Clasen 
et al., 2015). Although historical approaches focused 
on structural changes to improve communities’ water 
supplies, it has become clear that interventions target-
ing water quality (i.e., those that protect water at the 
point of use) are more effective in preventing diarrhea 
than those focused on improving water supply.

Although these approaches have been shown to be 
effective in well-funded research studies, the feasibility 

FIGURE 6-3 Median age-specific incidences for diarrheal 
episodes per child per year from three reviews of 
prospective studies in developing areas, 1955–2000.
Reproduced from Kosek, M., Bern, C., & Guerrant, R. L. (2003). The global burden of diarrhoeal disease, as estimated from studies 
published between 1992 and 2000. Bulletin of the World Health Organization, 81, pp. 199. 
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of fostering and sustaining such improvements across 
large areas and populations is directly linked to the 
availability of the financial resources and the polit-
ical will to do so. Many children still lack access to 
these interventions (Bhutta et al., 2013). In addition, 
such interventions can generally succeed only when 
the community is invested in making them work and 
when they are designed and introduced within a cul-
turally acceptable framework (see the Culture, Behav-
ior, and Health chapter).

In parallel with the testing of such primary pre-
vention approaches to reduce the risk of diarrheal dis-
ease, since the early 1980s enormous efforts have been 
directed toward ensuring that infants and children 
who develop diarrhea suffer a minimum of morbid-
ity and mortality. These efforts have focused on pre-
vention and early treatment of dehydration through 
proper case management in the home, maintenance 
of adequate nutritional intake to minimize the impact 
on growth, and appropriate treatment of infants and 
children who are brought to health facilities. Mothers 
and other caretakers of children are educated to use 
fluids available in the home to prevent dehydration, to 
use oral rehydration solutions (ORS) or cereal-based 
alternative solutions to prevent and treat dehydration, 
and to continue to breastfeed babies when they have 
diarrhea. ORS packets are now manufactured in many 
countries and widely available.

At the same time, mothers and healthcare provid-
ers have been discouraged from using the wide range 
of largely ineffective, often expensive, and sometimes 
dangerous antimicrobial and antidiarrheal agents that 
are available. Care providers should reserve these anti-
microbial agents for the treatment of cholera and of 
dysentery suspected to be caused by shigellosis and 
limit the use of intravenous fluids to those who are 
severely dehydrated. Although promoting and sus-
taining such changes in diverse countries, often in the 
face of sometimes powerful cultural barriers, requires 
a major effort, studies from Egypt and elsewhere 
suggest that morbidity and mortality from diarrheal 
disease can be reduced substantially by such efforts 
(El-Rafie et al., 1990).

Perhaps in part because of the emphasis given 
to primary prevention and proper case management 
for diarrheal disease, the role of vaccines in reduc-
ing morbidity and mortality from enteric infec-
tions has been quite limited until recently. Vaccines 
against cholera and typhoid that represent substantial 
improvements over older vaccines are now available 
(Sur, Lopez, et al., 2009; Sur, Ochial, et al., 2009), as 
are newly licensed vaccines against rotavirus that have 
been shown to be efficacious in Africa, Latin America, 
and elsewhere (Madhi et al., 2010; Richardson et al., 

2010). Although a few countries in which typhoid 
fever is a major public health problem in school-age 
children have begun to administer typhoid vaccines 
to members of this age group, a longstanding debate 
has focused on the proper role of vaccines against 
typhoid, cholera, and other enteric infections and 
the circumstances under which they should be given 
routinely in LMICs (Keusch & Cash, 1997). The avail-
ability of these new vaccines is leading to renewed 
discussion of how best to use typhoid and cholera 
vaccines (Levine, 2009; Sridhar, 2009), and rotavirus 
vaccines had been introduced in the EPI of more than 
80 countries by 2016.

Obstacles to Prevention and Control 
and Directions for Future Research
The greatest obstacle to reducing further the toll taken 
by diarrheal disease in LMICs is the difficulty and 
expense of ensuring that everyone has regular access 
to clean, safe drinking water and adequate sanita-
tion. To do so requires both structural and behavioral 
changes. In addition, cultural and legal adjustments 
are needed to create a more permissive and supportive 
environment for breastfeeding. Effective interventions 
are available that could result in a substantial reduc-
tion in diarrhea-associated morbidity and mortality, 
but scaling up existing interventions and ensuring 
equitable access remain significant challenges.

Acute Respiratory Infections
Overview
Acute respiratory infections comprise infections of 
various parts of the respiratory tract, ranging from 
mild viral and bacterial infections of the upper respi-
ratory tract (e.g., the common cold, viral and group A 
streptococcal pharyngitis, and middle ear infections) 
to life-threatening infections of the lower respiratory 
tract (e.g., bronchiolitis and pneumonia caused by a 
variety of bacterial and viral agents). Although upper 
respiratory tract infections globally cause substantial 
minor morbidity and economic loss through lost time 
at work, they rarely result in severe morbidity or in 
mortality. Interestingly, studies suggest that the inci-
dence of upper respiratory tract infections, although 
varying with age and season, is remarkably similar in 
free-living populations throughout the world. Because 
they do not pose a major public health problem and 
because no effective interventions against them exist, 
upper respiratory tract infections will not be discussed 
further in this chapter, except for group A streptococ-
cal pharyngitis, which can lead to rheumatic fever and 
is discussed later in this section.
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Lower respiratory tract infections, in contrast, 
are the cause of substantial morbidity and mortality, 
particularly among infants and young children living 
in low- and middle-income settings, even when those 
settings are within industrialized countries. In LMICs, 
particularly those with good childhood immunization 
and oral rehydration therapy programs, lower respi-
ratory tract infections in general, and pneumonias 
in particular, are typically one of the leading causes 
of death among infants and children younger than 
5 years of age (GBD 2015 Child, 2016). An estimated 
703,000 children younger than 5 years of age died in 
2015 from pneumonia and other lower respiratory 
tract infections, most of them in LMICs (GBD 2015 
Mortality, 2016). However, the accuracy of such esti-
mates is questionable for several reasons: Establish-
ing a diagnosis of lower respiratory tract infection or 
pneumonia is difficult, particularly in settings where 
chest radiography is not available; many infants and 
young children die outside of hospitals; and other ill-
nesses, such as malaria, make verbal autopsies (i.e., 
postmortem interviews of next-of-kin to determine 
the most likely cause of death) an unreliable means of 
establishing a definitive diagnosis.

Although pneumonia and other lower respiratory 
tract infections also cause substantial morbidity and 
mortality in older children and adults, this section 
focuses on these infections in infants and young chil-
dren. Pneumonia in adults is discussed briefly later, as 
is influenza, an important cause of lower respiratory 
tract infections in children and adults.

Etiologic Agents, Clinical Features, 
and Vaccine Characteristics
Lower respiratory tract infections can be caused by a 
variety of viral and bacterial agents, either singly or 
in combination. Numerous studies conducted in var-
ious countries around the world show similar results 
concerning the etiologic agents responsible for these 
infections in infants and young children. Excluding 
respiratory tract infections caused by agents included 
in the EPI vaccines, the most important viral causes of 
lower respiratory tract infections are influenza, para-
influenza, respiratory syncytial virus (RSV), and ade-
novirus (Pavia, 2011). The most important bacterial 
causes of pneumonia, as determined by lung aspirate 
studies (in which a needle is passed through the chest 
wall into the affected lung parenchyma, thereby avoid-
ing contamination of samples by flora in the upper 
airway), are Streptococcus pneumoniae, Haemophilus 
influenzae, and Staphylococcus aureus (Shann, 1986). 
Many infants and young children have evidence of dual 
infections (e.g., a virus and a bacterium). Moreover, in 

as many as one-third of the cases, no etiologic agent 
can be found, despite the use of state-of-the-art labo-
ratory techniques.

Descriptive Epidemiologic Features 
and Risk Factors
Infants and young children living in low- and middle- 
income environments consistently have been found 
to experience high incidence rates of pneumonia. 
However, over the last two decades, there has been 
a significant reduction in pneumonia-related deaths 
in young children, likely due to a combination of 
improved access to health care, antibiotic therapy, and 
preventive vaccines (GBD, 2013; GBD 2015 Mortality, 
2016). Despite this reduction, in 2015, 12.1% of deaths 
in children younger than 5 years of age were due to 
pneumonia and other forms of lower respiratory tract 
infections (GBD 2015 Mortality, 2016).

The single most important predictor of a child’s 
risk of developing pneumonia or other lower respira-
tory tract infection is age. The cumulative incidence 
of lower respiratory tract infections is highest among 
young infants, but drops rapidly with increasing age, 
reaching markedly lower levels among children by 
the time they reach 2 or 3 years of age (Selwyn, 1990). 
Another important predictor of an increased risk of 
morbidity and mortality from lower respiratory tract 
infections is low birth weight. Other risk factors for 
either morbidity or mortality include exposure to 
indoor air pollution (from cooking, heating, and cig-
arette smoke), not breastfeeding, and malnutrition, 
including vitamin A deficiency. These factors are 
closely intertwined with poverty, inadequate access to 
health care, and with one another, so their indepen-
dent effects can be difficult to disentangle (Berman, 
1991). HIV infection is another important risk factor 
(Madhi, Peterson, Madhi,  Khoosal, & Klugman, 2000).

Rheumatic fever following group A streptococcal 
pharyngitis occurs in a setting of poverty and house-
hold crowding. School-age children are primarily 
affected acutely, but the damage done to heart valves 
by this disease is usually permanent, producing life-
long disability. Population-based data concerning 
the incidence of acute rheumatic fever and the prev-
alence of rheumatic heart disease in LMICs are rarely 
available.

Current Approaches to Prevention 
and Control
In the 1980s, WHO, together with various partners, 
began a multifaceted research program intended 
to develop an approach to reducing the substantial 
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morbidity and mortality due to lower respiratory 
tract infections in infants and young children (WHO, 
1981). This research program and the ARI control 
program that was subsequently developed were pre-
mised on the following observations:

 ■ Upper respiratory tract infections, although fre-
quent, are almost always benign and require only 
supportive care at home.

 ■ At the time of the program’s inception, many 
lower respiratory tract infections in infants and 
young children were not preventable with existing 
vaccines.

 ■ The major known risk factors for morbidity and 
mortality from lower respiratory tract infections 
(e.g., age, low birth weight, malnutrition, and 
indoor air pollution) are impossible or difficult to 
change.

 ■ Most morbidity and mortality from lower respira-
tory tract infections occur in locales where access 
to medical care is limited and where there are 
few, if any, diagnostic facilities (i.e., the ability to 
perform chest x-rays, microbiologic cultures, and 
other tests).

Given these circumstances, it was decided that an 
ARI control program based on triage performed by 
minimally trained village health workers according 
to readily observable clinical signs might be feasible, 
inexpensive, and effective at reducing at least mor-
tality. As a result, a large body of multidisciplinary 
research relating to the various aspects of such a con-
trol program was commissioned and completed. Par-
ticularly important was research examining which 
readily observable clinical manifestations (e.g., cough, 
fever, respiratory rate, and chest indrawing), singly or 
in combination, best distinguished infants or young 
children with various levels of severity of respiratory 
tract infection (initially classified as mild, moderate, 
and severe, but later as no pneumonia, pneumonia, 
and severe pneumonia).

Based on this research, intervention programs 
were developed. These efforts were intended to train 
village health workers or their equivalents in how 
to assess and classify into one of these categories an 
infant or young child with signs of a respiratory tract 
infection. Based on their assessment, the village health 
workers were to recommend supportive care at home 
in cases of mild ARI (no pneumonia), provide an oral 
antimicrobial drug (either ampicillin or cotrimoxaz-
ole) and education about home care and follow-up 
in cases of moderate ARI (pneumonia), or refer the 
child immediately to the nearest hospital for assess-
ment and inpatient care in cases of severe ARI (severe 
pneumonia). Well-designed intervention trials were 

carried out in a variety of countries to assess the effi-
cacy of this approach in reducing mortality due to 
lower respiratory tract infections. As a meta-analysis 
of these trials showed, almost all of them successful 
in reducing mortality due to lower respiratory tract 
infections and all-cause mortality in infants and in 
children age 1 to 4 years (Sazawal & Black, 1992). One 
caveat should be noted: These trials typically assessed 
an intervention that included regular household visits 
by the village health workers in search of infants and 
children with signs of a respiratory tract infection.

Based on these favorable results, WHO promoted 
and supported the implementation of ARI control 
programs largely based on the model of having village 
health workers (or their equivalent) assess infants and 
young children with suspected ARI, classify them by 
severity of illness, and treat or refer them. The impact 
of such programs on mortality, as distinct from the 
impact seen in the intervention trials, has not been 
adequately assessed. On the one hand, these ARI con-
trol programs typically do not include a proactive, 
outreach component that ensures early case detection 
(i.e., regular household visits), as was present in the 
intervention trials, but instead rely solely on mater-
nal recognition of illness and appropriate, timely care 
seeking; thus, they are not likely to have as large an 
impact as reported in the earlier trials. On the other 
hand, programs that include some form of regular 
household visits are likely to be difficult to sustain over 
the long term.

For a variety of reasons, the emphasis given to 
ARI control programs (and vertical disease- specific 
programs in general) by WHO and others has dimin-
ished in recent years, and attention has shifted to 
ensuring that any sick infant or child, regardless of 
his or her signs and symptoms, receives appropriate 
evaluation and care. This approach, referred to as the 
Integrated Management of Childhood Illness (IMCI), 
is described in EXHIBIT 6-3 (WHO, 2012a). TABLE 6-3 
summarizes the interventions included in the IMCI 
program (WHO, 2012a). A recent systematic review 
and meta-analysis found that IMCI may reduce over-
all mortality in infants and children (relative risk 
[RR]: 0.85; 95% confidence interval [CI]: 0.78–0.93), 
but did not find consistent improvements in quality 
of care or vaccination coverage (Gera, Shah, Garner, 
Richardson, & Sachdev, 2016).

Prevention of rheumatic fever depends on the 
recognition of streptococcal pharyngitis and treat-
ment with an appropriate antimicrobial agent (e.g., 
penicillin or erythromycin). In populations with high 
rates of acute rheumatic fever, school-based and other 
programs to detect and treat streptococcal pharyngitis 
have been suggested as a means to combat this disease, 
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EXHIBIT 6-3 Integrated Management of Childhood 
Illness

Throughout the 1970s and 1980s, concerted efforts 
were made to develop case management strategies 
for each of the infectious diseases that collectively 
accounted for the majority of morbidity and mortality 
among infants and young children in LMICs—measles, 
malaria, diarrheal disease, and acute respiratory 
infections. Although each of these disease-specific 
case management strategies has been shown to be 
effective at reducing severe morbidity and mortality 
when properly implemented, implementing multiple 
distinct disease-specific programs that all target 
the same healthcare providers can lead to overlap, 
inefficiency, and competition for the attention of an 
overworked healthcare worker. As a result, various 
programs within WHO and UNICEF collaborated in 
the development of the Integrated Management 
of Childhood Illness (IMCI), now referred to as the 
Integrated Management of Newborn and Childhood 
Illness (IMNCI) in some countries. This strategy attempts 
to assemble into a single, more efficient program the 
approaches of the various disease-specific control 
programs (Gove, 1997).

The IMCI program comprises three main compo-
nents: improving case-management skills of healthcare 
workers, improving overall health systems, and 
improving family and community health practices, 
especially as they relate to the illnesses that collectively 
account for the majority of severe morbidity, mortality, 
and healthcare provider visits among infants and young 
children (see Table 6-3) (WHO, 2016b). 

TABLE 6-3 Child Health Interventions Included in 
Integrated Management of Childhood Illness

Case Management 
Interventions 

Preventive 
Interventions

Pneumonia Immunization during 
sick child visits (to 
reduce missed 
opportunities) 

Diarrhea Nutrition counseling

Dehydration Breastfeeding 
support (including 
the assessment 
and corrections 
of breastfeeding 
technique) 

Dysentery

Persistent diarrhea

Meningitis, sepsis

Malaria, measles, 
malnutrition, anemia

Ear infection

Data from World Health Organization (WHO). (2012). Recommendations for 
management of common childhood conditions.

although their effectiveness has rarely been assessed 
(Bach et al., 1996; Lennon et al., 2017).

Obstacles to Prevention and Control and 
Directions for Future Research
Primary prevention of lower respiratory tract infec-
tions, while in part requiring improvements in living 
conditions and socioeconomic status, is increasingly 
possible due to the growing availability of affordable 
vaccines against some of the major etiologic agents. 
The safe, highly effective conjugate vaccine against  
H. influenzae type b, which led to the virtual disappear-
ance of invasive infections caused by this organism in 
the United States and other high- and middle-income 
countries, is now recommended by WHO for inclu-
sion in the EPI of all countries. In turn, funding from 
GAVI resulted in the introduction of this vaccine in all 
GAVI-eligible countries by 2014. A number of studies 
conducted in diverse populations have documented a 

substantial reduction in meningitis and/or pneumo-
nia following introduction of Hib conjugate vaccine 
(Hammitt et al., 2016; Mulholland et al., 1997; Pilishvili  
et al., 2013; Scott et al., 2013).

Similarly, conjugate pneumococcal vaccines 
including the most important serotypes of S. pneu-
moniae have been tested and shown to have excellent 
efficacy and safety. A conjugate pneumococcal vac-
cine including the seven serotypes that collectively 
accounted for approximately 80% of invasive infections 
in infants in the United States was approved for use in 
that country in 2000 and subsequently in other wealthy 
countries; its widespread use had a profound impact 
on the rate of invasive pneumococcal infections among 
infants in high-income countries. Conjugate pneumo-
coccal vaccines with an expanded number of serotypes 
(e.g., 11 or 13) are now available, and funding from 
GAVI has made them affordable for 57 of the world’s 
poorest countries to introduce. When (or, indeed, if)  
vaccines against the various viruses (other than 
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influenza) that are important causes of lower respi-
ratory tract infections in infants and small children  
(e.g., RSV) will become available is uncertain.

Several barriers exist to reducing morbidity and 
mortality due to lower respiratory tract infections 
through means other than vaccination and improve-
ment of living conditions. The first set of barriers 
relates to ensuring that the parents or guardians of 
a sick child will seek and have access to appropriate 
care in a timely fashion. A detailed discussion of care- 
seeking practices and obstacles to obtaining medical 
care is beyond the scope of this chapter, but suffice it 
to say that the obstacles are multifaceted and difficult 
to overcome. Many challenges also arise in ensuring 
that those ill infants and children who are brought to 
medical care facilities receive timely and appropriate 
care, including adequate assessment, treatment, and 
follow-up. Finally, concerns have focused on the like-
lihood that increased use of currently effective and 
inexpensive antimicrobial agents—particularly use of 
inappropriate or inadequate regimens—may lead to 
the development of resistant strains of bacteria (par-
ticularly S. pneumoniae), which may then not respond 
to currently available inexpensive, oral treatment 
regimens. Indeed, all WHO regions have reported 
decreased susceptibility of S. pneumoniae to penicil-
lin, with some reports showing that more than 50% 
of samples have reduced susceptibility (WHO, 2014a).

 ▸ Bacterial Meningitis
Overview
Meningitis is a nonspecific term that encompasses 
inflammation of the meninges (the membranous lin-
ing that covers the brain and spinal cord), which can 
be caused by a wide variety of infectious and nonin-
fectious agents. Such inflammation, regardless of its 
cause, tends to produce a similar clinical picture—
headache, stiff neck, fever, and variable other features. 
There is substantial overlap between the manifesta-
tions of meningitis, which is sometimes referred to 
as spinal meningitis or cerebrospinal meningitis, and 
those of many other infectious diseases. Although 
meningitis can be caused by a wide variety of viruses 
and other infectious agents (e.g., mycobacteria and 
parasites), the disease caused by certain bacteria poses 
a substantial public health threat. Therefore, this sec-
tion is confined to a discussion of bacterial meningitis, 
excluding tuberculous meningitis, which is discussed 
briefly later in the section on tuberculosis.

From a public health perspective, it is important 
to subdivide bacterial meningitis into its endemic and 

epidemic forms. Endemic bacterial meningitis, while 
differing in a number of subtle ways with regard to its 
descriptive epidemiologic features and the distribu-
tion of etiologic agents in LMICs versus high-income 
countries, poses a similar set of challenges in these 
two different settings. Epidemic bacterial meningi-
tis, for reasons that remain unexplained, has almost 
entirely ceased to be a public health problem in indus-
trialized countries since World War II, although small 
clusters of cases or hyperendemic disease can still be 
a vexing problem. In contrast, in a number of LMICs, 
particularly those in the “meningitis belt” of sub- 
Saharan Africa, periodic epidemics of bacterial men-
ingitis continue to occur on a scale never documented 
in high-income countries. These epidemics can be 
of such a magnitude and geographic scope as to be 
 properly called public health disasters.

In high-income countries, suspected bacterial 
meningitis is considered a medical emergency, requir-
ing appropriate clinical specimens for diagnostic test-
ing be obtained and parenteral antimicrobial therapy in 
a hospital to be initiated immediately. Even under these 
ideal conditions, case fatality ratios for bacterial men-
ingitis range from 3% to 25%, with the ratio depend-
ing primarily on the specific etiologic agent and the 
age of the patient. Further, many patients who survive 
the acute episode will be left with one or more serious 
sequelae, including deafness, blindness, mental retar-
dation, and seizure disorders. Although the clinical 
outcomes of hospitalized cases of bacterial meningitis 
do not, in general, differ between LMICs and high- 
income countries, the resources available for treating 
such patients are much more limited in LMICs. Fur-
thermore, epidemics involving tens of thousands of 
such cases cannot be dealt with easily by countries with 
extremely constrained health budgets and facilities.

Endemic Meningitis
Etiologic Agents
Studies of the etiology of endemic bacterial menin-
gitis in LMICs have been hampered by the need for 
a reasonably well-equipped and staffed microbiology 
laboratory to conduct such studies. Even so, a num-
ber of hospital-based studies have been performed in 
areas where or in time periods when epidemic menin-
gitis has not been present. These studies are in general 
agreement that the leading causes of endemic bacte-
rial meningitis in these settings are S.  pneumoniae, 
H.  influenzae, and Neisseria meningitidis; before the 
introduction of H. influenzae b and pneumococ-
cal conjugate vaccines, these same pathogens were 
responsible for most cases of bacterial meningitis in 
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high-income countries. Reviews have documented 
the important role of H. influenzae b and S. pneumo-
niae in bacterial meningitis (and other syndromes) in 
LMICs (O’Brien et al., 2009; Watt et al., 2009). Other 
organisms that account for a reasonable proportion 
of cases in high-income countries, such as group 
B   Streptococcus and Listeria monocytogenes, appear 
to be  infrequent causes of meningitis in LMICs, 
although this apparent difference may be artifactual. 
At the same time, meningitis due to Salmonella spe-
cies appears to be more common in LMICs than in 
high-income countries.

Descriptive Epidemiologic Features and 
Risk Factors
The overall cumulative incidence of endemic bacterial 
meningitis in LMICs appears to be four or five times that 
in high-income countries, although the data are lim-
ited. Somewhere between 1 in 60 and 1 in 300 children 
die of bacterial meningitis before the age of 5 years in 
nonepidemic areas (Greenwood, 1987). Endemic bac-
terial meningitis is primarily a problem in infants and 
young children, although age-specific incidence rates 
vary with the etiologic agent. Notably, meningitis caused 
by H. influenzae b occurs almost exclusively during the 
first 12 to 24 months of life. Although the highest inci-
dence rates of meningitis due to S.  pneumoniae and 
endemic meningitis due to N. meningitidis occur in 
the first 12 to 24 months of life, cases can also occur in 
older children and adults. Endemic bacterial meningitis 
probably occurs at approximately equal incidence rates 
among males and females.

Because the three leading causes of endemic bac-
terial meningitis are all spread via respiratory droplets, 
poverty and the resulting crowding increase the risk 
for this disease. Failure to breastfeed has been shown 
to be a risk factor in high-income countries and prob-
ably increases the risk in LMICs as well. Host factors 
also play an important role in determining the risk of 
endemic bacterial meningitis—most notably sickle cell 
disease and HIV infection. Sickle cell disease is associ-
ated with a markedly increased risk of infection with 
S. pneumoniae. Meningitis due to S. pneumoniae, like 
that caused by Salmonella, also occurs at a substan-
tially increased rate among HIV-infected children and 
adults. In addition, malnutrition and anemia have been 
suspected to be risk factors for bacterial meningitis.

Current Approaches to Prevention and 
Control
Until recently, little could be done to prevent endemic 
bacterial meningitis in LMICs. Today, however, bacterial 

meningitis due to H. influenzae b and many serotypes 
of S. pneumoniae is preventable with vaccines produced 
by conjugating the bacterial polysaccharide to one of 
several protein molecules. The widespread use of these 
vaccines has led to the virtual elimination of meningitis 
due to H.  influenzae b and to sharp reductions in the 
incidence of meningitis due to S. pneumoniae in high- 
income countries. Funding from GAVI is now making 
these vaccines more widely available in poor countries 
(see Exhibit 6-2). Although a portion of the cases of 
endemic meningitis attributable to N.  meningitidis could 
be prevented with existing purified polysaccharide and 
conjugate vaccines against serogroups C, Y, and W-135 
and more recently developed vaccines against serogroup 
B, these vaccines are in use in only a few LMICs  
(e.g.,  Brazil and Cuba are routinely using a vaccine 
against serogroup B N. meningitidis).

Chemoprophylaxis—that is, giving a short course 
of an antimicrobial agent to individuals in close con-
tact with someone with bacterial meningitis due to 
N.  meningitidis or H. influenzae type b—has been used 
with some success in high-income countries, but has not 
been widely advocated in LMICs because of the small 
percentage (less than 5%) of endemic cases that occur 
in close contacts of a known case, the cost and availabil-
ity of the antimicrobial agents, the limited duration of 
the protection achieved, concerns about promoting the 
development of antimicrobial resistance, and logistical 
problems related to implementation.

Obstacles to Prevention and Control and 
Directions for Future Research
The primary obstacle to preventing endemic meningi-
tis due to H. influenzae b and S. pneumoniae in LMICs 
has been the cost of the highly effective and safe con-
jugate vaccines now used in high-income countries. 
As economic barriers to the introduction of these 
vaccines in LMICs are removed, cases of endemic 
meningitis due to these organisms may be markedly 
reduced or nearly eliminated. Prevention of endemic 
meningococcal meningitis in most LMICs must await 
the widespread availability of serogroup B and C con-
jugate vaccines that are effective in infants, provide 
protection against multiple serotypes of serogroup B, 
and are affordable.

Epidemic Meningitis
Etiologic Agents
Epidemic bacterial meningitis is almost always caused 
by N. meningitidis. More specifically, serogroup A  
N. meningitidis causes most such epidemics, although 
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epidemics due to serogroup C and serogroup W-135 
have also been well documented (Sidikou et al., 
2016; WHO, 2013). Serogroup B N. meningitidis—
one of the most important causes of endemic bacte-
rial meningitis— has led to “epidemics” in a variety 
of high-income and LMICs, but these outbreaks are 
never of the scope and intensity of those caused by 
serogroup A,  differing in overall attack rates by as 
much as two orders of magnitude.

Descriptive Epidemiologic Features 
and Risk Factors
Epidemic bacterial meningitis, generally caused by 
serogroup A N. meningitidis, is one of the most inter-
esting but least understood infectious diseases. Epi-
demics involving hundreds of thousands of cases and 
cumulative incidence rates of almost 1,000 to 2,000 
cases per 100,000 total population have been observed 
in the “meningitis belt” of Africa (FIGURE 6-4) for more 
than 100 years (Moore, 1992). An epidemic there in 
the 1990s was one of the largest ever recorded and 
extended into parts of Africa not previously consid-
ered to be in the meningitis belt. In this region of 
Africa, epidemics in a given area typically last for 2 or 
3 years and recur every 5 to 15 years. They occur only 
during the hot, dry season (January to April) and dissi-
pate when the rains and cooler weather arrive, only to 
return the next dry season. The interepidemic period 
can vary from a few years to a decade or more, likely 
reflecting a combination of the time it takes to reac-
cumulate enough susceptible individuals to sustain an 

epidemic, the introduction of a new virulent strain of 
N. meningitidis, prior use of meningococcal vaccine 
in the population, and other poorly defined factors 
(Moore, 1992).

Epidemics of meningococcal meningitis have 
also occurred in Asia and Latin America. In western 
China and Nepal, the epidemics have followed a pat-
tern similar to that seen in Africa, except that they 
occur during the cold, dry season rather than the hot, 
dry season. In Latin America, Brazil has borne the 
brunt of such epidemics due to both serogroups A and 
C. Epidemics have also occurred in countries in the 
 Middle East (e.g., Saudi Arabia) and the Pacific (e.g., 
New Zealand).

Current Approaches to Prevention 
and Control
Historically, efforts to reduce morbidity and mortal-
ity from epidemic meningococcal meningitis were 
reactive in nature. That is, once an epidemic was 
detected, a vaccination campaign was implemented 
as rapidly as possible, and the antimicrobial agents 
and other materials needed to treat cases appropri-
ately were made available in the affected area. This 
approach was rightly criticized on the grounds that 
numerous delays arose when mounting such cam-
paigns, during which time many cases (and resulting 
morbidity and mortality) occurred. Such reactive 
vaccination campaigns were almost inevitably dis-
ruptive of other health programs, and the extent to 
which they reduced the size of the epidemic was often 

FIGURE 6-4 Trends of epidemic meningitis cases in the African Belt countries, 1994–2014.
Reproduced from World Health Organization. (2014). Global health observatory (GHO) data. Retrieved from http://www.who.int/gho/epidemic_diseases/meningitis/en/
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debated. Furthermore, shortages of the purified poly-
saccharide vaccine used in these campaigns often 
occurred (Wakabi, 2009).

One alternative approach to improving the con-
trol of such epidemics that was suggested in the 1990s 
was to enhance surveillance for bacterial meningitis 
in areas susceptible to epidemics (e.g., the meningi-
tis belt of Africa), use a predetermined threshold rate 
of cases to declare an epidemic and mount a vaccina-
tion campaign, and stockpile vaccines and other sup-
plies and equipment in the immediate area (WHO, 
1995). Unfortunately, projections suggest that even 
these steps resulted in the prevention of no more than 
40% to 50% of the cases that would otherwise have 
occurred, and initial attempts to establish such early 
detection and response capabilities demonstrated the 
limitations of this approach.

Recognizing the limitations of an approach to 
controlling or preventing epidemic meningococcal 
meningitis epidemics using the purified polysaccha-
ride vaccines against serogroup A, a group of vaccine 
manufacturers and philanthropic organizations devel-
oped a monovalent (i.e., serogroup A only) conjugate 
vaccine (MenAfriVac) using an approach similar to 
that employed in making the H. influenzae b and S. 
pneumoniae vaccines used to successfully immunize 
infants. MenAfriVac was introduced into countries 
in the “meningitis belt” beginning in 2010, targeting 
individuals 1 to 29 years of age. By the end of 2015, it 
had been introduced into 16 countries in sub-Saharan 
Africa. Since then, no epidemics of meningitis caused 
by serogroup A N. meningitidis have occurred in the 
region (WHO, 2013). Continued use of the vaccine in 
infants when they reach 1 year of age may help sustain 
this remarkable achievement.

Obstacles to Prevention and Control 
and Directions for Future Research
While use of MenAfriVac has, thus far, prevented 
the recurrence of epidemics of meningitis caused 
by serogroup A N. meningitidis in the countries in 
Africa’s “meningitis belt,” epidemics caused by both 
serogroup W-135 and serogroup C have occurred in 
Niger, Burkina Faso, and other countries in recent 
years (MacNeil et al., 2014; Sidikou et al., 2016). Thus, 
even if widespread use of MenAfriVac in the region 
continues to prevent outbreaks caused by serogroup A 
N. meningitidis, it may be necessary to add conjugate 
vaccines (or vaccine components) that provide pro-
tection against other serogroups of N. meningitidis to 
adequately control or prevent large-scale epidemics of 
meningitis in this region in the future.

 ▸ Mycobacterial Infections
Overview
Although many species of mycobacteria can infect peo-
ple, only two cause sufficient human illness in LMICs 
to warrant discussion here—Mycobacterium tuberculo-
sis, the cause of tuberculosis (TB), and Mycobacterium 
leprae, the cause of leprosy. Although Mycobacterium 
bovis (which is closely related to M. tuberculosis) can 
cause TB in humans, it accounts for only a small per-
centage of cases, and these cases are generally not dis-
tinguishable from or in need of different treatment 
than cases caused by M.  tuberculosis. Other than  
M. leprae, the various nontuberculous mycobacte-
ria cause opportunistic infections that occur almost 
exclusively in immunocompromised individuals. 
Whereas these nontuberculous mycobacteria — 
particularly Mycobacterium avium complex—have 
caused substantial morbidity and mortality among 
AIDS patients in high-income countries, they appear 
to be uncommon in AIDS patients in LMICs.

Tuberculosis and infection with M.  tuberculosis 
are, by every indicator available, among the most 
important public health problems in the world. 
Approximately one-third of the world’s population 
(2 billion persons) is believed to be infected with 
M.  tuberculosis, and in 2015 there were 10.4 million 
new cases of TB and 1.8 million deaths from TB, 
including 400,000 deaths of people with HIV infec-
tion (WHO, 2016c). Because suppression of the body’s 
immune system is the most important determinant of 
which individuals infected with M. tuberculosis will 
subsequently develop TB, the AIDS epidemic has had 
disastrous consequences for the control of TB, which 
was underfunded and inadequate in most LMICs 
even before the arrival of HIV. In recognition of the 
gravity of the problems posed by this infection, WHO 
declared TB to be a global emergency in 1993.

A disease that many believe to have been lep-
rosy was described in the Old Testament of the Bible. 
Leprosy occupies a unique position among human 
diseases, in part because of the disfigurement that it 
can produce and in part because of the belief in many 
cultures that it represents some form of divine pun-
ishment. Although leprosy was endemic to Europe 
during the eleventh through thirteenth centuries, 
it had virtually disappeared from there by the eigh-
teenth century, long before modern medicine arrived. 
There is speculation that the rise of TB and infection 
with M.  tuberculosis produced cross-immunity to 
M. leprae and led to the disappearance of leprosy from 
Europe. Some support for this theory comes from 
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the observation that BCG—the vaccine intended to 
prevent tuberculosis—appears to be at least partially 
effective in preventing leprosy. Whatever the cause of 
its near-total (but not complete) absence from high- 
income countries, leprosy today is largely confined to 
a shrinking number of LMICs.

Tuberculosis
Etiologic Agent, Clinical Features, 
and Vaccine Characteristics
Compared with other bacteria, mycobacteria are 
slow growing and have special nutritional needs. 
M.  tuberculosis can be recovered from clinical spec-
imens, particularly those from the respiratory tract, 
when appropriate artificial media and techniques are 
used, but the process takes many weeks and requires 
a laboratory with a modest level of sophistication and 
resources. Furthermore, it can be difficult to obtain a 
specimen of respiratory tract secretions, particularly 
from a child. Although monitoring of treatment prog-
ress for TB still relies on smear microscopy and cul-
ture, the availability of new technologies—including 
molecular tests such as Xpert MTB/RIF, whose use was 
endorsed by WHO in 2010—is dramatically changing 
the diagnostic landscape for TB. However, the rela-
tively high cost of the latest technologies compared 
to smear microscopy has limited adoption of these 
 technologies in some LMICs (Pai & Schito, 2015).

Descriptive Epidemiologic Features 
and Risk Factors
M. tuberculosis is spread via respiratory droplets 
 produced when an individual with active pulmo-
nary TB, particularly smear-positive TB (in which 
more organisms are present in the sputum), coughs 
or sneezes. Individuals in close contact with a  person 
with untreated TB—particularly household contacts—
are at highest risk of becoming infected. In LMICs, the 
highest incidence rates of pulmonary TB occur in men 
and women of reproductive age, meaning that there 
are often infants and young children in the household 
in close contact with individuals with active pulmo-
nary TB. As a result, a high proportion of individuals 
will be exposed to and infected with M. tuberculosis in 
childhood.

Although a small proportion of infected infants and 
children will develop pulmonary or extrapulmonary 
TB soon after becoming infected, in most instances the 
immune system successfully walls off, but does not kill, 
all of the M. tuberculosis organisms. As these infected 
children grow up, various factors—particularly HIV 

infection and malnutrition —can reduce the ability of 
the immune system to keep the organisms in check, 
and reactivation TB can occur. Before the AIDS epi-
demic, it was estimated that 5% of persons infected 
as children developed TB soon after infection and 
another 5% developed TB at some point later in life. 
However, untreated HIV infection is such a potent 
inhibitor of cell-mediated immunity (the part of the 
immune system that holds M. tuberculosis infection 
in check) that a high proportion of untreated, dually 
infected individuals (i.e., infected with both HIV and 
M. tuberculosis) can be expected to develop TB unless 
they die of something else first or receive preventive 
therapy.

Almost 2 million people die from TB and 8 to 10 
million people experience the onset of the disease each 
year, with 95% of these deaths and illnesses occurring 
in LMICs (WHO, 2016c). Although TB is a major pub-
lic health problem in almost every LMIC, the burden of 
disease attributable to it varies by region and country, 
in part because of longstanding historical differences in 
the incidence of TB and the prevalence of infection with 
M. tuberculosis, in part because of local differences in the 
adequacy of TB control programs, and in part because 
of differences in the extent of the HIV/AIDS epidemic. 
Based on admittedly incomplete passive surveillance for 
reported cases of TB and on tuberculin skin test surveys, 
it appears that sub-Saharan Africa has the highest aver-
age annual risk of infection with M. tuberculosis and the 
highest crude incidence rate of cases of TB (FIGURE 6-5). 
The largest numbers of cases of TB are seen in India, 
Indonesia, China, Nigeria, Pakistan, and South Africa, 
which account for 60% of TB cases globally (WHO, 
2016c). Because of the HIV/AIDS epidemic and unre-
lated demographic changes (e.g., population growth 
and increases in the numbers of individuals surviving to 
their thirties and forties), it has been projected that the 
number of new TB cases will increase in coming years in 
LMICs worldwide.   

Although TB occurs in individuals in all socioeco-
nomic strata, it is quintessentially a disease of poverty. 
Through its effect on crowding, poverty increases the 
risk of airborne transmission of M. tuberculosis. At the 
same time, through its negative effect on nutritional 
status, poverty increases the risk that someone infected 
with M. tuberculosis will develop TB. HIV infection is 
also more prevalent among poor populations, further 
increasing the likelihood that an infected individual 
will develop TB. Finally, through its effect on access to 
curative medical care, poverty increases the likelihood 
that a patient with symptomatic pulmonary TB will 
remain untreated and hence infectious for a longer 
period of time, which in turn increases the incidence 
of TB in LMICs.
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FIGURE 6-5A Estimated tuberculosis incidence rates, 2015.

Current Approaches to Prevention 
and Control
TB control programs exist in almost all LMICs, 
although enormous variability exists in terms of the 
resources at those countries’ disposal and their effec-
tiveness. The current approach to controlling TB in 
LMICs is based on a strategy of rapid detection of and 
provision of effective multidrug therapy to all infec-
tious persons (i.e., patients with pulmonary TB, par-
ticularly smear-positive patients).

Since 1995, a key component of WHO recom-
mendations has been directly observed treatment, 
short-course (DOTS), which involves the use of a stan-
dardized multidrug short-course regimen, with direct 
observation of drug ingestion for at least the first two 
months of treatment. In 2014, WHO adopted the End 
TB Strategy (TABLE 6-4), which includes three key pillars:

 ■ Integrated patient-centered care and prevention
 ■ Bold policies and supportive systems
 ■ Intensified research and innovation (WHO, 2014b)

In the face of the limited resources available to 
ensure prompt diagnosis and treatment of infectious 

cases of TB among those who present spontaneously 
to health facilities, there has been an understandable 
reluctance in LMICs to devote scarce resources to 
actively searching for other cases in the households 
of affected individuals or in the community. Simi-
larly, prophylactic treatment of latent TB infection 
in the general population has not been considered a 
high priority or an effective use of limited resources. 
In addition, the use of a single drug, such as isoni-
azid, to reduce the likelihood of TB in individuals 
infected with M. tuberculosis (as practiced in a num-
ber of high-income countries) has raised the specter 
of inadvertent single-drug therapy of patients with 
unrecognized TB and resultant promotion of the 
development of drug-resistant strains of M. tubercu-
losis. However, preventive therapy is effective in pre-
venting TB among HIV-infected individuals in LMICs 
(Whalen et al., 1997). Thus, WHO recommends iso-
niazid preventive treatment for HIV-positive persons 
living in areas with a high prevalence of M. tuberculo-
sis infection (i.e., where more than 30% of the popula-
tion has latent M. tuberculosis infection) and for those 
with latent M. tuberculosis infection or exposure to an 
infectious case of pulmonary TB.
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FIGURE 6-5B Estimated HIV prevalence in new and relapse tuberculosis cases, 2015.
World Health Organization. (2016). Global tuberculosis report 2016. Geneva, Switzerland. Reprinted with permission. http://www.who.int/tb/publications/global_report/en/

Vision  ■ A world free of TB
 ■ Zero deaths, disease, and suffering due to TB

Goal End the global TB epidemic

Milestones for 2025  ■ 75% reduction in TB deaths (compared to 2015)
 ■ 50% reduction in TB incidence rate (fewer than 55 TB 

cases per 100,000 population)
 ■ No affected families facing catastrophic costs due to TB

Targets for 2035  ■ 95% reduction in TB deaths (compared with 2015)
 ■ 90% reduction in TB incidence rate (approximately 10 

TB cases per 100,000 population)
 ■ No affected families facing catastrophic costs due to TB

Principles
1. Government stewardship and accountability, with monitoring and evaluation
2. Strong coalition with civil society organizations and communities
3. Protection and promotion of human rights, ethics, and equity
4. Adaptation of the strategy and targets at the country level, with global collaboration

TABLE 6-4 Post-2015 Global Tuberculosis Strategy Framework
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Pillars and Components
1. Integrated, patient-centered care and prevention

A. Early diagnosis of TB, including universal drug-susceptibility testing and systematic screening of contacts 
and high-risk groups

B. Treatment of all people with TB, including those with drug-resistant TB, and patient support
C. Collaborative TB/HIV activities and management of comorbidities
D. Preventive treatment of persons at high risk and vaccination against TB

2. Bold policies and supportive systems
A. Political commitment, with adequate resources for TB care and prevention
B. Engagement of communities, civil society organizations, and public and private care providers
C. Universal health coverage policy and regulatory frameworks for case notification, vital registration, quality 

and rational use of medicines, and infection control
D. Social protection, poverty alleviation, and actions on other determinants of TB

3. Intensified research and innovation
A. Discovery, development, and rapid uptake of new tools, interventions, and strategies
B. Research to optimize implementation and impact and promote innovations

Reprinted from The End TB Strategy: Global strategy and targets for tuberculosis prevention, care and control after 2015, World Health Organization, Copyright 2014, http://www.who.int/tb 
/strategy/End_TB_Strategy.pdf?ua=1

Immunization at birth with BCG is a standard part 
of the EPI in every LMIC, and BCG coverage is high in 
almost every such country. Infant immunization with 
BCG appears to be quite effective at reducing the risk 
of disseminated TB (e.g., tuberculous  meningitis) in 
infants and children, but the vaccine’s efficacy against 
pulmonary TB in this age group is probably no bet-
ter than 50% to 60%. Infant immunization with BCG 
probably has, at best, only a modest effect on the risk of 
developing pulmonary TB as an adult; consequently, it 
has little or no impact on the spread of M. tuberculosis 
in the community.

Obstacles to Prevention and Control 
and Directions for Future Research
The rapid growth of multidrug-resistant TB (MDR-TB; 
i.e., TB resistant to the first-line anti-TB drugs isoni-
azid and rifampicin) and the emergence of extremely 
drug-resistant TB (XDR-TB; i.e., TB resistant to iso-
niazid, rifampicin, fluoroquinolones, and  kanamycin, 
capreomycin, or amikacin) have complicated TB 
control efforts. Both MDR-TB and XDR-TB require 
lengthy treatment with second-line drugs, which are 
both more expensive and more toxic than the first-
line drugs. Although WHO supports universal access 
to treatment of drug-resistant TB, scaling up of treat-
ment availability is not always possible, due to lack 
of laboratory capacity to diagnose the drug-resistant 
form of the disease and lack of funds for both capacity 
building and treatment. Capacity to detect MDR-TB, 
however, has been greatly enhanced with the rollout of 
Xpert MTB/RIF.

Both the numbers of deaths and the incidence 
rate of TB have declined since 2000. At present, the 
principal obstacles to reducing TB-related morbidity 
and mortality in LMICs are economic and operational 
in nature. Increased financial and technical assistance 
will be needed in many countries to ensure that cur-
rently available strategies for controlling TB are fully 
implemented.

At the same time, further research is needed in 
multiple areas if control of TB is to be achieved and 
sustained. Development of new drugs that are effective 
against M. tuberculosis, affordable and safe, and able to 
clear the infection with a shorter duration of treatment 
is a high priority, and many candidates are currently 
in the development pipeline. Similarly, development 
of a vaccine against M. tuberculosis that can prevent 
pulmonary TB is a high priority, with more than a 
dozen candidate vaccines currently in clinical trials. 
To support the development of an effective vaccine, 
more research is needed to establish immunologic 
correlate(s) of protection, and there is a great need for 
a human challenge model to help with the evaluation 
of vaccine candidates.

Leprosy
Etiologic Agent, Clinical Features, 
and Vaccine Characteristics
M. leprae cannot be grown on artificial media. In 
research laboratories, it can be isolated and prop-
agated in the foot pad of a mouse or in armadillos, 
but these techniques have no relevance to diagnosing 
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leprosy. Thus, the diagnosis of leprosy is made on clin-
ical grounds, together with histopathologic examina-
tion of tissue biopsy material. M. leprae grows even 
more slowly than M. tuberculosis. Its slow growth is 
highly relevant to the control and prevention of lep-
rosy because of the consequent need to treat those who 
are infected for prolonged periods of time (months to 
years) and the resulting difficulty of ensuring compli-
ance with antimicrobial therapy long after the individ-
ual feels well.

Descriptive Epidemiologic Features 
and Risk Factors
Although it is clear that prolonged, close contact  
(e.g., living in the same household) with someone 
with untreated leprosy—and particularly with some-
one having a high burden of organisms (i.e., multi-
bacillary leprosy)—is associated with a substantially 
increased risk of acquiring the disease, the routes 
of transmission are ill defined. It is assumed that 
transmission occurs primarily through skin-to-skin 
contact or exposure to respiratory tract (e.g., nasal) 
secretions. Environmental or animal reservoirs of 
M. leprae are thought to have little or no role in human 
infections. The exceedingly long incubation period 
for leprosy, which is believed to be years to decades, 
makes any study of transmission very difficult.

Leprosy is primarily a disease of poverty. Even 
within a single relatively homogeneous community, it 
is disproportionately seen among the lowest-income 
members. In the past, leprosy has often been described 
as being more common in rural than in urban popu-
lations and as having an association with proximity to 
water (e.g., lakes) or humidity. Even so, clear differ-
ences in the prevalence of leprosy between neighbor-
ing communities are not well explained.

In the mid-1980s, the number of cases of lep-
rosy worldwide was estimated to be between 10 and 
12 million. The incidence of leprosy was 4 to 6 cases 
per 1,000 population, and the prevalence in affected 
countries often exceeded 10 individuals per 1,000 
population. By 1998, control efforts had reduced the 
number of prevalent cases by more than 90%, to an 
estimated 829,000 cases worldwide (WHO, 1998b). 
This decline has continued, with WHO (2016d) 
reporting that there were 211,973 newly detected 
cases in 2015.

Although leprosy previously existed through-
out the world, and a handful of individuals living in 
high-income countries such as the United States still 
develop leprosy each year (a few of whom have never 
traveled outside the United States), leprosy is now 
largely confined to a shrinking number of countries. 

In 2015, 14 countries accounted for 94% of new cases 
(WHO, 2016d).

Current Approaches to Prevention 
and Control
Early attempts to control leprosy were based on case 
finding and prolonged (i.e., multiyear) or lifetime 
treatment with dapsone, which had the advantages of 
being inexpensive and having few side effects. How-
ever, this approach failed to control leprosy, at least in 
part because M. leprae developed resistance to dap-
sone and because it was difficult to ensure ongoing 
patient compliance with treatment over many years.

In the early 1980s, multidrug treatment with two 
or three effective antimicrobial agents (depending 
on the stage of leprosy) was introduced and has pro-
duced a greater than 90% reduction in leprosy cases. 
WHO had set a goal of eliminating leprosy as a public 
health problem (i.e., achieving a prevalence of 1 case 
or fewer per 10,000) by the year 2000; that goal was 
met at the global level in 2000, but has not yet been 
met at the country level. Further progress in reducing 
leprosy burden has been hampered by reduced fund-
ing for treatment and control efforts. In addition, use 
of disease prevalence as an indicator of program suc-
cess was recognized as problematic due to the lengthy 
incubation period of leprosy. Currently, progress is 
monitored using the annual number of new cases 
diagnosed.

In a renewed effort to combat this disease in 2015, 
WHO adopted the Global Leprosy Strategy, 2016–
2020. Its goal is to further reduce the global and local 
leprosy burden through early detection of cases and 
prompt treatment to reduce disability and transmis-
sion (WHO, 2016d, 2016e).

Obstacles to Prevention and Control 
and Directions for Future Research
Because of its extremely long incubation period 
and the fact that infected individuals may transmit 
M. leprae for substantial periods of time prior to 
becoming symptomatic and receiving treatment, it 
is likely that incident cases of leprosy will continue 
to occur in substantial numbers for years to come, 
even if the current leprosy control strategies sub-
stantially reduce transmission (Meima, Smith, van 
 Oortmarassen,  Richardus, & Habbema, 2004).

The role, if any, for a vaccine in the immuno-
therapy or the prevention of leprosy remains uncer-
tain. Numerous studies—both experimental and 
observational in nature—have suggested that BCG 
vaccine, which is given primarily to prevent various 
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forms of disseminated TB in children, offers some 
protection against leprosy. A meta-analysis per-
formed in 2006 showed an overall protective effect 
of 61% in observational studies and an overall pro-
tective effect of 26% in experimental studies, provid-
ing further evidence that BCG is modestly effective 
against leprosy, and that two doses of BCG are more 
effective against leprosy than a single dose (Setia, 
Steinmaus, Ho, &  Rutherford, 2006). Whether other 
candidate mycobacterial vaccines will offer even 
greater protection than BCG remains uncertain, as 
does their role, if any, in leprosy control.

 ▸ Sexually Transmitted 
Infections and AIDS

Overview
Sexually transmitted infections have historically been 
one of the most neglected areas of medicine and 
 public health in LMICs. Until the advent of the HIV/
AIDS epidemic in the 1980s, remarkably little atten-
tion was paid to STIs in such countries, despite the 
fact that they collectively cause enormous morbidity, 
loss of productivity, and infertility, and result in sub-
stantial healthcare expenditures. The fact that human 
immunodeficiency virus—the cause of AIDS and all 
its attendant morbidity and mortality—is transmit-
ted sexually, together with the fact that the sexual 
transmission of HIV is facilitated by the presence of 
other STIs, has focused attention on and brought an 
infusion of resources (albeit still inadequate) into this 
long-neglected area.

The myriad challenges confronting the treatment 
and control of STIs in LMICs are multifaceted and 
complex. Among the most daunting are the difficulty 
of changing human sexual behavior; the asymptomatic 
nature of many STIs, particularly among women; the 
lack of simple, inexpensive diagnostic tests for such 
infections; and the lack of readily accessible, inexpen-
sive, easy-to-administer, single-dose treatment regi-
mens for most STIs.

Etiologic Agents
A variety of viruses and bacteria can be transmitted 
sexually (TABLE 6-5), including some (e.g., HBV) that 
are not traditionally grouped with other STIs. In this 
chapter, HBV is discussed with the other viruses that 
cause hepatitis. Many infectious agents that are trans-
mitted sexually can also be transmitted via contam-
inated blood or injection equipment, and vertically 
from a mother to her newborn infant.

Of the infectious agents transmitted sexually, 
some initially cause ulcerative lesions, primar-
ily on or near the genitalia (e.g., Herpes simplex, 
 Treponema pallidum, and Haemophilus ducreyi), oth-
ers initially cause urethral or vaginal discharge (e.g., 
 Neisseria  gonorrhoeae, Chlamydia trachomatis, and 
 Trichomonas vaginalis), and others cause only sys-
temic manifestations (e.g., HIV). HPV, selected sub-
types of which cause genital warts, plays an important 
role in the pathogenesis of cervical dysplasia and car-
cinoma, as well as in carcinoma of the anus, penis, 
and the head and neck, but HPV infections are ini-
tially silent. Asymptomatic or minimally symptom-
atic infection with many of the sexually transmitted 
agents is common, greatly exacerbating the problem 
of interrupting transmission and reducing the preva-
lence and incidence of infection.

Many of the agents transmitted sexually produce 
not only acute symptoms referable to the lower genital 
tract, but also other, often more serious manifestations. 
For example, untreated infections with N. gonorrhoeae 
and C. trachomatis can ascend through the genital tract 
and produce pelvic inflammatory disease, tubal infer-
tility, and ectopic pregnancy. Untreated primary syph-
ilis in young adults can lead to life-threatening cardiac 
and neurologic complications due to tertiary syphilis 
years later. In addition, congenital syphilis—the result 
of infection of a baby at the time of birth—produces 
profound systemic manifestations. As noted earlier, 
infection with HPV of selected subtypes is strongly 
associated with subsequent cervical dysplasia and 
cervical cancer, as well as other cancers. Finally, HIV 
causes profound damage to the host immune system 
and a virtually 100% case fatality ratio in the absence 
of treatment with antiretroviral drug regimens.

Descriptive Epidemiologic Features 
and Risk Factors
Data concerning the incidence of STIs in LMICs 
are considered highly unreliable due to substantial 
underdiagnosis and underreporting. According to 
one estimate, 357 million new adult cases of cur-
able STIs (e.g., gonorrhea, chlamydia, syphilis, and 
trichomoniasis) occurred worldwide in 2012, the 
vast majority of which were in LMICs (FIGURE 6-6) 
 (Newman et al., 2015).

Although difficult to estimate, the prevalence 
of viral STIs, including infections involving Her-
pes simplex type 2 (HSV2), HPV, and HIV, is high. 
In 2012, there were an estimated 417 million people 
infected with HSV2 and 291 million women with 
HPV infections (WHO, 2016f). The passive surveil-
lance for AIDS in place in most LMICs is also not 
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Agent Disease
Vertical Transmission 
to Newborn Babies

Transmission by 
Blood Products

Bacteria

Treponema pallidum Syphilis Yes Yes 

Neisseria gonorrhoeae Gonorrhea, pelvic inflammatory 
disease

Yes Yes

Chlamydia trachomatis Cervicitis, urethritis, 
lymphogranuloma venereum, 
pelvic inflammatory disease

Yes No

Haemophilus ducreyi Chancroid No No

Viruses

Human immunodeficiency 
virus (HIV) 

AIDS Yes Yes 

Herpes simplex Genital herpes Yes No

Human papillomavirus (HPV) Genital warts, cervical dysplasia 
and cervical carcinoma, penile 
and anal carcinomas, and  
head and neck cancers

Yes No

Hepatitis B virusa Acute and chronic hepatitis, 
cirrhosis, and hepatocellular 
carcinoma

Yes Yes

Other

Trichomonas vaginalis Vaginitis No No

a Discussed in the section on viral hepatitis.

TABLE 6-5 Sexually Transmitted Infections of Importance in Low- and Middle-Income Countries

very sensitive or specific, making it necessary to esti-
mate the prevalence of HIV infection and the inci-
dence of AIDS cases. The most recent estimate is that 
there were 36.7 million persons in the world living 
with HIV/AIDS in 2016, including 1.8 million people 
who became infected in that year (UNAIDS, 2017a). 
Sub-Saharan Africa continues to have the high-
est  burden, with 70% of all people living with HIV 
residing there and nearly  two-thirds of new infec-
tions occurring there (FIGURE 6-7) (UNAIDS, 2016a; 
WHO, 2016g). An estimated 35 million people had 
died of AIDS since the beginning of the epidemic and 
14  million children had been orphaned (UNAIDS, 
2016a, 2017a). The vast majority of AIDS-related 

deaths have occurred in LMICs, particularly sub- 
Saharan Africa.

The prevalence of various STIs, particularly HIV, 
has been investigated in many LMICs. The groups 
typically examined are those who can be stud-
ied easily and inexpensively, such as commercial 
sex workers, patients being treated for STIs or TB, 
injection-drug users, pregnant women or women 
giving birth, and blood donors. The prevalence of 
HIV infection among commercial sex workers is 
up to 10 times greater than the prevalence among 
the general population (UNAIDS, 2017b). Encour-
agingly, the prevalence of HIV infection among 
pregnant women in sub-Saharan Africa decreased 
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FIGURE 6-6 Estimated new cases of curable STIs, 2012.
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Reprinted from World Health Organization. (2016). Global health sector strategy on sexually transmitted infections 2016–2021. http://apps.who.int/iris/bitstream/10665/246296/1/WHO-RHR-16.09-eng.pdf?ua=1

by 18% between 2003 and 2012 (Eaton et al., 2014); 
however, high prevalence of HIV infection is still 
seen in pregnant women in the worst-affected areas 
of sub-Saharan Africa. Because an estimated 15% to 
45% of untreated HIV-infected pregnant women will 
transmit the virus to their newborn babies at or soon 
after delivery, large numbers of HIV-infected infants 
are also found wherever many women of reproduc-
tive age are infected. The result of widespread HIV 
infection among men and women of reproductive 
age and among infants in the most severely affected 
countries, in the absence of antiretroviral treatment 
(ART), was a reversal of prior gains in life expec-
tancy, increases in infant and child mortality, an 
enormous increase in the number of orphaned chil-
dren, and projected future declines in population 
size. However, better access to ART dramatically 
reduced the number of HIV-infected infants and 
led a 48% reduction in AIDS-related deaths globally 
between 2005 and 2016 (UNAIDS, 2016b, 2017a).

Given that the etiologic agents under discussion 
are transmitted through sexual contact, it is not sur-
prising that the highest incidence and prevalence of 

these infections are seen among those men and women 
who are most sexually active, typically those 15 to 
49 years of age. In addition, the most important risk 
factors for STIs—number of sexual partners, concur-
rency of sexual partnerships, type of sexual partners, 
and whether barrier protection (e.g., a male condom) 
is used—are directly or indirectly related to the like-
lihood of exposure to one of these etiologic agents. 
Thus, individuals with large numbers of sexual part-
ners (e.g., commercial sex workers) who do not use 
barrier protection and those who have unprotected 
sex with such individuals, as well as those with multi-
ple concurrent sexual partners, are at highest risk. In 
societies in which it is considered acceptable for men 
to frequent commercial sex workers or have multiple 
concurrent sexual partners while women are expected 
to have a single partner, many married women acquire 
STIs from their husbands. Other risk factors for STIs, 
including HIV, have also been demonstrated, such as 
lack of male circumcision.

It is important to note the complex interplay 
between HIV infection and other STIs. There is 
strong evidence that infection with both ulcerative 
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and non-ulcerative STIs increases the likelihood of 
HIV being transmitted sexually between partners, 
either through the presence of disrupted mucosa or 
due to the presence in the genital tract of increased 
numbers of inflammatory cells and lymphocytes that 
can bind HIV.

Current Approaches to Prevention 
and Control
The current approach to the prevention and control 
of STIs, including HIV, focuses on improving the 
availability of and access to high-quality diagnostic 
and treatment services (especially in the case of HIV/
AIDS), changing sexual practices through education 
and health promotion, increasing the availability 
and use of barrier methods that reduce transmission 
(e.g., male and female condoms), encouraging male 
circumcision, shortening the time between the onset 
of symptoms and the seeking of appropriate care, 
reducing the stigma attached to STIs, and improving 

surveillance. Not surprisingly, given the enormous 
cultural diversity that exists around the world, the 
approaches to delivery of risk-reduction messages 
(e.g., school-based programs, billboards, and radio), 
the groups that are targeted (e.g., the entire popula-
tion; individuals of reproductive age; school-age chil-
dren; or high-risk groups, such as commercial sex 
workers, migrant workers, truck drivers, and adoles-
cent girls), and the messages that are delivered (e.g., 
abstinence before marriage, monogamy, and condom 
use) have varied greatly. Additionally, while voluntary 
medical male circumcision has proved to be effec-
tive in reducing the acquisition of a number of STIs, 
including HIV, and could substantially reduce HIV 
transmission, scaling up the delivery of male circum-
cision remains a challenge for a number of reasons 
(Tobian, Kacker, & Quinn, 2014; WHO, 2016h).

Because the laboratory facilities and trained staff 
needed to identify a specific etiologic agent in a given 
patient with a suspected STI are often lacking in many 
LMICs, WHO (1991) has developed and promoted a 

FIGURE 6-7 HIV prevalence in adults (15–49 years of age) by WHO region, 2016.
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syndromic approach to the management of STIs. This 
approach relies on classifying patients with a suspected 
STI into various groups depending on their symptoms 
and findings on physical examination (e.g., women 
with a vaginal discharge, men with urethral discharge 
and dysuria, and patients with genital ulcer) and then 
treating them with a regimen designed to cover the 
treatable etiologic agents that are likely to be respon-
sible (e.g., N. gonorrhoeae and C. trachomatis when a 
cervical or urethral discharge is present). EXHIBIT 6-4 
provides an example of this approach.

The finding that an intensive (and relatively 
expensive) regimen of AZT (zidovudine) given to 
HIV-infected pregnant women in the United States 
substantially reduced vertical transmission of HIV 
to their newborn babies led to trials of simpler and 
less expensive AZT regimens in Thailand and the 
Ivory Coast. These trials showed that even these sim-
pler regimens, which are given entirely by mouth and 
for a shorter period of time, were partially effective 
in reducing vertical transmission of HIV. As a con-
sequence, this regimen was made available in many 
LMICs (Shaffer et al., 1999; Wiktor et al., 1999). Since 
that time, recommendations for the prevention of 
mother-to-child transmission of HIV have rapidly 
evolved. In 2015, WHO released recommendations 
that all HIV-infected pregnant and breastfeeding 
women receive ART.

For many years, the prohibitive cost of antiret-
roviral drugs meant that the implementation of 
wide-scale AIDS treatment programs in LMICs 
such as those of sub-Saharan Africa was unthink-
able. As a result, fewer than 10% of people in LMICs 
who needed ART had access to it in 2003. How-
ever, the introduction of generic competition in the 

global antiretroviral market precipitated spectacu-
lar decreases in the costs of these drugs, making it 
conceivable to include ART in the effort to reduce 
HIV-associated morbidity and avert early mortality 
for all affected groups. Efforts to expand access to 
ART, including the WHO’s 3 by 5 initiative (a plan to 
treat 3 million people with ART by 2005); the estab-
lishment of the Global Fund to Fight HIV/AIDS, 
Tuberculosis, and Malaria; and the U.S. President’s 
Emergency Plan for AIDS Relief (PEPFAR), which 
initially sought to treat 2 million people in selected 
LMICs, are now bearing fruit. In 2016, an estimated 
20.9 million HIV-positive people were receiving 
ART (UNAIDS, 2017a). In hard-hit areas, such as 
eastern and southern Africa, the number of people 
on ART has nearly doubled since 2010 (UNAIDS, 
2016b). Studies have demonstrated substantial 
declines in mortality among HIV-infected adults in 
LMICs resulting from such efforts (Jahn et al., 2008; 
Mermin et al., 2008), but substantial expansion of 
these programs is still needed to meet the needs of all 
HIV-infected persons who could benefit from such 
treatment.

Obstacles to Prevention and Control 
and Directions for Future Research
Enormous obstacles to changing sexual behaviors 
exist, although progress was clearly made in reduc-
ing the frequency of high-risk sexual  behaviors 
and the incidence of HIV infection in Thailand 
(EXHIBIT 6-5) (Celentano et al., 1996; Nelson et al., 
1996;  Rojanapithayakorn & Hanenberg, 1996) and 
Uganda (Kilian et al., 1999) in response to the AIDS 
epidemic. In many societies, it remains socially 

EXHIBIT 6-4 Syndromic Management of Genital Ulcer

A study in Lesotho illustrates the promise and drawbacks of the syndromic approach (Htun et al., 1998). In an attempt 
to validate STI flowcharts for the management of genital ulcer, researchers found that syndromic protocols would have 
provided adequate treatment for at least 90% of their patient population, while the traditional, clinically directed protocol 
would have provided adequate treatment for only 62% of those same patients. At the same time, syndromic protocols 
would have led to the overtreatment of primary syphilis in approximately 60% of patients, while the clinically directed 
protocols would not have resulted in any such overtreatment.

Several similar studies have shown that syndromic case management of STIs using flowcharts often leads to both 
improved treatment in many patients and overtreatment in some patients. In general, to determine the appropriateness 
of implementing the syndromic approach in a given region, the costs of overtreatment (including the cost of the drugs 
themselves), the risk of promoting drug resistance, and the stigma of an STI diagnosis (which can lead to domestic 
violence against women) must be weighed against the benefits of improved treatment, including reductions in STI and 
HIV transmission, decreases in sequelae from untreated infections, and increased patient satisfaction. In view of the high 
prevalence of STIs in many LMICs, this tradeoff is often considered acceptable.
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acceptable—even desirable—for men to visit com-
mercial sex workers and have multiple concurrent sex 
partners. Many men do not want to use condoms, and 
a woman may risk physical abuse, rejection, or loss of 
financial support if she tries to insist that a condom be 
used by her husband, boyfriend, or customer. Women 
who learn they are infected with HIV also risk aban-
donment or abuse if they share this information. Thus, 
changing sexual behaviors requires the education of 
men as well as women, and reducing the incidence of 
STIs, including HIV, requires raising the status and 
improving the power of women in society. Similarly, 
economic and other practices that contribute to or 
promote risky sexual behaviors (e.g., forcing men to 
live apart from their wives so that they can earn a liv-
ing wage) need to be addressed.

Prevention of HIV infection in adolescent girls 
and women in sub-Saharan Africa is particularly 
challenging. Sub-Saharan African girls and young 
women (age 14–25) are being infected at two to four 
times the rate of boys and young men of the same age 
group (Shisana et al., 2014; UNAIDS, 2014), likely as 
the result of complex social, behavioral, and biological 
factors. Sexual relationships with older men have been 
shown to be a key risk factor for acquisition of HIV 
infection in women of this age group (Schaefer et al., 
2017). Older men not only have a higher prevalence 

of HIV infection than younger men, but relationships 
between older men and young women also often cross 
socioeconomic strata. Such a power differential leaves 
these women in a poor position to negotiate condom 
use and may result in forced sex.

The global rise in antibiotic-resistant gonorrhea 
is complicating treatment of this once relatively eas-
ily treatable STI. Indeed, there is now widespread 
resistance to ciprofloxacin, once the first-line drug of 
choice, and increasing resistance to azithromycin and 
ceftriaxone (Wi et al., 2017). In 2016, WHO began 
recommending that azithromycin and ceftriaxone be 
used together as a first-line treatment of gonorrhea in 
an attempt to slow or prevent the emergence of strains 
resistant to all available antibiotics. More research is 
urgently needed to develop new antibiotics to treat 
gonorrhea (and other bacterial infections) and to 
make available rapid, point-of-care diagnostic tests, 
ideally ones that also detect antimicrobial resistance.

Vaccines against STIs, and particularly against 
HIV, are needed but have proved difficult to develop. 
Vaccines against HPV have been shown to be highly 
effective in preventing infection and cervical dysplasia 
caused by HPV types 16 and 18 and five other HPV 
genotypes that together cause approximately 90% of 
cervical cancer cases worldwide; it is expected that 
cervical cancer caused by these types will also be 

EXHIBIT 6-5 A Successful Public Health Program: The Declining Spread of HIV Among Thai Military Conscripts

In the late 1980s, heterosexual commercial sex was found to contribute significantly to the rapid spread of HIV in Thailand. 
Thai authorities responded swiftly to this observation and implemented public health programs that substantially 
increased the number of commercial sex acts protected by condoms, which in turn led to significant reductions in the 
rate of HIV infection among young men in Thailand. This case study tells the story of this public health success.

The first national serosurvey for HIV conducted in Thailand found that HIV was exceedingly common among 
commercial sex workers. In June 1989, 44% of sex workers in the northern province of Chiang Mai were positive for HIV, a 
figure that would climb to 67% by June 1993 (Celentano et al., 1996). Commercial sex in Thailand was relatively common; 
for example, in the period from 1991 to 1993, more than 70% of Thai military conscripts were found to have engaged in at 
least one commercial sex act during their period of service. Because military conscripts are selected by a national lottery, 
these findings were applicable to the general population of young men in Thailand; thus, commercial sex was believed to 
be a common source of HIV infection.

To address this situation, Thai authorities implemented an HIV/AIDS prevention and control program that included 
the 100% Condom Campaign to promote condom use in commercial sex establishments. Under this campaign, free 
condoms were distributed to all sex establishments and the use of condoms was actively enforced by Thai authorities. The 
campaign was accompanied by mass advertising to promote condom use during commercial sex.

In the years following the initiation of the condom campaign, the use of condoms in sex establishments increased 
dramatically. National behavioral surveillance data revealed that the percentage of commercial sex acts in which condoms 
were used rose from approximately 14% in the years prior to 1989 to more than 90% by 1993 (Rojanapithayakorn & 
Hanenberg, 1996). Although the prevalence of HIV among sex workers remained high, the prevalence among newly 
inducted military conscripts declined from more than 10% in 1991 and 1993 to approximately 7% in 1995 (Nelson 
et al., 1996) and to 0.5% in 2009 (Rangsin et al., 2015). Further, this decline occurred in the absence of a visible AIDS 
epidemic (Rojanapithayakorn & Hanenberg, 1996). Experts attribute these heartening findings at least in part to the 
swift implementation of the Thai HIV/AIDS prevention and control program, and especially to the success of the 100% 
Condom Campaign.
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prevented by use of the same vaccines (Castle & Maza, 
2016; Chatterjee, 2014). However, it will be decades 
before declines in cervical cancer attributable to these 
vaccines will become apparent.

The development of vaccines against HIV has 
been beset by many problems, and there is continuing 
disagreement about which type of vaccine (i.e., inac-
tivated whole virus, subunit, genetically engineered, 
live, attenuated, and so on) is likely to be safe and 
effective. Trials of a subunit HIV vaccine begun in the 
United States and Thailand in 1998–1999 showed that 
this vaccine was not effective in preventing acquisi-
tion of HIV infection (Cohen, 2003). To date, the 
only trial of an HIV vaccine to show any efficacy was 
a study in Thailand that showed at best a modest level 
of protection (Rerks-Ngarm et al., 2009). Although 
the vaccine had only modest efficacy, the trial did 
prove useful in increasing knowledge about the cor-
relates of protection, and this knowledge has been 
used in designing subsequent candidate HIV vaccine 
evaluations. In 2016, a large efficacy trial of an HIV 
vaccine regimen began in South Africa, with results 
expected in 2020.

In the absence of vaccines against HIV and other 
STIs (other than HPV), other approaches to reducing 
morbidity and mortality beyond primary prevention 
of infection through behavior change are needed. 
For example, while women in high-income countries 
generally have access to regular screening for cervi-
cal  dysplasia, which has been shown to be a highly 
effective tool for the secondary prevention of inva-
sive cervical cancer, such programs are not available 
to most women in LMICs because of the cost and the 
need for moderately sophisticated laboratory sup-
port. In LMICs, the “see and treat” approach, which 
involves visual inspection of the cervix using acetic 
acid, is typically used, as it is less costly and invasive 
than a PAP smear and can be done in low-resource 
settings. However, scaling up this approach has 
proved difficult, leading to the exploration of other 
methods, such as primary screening for the presence 
of high-risk HPV types, as well as other methods, 
such as self-collection of samples, to make screening 
more culturally acceptable. Cervical cancer screen-
ing will continue to play an important role in cervi-
cal cancer prevention for years to come, despite the 
introduction of HPV vaccines.

As noted earlier, universal access to antiretroviral 
therapy to treat HIV infection in LMICs has become a 
top priority for international public health policy mak-
ers, not only to reduce morbidity and mortality among 
those already infected, but also because evidence 
shows that wide-scale treatment can reduce transmis-
sion of HIV at the population level (i.e., “treatment as 

prevention”). Although significant advances have been 
made in expanding access to ART, numerous chal-
lenges remain on this front. The current programs are 
not yet reaching many of those already infected with 
HIV, and large disparities in access to ART remain to 
be addressed. Thus, in the absence of an effective HIV 
vaccine, new approaches to identifying those at risk, 
reducing stigma, and assuring treatment are needed 
and will still play an important role once an HIV vac-
cine does become available.

 ▸ Viral Hepatitis
Overview
Hepatitis, which entails inflammation of the liver, 
can be caused by many different viruses (as well as 
bacteria, protozoa, chemical agents, and some non-
infectious diseases). However, at least five viruses 
specifically infect the liver—hepatitis viruses A, B, C, 
D, and E. Each belongs to a different family and has 
unique epidemiologic features, necessitating diverse 
approaches to control and prevention of hepatitis.

Viral hepatitis is a major global public health prob-
lem. All five primary hepatitis viruses can cause acute 
disease. HBV, HCV, and hepatitis D virus (HDV) can 
also produce chronic infection. In many LMICs, such 
persistent infections are the primary cause of serious 
liver disease, including chronic hepatitis, cirrhosis, 
and hepatocellular carcinoma; the last is a common 
cancer that is almost always fatal. Globally, an esti-
mated 1.4 million deaths are attributable to acute and 
chronic infection with HBV and HCV (WHO, 2016i). 
In total, an estimated 240 million people are chron-
ically infected with HBV and 130 to150 million people 
are chronically infected with HCV (WHO, 2016i).

Hepatitis A virus (HAV) and hepatitis E virus 
(HEV) cause acute self-limited disease; they do not 
cause chronic infection. Transmitted by the fecal–
oral route, these viruses are endemic in many LMICs 
with suboptimal environmental sanitation. HAV 
infections are typically asymptomatic when they 
occur in infants. In older children and adults, they 
generally produce a self-limited illness that leads to 
few deaths. HEV infection results in more substantial 
morbidity and mortality, particularly when it occurs 
in pregnant women.

Etiologic Agents
The five primary hepatitis viruses (A, B, C, D, and 
E) account for almost all cases of viral hepatitis. 
Although other viruses (e.g., Epstein-Barr virus and 
 cytomegalovirus) occasionally cause inflammation 
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of the liver, infections with these viruses do not 
 principally involve the liver. GB virus C (formerly 
called hepatitis G virus) does not appear to cause liver 
disease (Bowden, 2001). The following discussion is 
limited to the five primary hepatitis viruses.

Descriptive Epidemiologic Features 
and Risk Factors
The prevalence of chronic HBV infection is moderate 
to high throughout LMICs. The highest prevalence of 
HBV infection is seen in East Asia and sub- Saharan 
Africa, with 6% of the adult population being chron-
ically infected with this virus (WHO, 2017m). High 
prevalence and incidence of HBV infection are also 
seen in the Amazon Basin and the southern regions of 
central and eastern Europe. In these areas, most people 
who acquire HBV do so at the time of birth (through 
vertical transmission from an infected mother). Most 
such infections produce no acute clinical manifesta-
tions, but the likelihood of chronic infection and the 
risk of progression to chronic liver disease increase sig-
nificantly as the age of acquisition of HBV decreases.

The most common routes of HBV transmission 
in LMICs are perinatally (from mother to child) and 
horizontally (from one child to another). Transmis-
sion of HBV through the use of nonsterile needles 
for medical injections is also thought to be signifi-
cant. Less frequent modes of transmission of HBV in 
LMICs include sexual intercourse and needle sharing 
among injection drug users, the two principal modes 
of transmission in high-income and some middle- 
income countries. Additionally, practices such as 
tattooing, scarification, circumcision, body piercing, 
and acupuncture with nonsterile instruments can 
spread HBV.

HDV is a replication-defective virus, so that HDV 
infection can be acquired only in the presence of HBV 
infection. The distribution of HDV infection var-
ies markedly by region, but it generally corresponds 
to the distribution of HBV infection, although some 
interesting exceptions to this pattern exist. For exam-
ple, HDV infections are relatively rare in East and 
Southeast Asia, even though the prevalence of HBV 
infection in these regions is high (Margolis, Alter, & 
Hadler, 1997). The primary mode of transmission of 
HDV is through percutaneous exposure to blood, as 
may occur through the use of nonsterile needles and 
syringes for medical injections and the transfusion of 
unscreened blood. Perinatal and sexual transmission 
of HDV can occur, albeit infrequently.

HCV infection is widespread throughout the 
world. Although HCV is not as infectious as HBV, 

HCV infection is much more likely to become 
chronic; in fact, 55% to 85% of HCV-infected  
persons become chronically infected (WHO, 2017d). 
The prevalence of HCV infection varies by WHO 
region, with a majority of regions having a prev-
alence among adults ranging from 0.5% to 1.0%; 
a higher prevalence is seen in the WHO Eastern 
 Mediterranean and European regions—2.3% and 
1.5%, respectively. The principal modes of transmis-
sion of HCV in LMICs are believed to be the reuse of 
needles and syringes for medical injections, needle 
sharing among injection-drug users, and the trans-
fusion of unscreened blood. HCV also can be spread 
perinatally and sexually, although transmission by 
these means is less common.

HAV infection is endemic in most LMICs. The 
primary mode of transmission of this virus is via the 
fecal–oral route, through either person-to- person 
contact or the ingestion of contaminated food or 
water. In areas with poor sanitation, HAV infection is 
essentially universal during the first few years of life, 
producing lifelong immunity. As sanitation improves, 
individuals are more likely to escape exposure to 
HAV in childhood. If they are infected as teenagers 
or adults, the clinical manifestations can to be more 
severe, albeit self-limited. Fatalities from HAV hepati-
tis are uncommon.

HEV is also endemic in many LMICs, where it 
causes substantial morbidity and mortality. HEV infec-
tion can be particularly deadly among pregnant women, 
with case fatality ratios approaching 30% among 
women  infected during their last trimester (Jaiswal, 
Jain, Naik, Soni, & Chitnis, 2001; Khuroo, Teli, Skid-
more, Sofi, & Khuroo, 1981). In endemic areas, HEV 
can produce cyclic, sometimes large outbreaks, as well 
as sporadic cases of hepatitis. HEV, like HAV, is acquired 
through the fecal–oral route, principally through inges-
tion of contaminated water. Person-to-person trans-
mission of HEV can occur but is rare.

Current Approaches to Prevention 
and Control
A safe and effective vaccine for HBV has been available 
since 1982. In the early 1990s, WHO recommended 
integrating the HBV vaccine into the national immu-
nization programs of all countries by 1997. In 2004, 
WHO further recommended that all infants receive a 
first dose of HBV vaccine as soon as possible follow-
ing birth, with the goal being that all children would 
receive the vaccine within 24 hours of birth. This first 
dose is to be followed by two or three additional doses 
to complete the HBV vaccine series. As of 2015, an 
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estimated 84% of infants globally received three doses 
of HBV vaccine; however, coverage for receipt of the 
first dose of vaccine within 24 was lower, at only 39% 
(WHO, 2017m). Vaccination of older children and 
adults is given lower priority, with recommendations 
based on the epidemiologic features of HBV in the 
country, as well as vaccination levels in children.

Chronic HBV infection can be treated with inter-
feron or antiviral drugs such as entecavir or tenofovir. 
With the advent of more effective drugs with limited 
side effects, as well as evidence that treatment can 
prevent liver failure and hepatocellular carcinoma, 
there have been calls for treatment to be provided to 
HBV-infected individuals in LMICs (Thursz, Cooke, 
& Hall, 2010).

Vaccination against HBV infection is also effec-
tive in preventing HDV coinfection. (As noted ear-
lier, HDV infection requires the presence of HBV.) 
However, additional strategies are needed to prevent 
HDV superinfection among chronic carriers of HBV. 
Because there is no vaccine against HDV per se, the 
prevention of such superinfections depends on reduc-
ing percutaneous exposures to blood in medical and 
nonmedical settings among those persons who are 
chronically infected with HBV.

There is no vaccine against HCV at this time, and 
combating viral hepatitis has not historically been a high 
priority. However, with the adoption of the Sustainable 
Development Goals, viral hepatitis has been given high 
priority. WHO released its first global strategy for viral 
hepatitis in 2016 (WHO, 2016i). Treatment of chronic 
HCV infection has been rapidly evolving, with the 
current preferred treatment regimens including sofos-
buvir, daclatasvir, and sofosbuvir/ledipasvir in combi-
nation. These regimens, which have remarkably few 
side effects and an excellent safety profile, can provide 
cure rates as high as 95%, a dramatic increase over pre-
vious regimens, which cleared the virus in only approx-
imately 40% of patients. However, the prices of these 
drugs must be reduced substantially if large numbers of 
individuals in LMICs are to gain access to them.

Interrupting the transmission of HCV is also an 
important component of the strategy to decrease the 
prevalence of HCV infection globally. WHO (2017d) 
recommends the following measures to prevent HCV 
(and HBV) infection:

 ■ Hand hygiene, including surgical hand prepara-
tion, hand washing, and use of gloves

 ■ Safe and appropriate use of healthcare injections
 ■ Safe handling and disposal of sharps and waste
 ■ Provision of comprehensive harm-reduction ser-

vices to people who inject drugs, including sterile 
injecting equipment

 ■ Testing of donated blood for hepatitis B and C (as 
well as HIV and syphilis)

 ■ Training of health personnel
 ■ Promotion of correct and consistent use of con-

doms (WHO, 2017d)

The epidemiologic features of HAV infection 
vary by region and degree of sanitation, necessitating 
diverse approaches and control measures aimed at 
this virus. An effective vaccine against HAV is avail-
able and can be useful in controlling the periodic out-
breaks among older children and adults that occur in 
areas of low endemicity. Although traditionally given 
as a two-dose series, the vaccine has been shown to 
be highly effective when only one dose is given to 
healthy individuals. However, this vaccine is licensed 
for use only in children age 1 year or older. In most 
LMICs, HAV infection is highly endemic and typically 
acquired during infancy and early childhood, when it 
produces little morbidity or mortality. Consequently, 
the prevention of HAV infection in LMICs through 
the use of HAV vaccine has not been a priority.

A vaccine for HEV has been developed and licensed 
in China, but is not currently available in other coun-
tries. Improved environmental sanitation— especially 
the provision of clean drinking water—remains the 
best strategy for preventing HEV infections.

Obstacles to Prevention and Control 
and Directions for Future Research
Preventing HBV and HCV infections remains a major 
global public health goal. Universal coverage with the 
HBV vaccine can dramatically reduce the incidence 
of HBV infection and serious liver disease and rep-
resents the best hope for decreasing the acute and 
delayed morbidity and mortality caused by this virus. 
Unfortunately, the cost of supplying and distributing 
this relatively inexpensive vaccine in settings that have 
many competing needs remains a significant barrier 
to achieving universal immunization. Depending on 
their cost, combined vaccines may help alleviate this 
difficulty in the future. However, giving the first dose 
of the vaccine within 24 hours of birth is difficult to 
achieve in many LMICs, especially where many births 
occur at home.

Many obstacles to preventing HBV and HCV 
infection through means other than vaccination exist. 
In spite of the existence of an efficacious HBV vac-
cine and an effective drug regimen for curing HCV 
infection, without a major expansion of current pub-
lic health interventions, the number of people living 
with chronic HBV infection is expected to remain at 
high levels for the next four to five decades, while the 
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number of people living with chronic HCV infection 
is expected to increase. Nevertheless, given both tools 
that are currently available and those in the develop-
ment pipeline, control of the viral hepatitis epidemic 
is possible. Control will require an investment in and 
expansion of interventions to provide vaccines for 
viral hepatitis, prevent mother-to-child transmission, 
increase the use of universal precautions, provide com-
prehensive care packages to injection drug users, and 
provide treatment to chronically infected individuals.

 ▸ Malaria and Other  
Arthropod-Borne Diseases

Overview
Blood-sucking arthropods—including  mosquitoes, 
flies, bugs, fleas, mites, and ticks—are efficient vectors 
for a host of pathogenic protozoa, bacteria, viruses, 
and worms that cause tremendous suffering and death 
around the world. Transmitted by mosquitoes, malaria 
is undoubtedly the most important parasitic disease in 
tropical regions of LMICs. Malaria caused an estimated 
429,000 deaths in 2015, primarily among  African chil-
dren (WHO, 2016j). Mosquitoes also transmit dengue 
fever (an estimated 390 million infections per year; 
WHO, 2017l), Zika, yellow fever, filariasis, chikun-
gunya, and Japanese encephalitis, while various other 
arthropods spread trypanosomiasis, leishmaniasis, 
onchocerciasis (river blindness), and plague, to name 
but a few arthropod-borne diseases. The public health 
importance of arthropod- borne diseases can scarcely 
be overstated: They contribute substantially to mor-
bidity and mortality in affected countries and signifi-
cantly retard social, economic, and developmental 
progress in those regions. The 2015–2016 Zika virus 
and 2013–2015 chikungunya pandemics demonstrate 
that emerging arthropod-borne diseases will continue 
to be a threat worldwide.

Etiologic Agents and Clinical Features
As noted earlier, arthropod-borne diseases are caused 
by a wide variety of pathogens. This section limits its 
discussion to malaria, dengue fever, yellow fever, Zika, 
American trypanosomiasis, and African trypanoso-
miasis. Note, however, that many of the prevention 
and control issues discussed in the context of these 
diseases are applicable to other arthropod-borne dis-
eases. Onchocerciasis is discussed in the section on 
infectious causes of blindness.

Malaria is a febrile disease caused by five species 
of the parasitic Plasmodium protozoa: P. malariae, 

P. falciparum, P. vivax, P. ovale, and P. knowlesi. Dengue 
is caused by the four dengue viruses, which produce 
a spectrum of disease ranging from undifferentiated 
fever; to classic dengue fever, which is self-limiting 
and rarely fatal; to dengue hemorrhagic fever, which 
is characterized by plasma leakage and hemorrhage 
that can progress to shock and death. Yellow fever is 
caused by a virus of the same name; it is characterized 
by fever and, in severe cases, hemorrhage, jaundice, 
and liver and kidney involvement. Zika is caused by 
a cousin of the dengue and yellow fever viruses, Zika 
virus. It generally produces a mild, self-limited illness; 
however, in pregnant women, infection can lead to 
severe birth defects or loss of the pregnancy. In addi-
tion, Zika virus infection can lead to neurologic prob-
lems in adults, including Guillain-Barré syndrome 
and encephalitis.

American trypanosomiasis (Chagas disease) is 
caused by the protozoan parasite Trypanosoma cruzi. 
Acute infections are usually mild, but approximately 
one-third of infected individuals develop more severe 
chronic manifestations after several years of asymp-
tomatic infection, including gastrointestinal tract 
damage, neurologic involvement, and cardiac damage 
leading to heart failure.

African trypanosomiasis (also known as sleeping 
sickness) is caused by two subspecies of the protozoan 
parasite Trypanosoma brucei—namely, T.b. rhode-
siense and T.b. gambiense. Individuals infected with 
T.b. rhodesiense develop symptoms within weeks to 
months, whereas those infected with T.b. gambiense 
develop symptoms over a period of months to years. 
In both cases, the disease follows a course of central 
nervous system derangement, coma, and certain death 
if left untreated.

Descriptive Epidemiologic Features 
and Risk Factors
Although malaria is found in 91 countries around the 
world, more than 90% of cases occur in Africa (WHO, 
2016j). The parasite is transmitted between humans 
(who serve as the reservoir) by the female Anopheles 
mosquito. In endemic areas, where transmission is 
constant, individuals who survive gradually develop 
immunity to severe disease. As a consequence, young 
children (who have not yet developed immunity) and 
pregnant women (who have depressed immune func-
tion) experience the highest rates of malaria morbid-
ity and mortality. Susceptible individuals who enter 
endemic areas (e.g., migrant laborers, displaced per-
sons, and travelers) are also at risk. Of the five spe-
cies of malaria parasite, P. falciparum causes the most 
severe disease, with P. vivax, P. malariae, and P. ovale 
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causing milder forms of illness. Evidence suggests 
that infection with P. knowlesi may be more widely 
distributed than initially thought, as well as more 
severe, with approximately 1 out of 10 patients devel-
oping life-threatening disease (Cox-Singh et al., 2008; 
 Daneshvar et al., 2009).

As many as 3.9 billion people live in areas where 
they are at risk for dengue virus infection, result-
ing in an estimated 390 million infections each year, 
of which 96 million present with clinically appar-
ent dengue infection (Bhatt et al., 2013; Brady et al., 
2012). Major epidemics of severe dengue have largely 
been limited to South and Southeast Asia and Latin 
 America, whereas epidemics of dengue fever are more 
widespread.

Four dengue virus serotypes exist, all of which 
produce the same spectrum of clinical disease. Infec-
tion with one serotype produces lifelong immunity 
to that serotype, but confers only transient cross- 
protection against the others. Preexisting antibodies, 
resulting from either a prior infection with another 
dengue serotype or transfer to infants of maternal 
dengue antibodies, are a risk factor for developing 
severe disease. In addition, viral virulence factors are 
thought to influence the clinical outcome of infection. 
Dengue viruses have an urban or peri-urban transmis-
sion cycle (human–mosquito–human) in which the 
mosquitoes Aedes aegypti and Aedes albopictus are the 
principal vectors. Frequently, multiple dengue virus 
serotypes cocirculate in endemic urban cycles that 
periodically erupt in widespread epidemics (Gubler, 
1998). A rural transmission cycle is also possible, but 
is less important from the public health perspective.

Yellow fever virus is endemic in 34 countries 
in sub-Saharan Africa and 13 countries in South 
 America (WHO, 2018b). A recent modeling study 
estimated that the burden of yellow fever in 2013 in 
Africa, where a majority of the cases are seen, was 
130,000 severe cases with 78,000 deaths (Garske et al., 
2014). Yellow fever has an urban transmission cycle in 
which mosquitoes (typically A. aegypti) transmit the 
 yellow fever virus between humans. Major epidemics 
of yellow fever occur when the virus is acquired by 
the urban vector and introduced to susceptible pop-
ulations.  Yellow fever also follows sylvatic and rural 
transmission cycles.

American trypanosomiasis (Chagas disease) occ-
urs mainly in the Americas and is an important public 
health problem in Latin America, where it is estimated 
that 6 to 77 million persons are infected with T. cruzi 
(WHO, 2017e). Historically, T. cruzi has been (and 
continues to be) endemic in rural areas, where a vari-
ety of wild and domestic animals serve as reservoirs 
for the parasite. This parasite is transmitted to humans 

by the bite of triatomine bugs, which infest houses 
built with materials that shelter the bugs (e.g., thatched 
roofs or cracked mud walls). In recent decades, rural 
migration has introduced the disease to urban areas, 
where T. cruzi then spreads via transfusion of infected 
blood. Congenital infection also occurs. Despite these 
alternative transmission routes, the triatomine vector 
remains the most important source of infection.

African trypanosomiasis is found exclusively in 
sub-Saharan Africa, where the disease occurs in rural, 
endemic pockets in 36 countries. In recent years, con-
trol efforts have led to a massive reduction in the num-
ber of new cases, with an estimated 50,000 to 70,000 
cases in 2006 declining to 2,804 reported cases in 2015 
(WHO, 2017f). Although African trypanosomiasis 
was nearly eliminated by the early 1960s, its incidence 
soared in the following decades, and devastating epi-
demics occurred in the wake of civil disturbance, war, 
and population movements. Recently, a dramatic 
reduction in incidence and associated mortality has 
been achieved through improved case finding and 
treatment. The parasite that causes African trypano-
somiasis, T. brucei, is transmitted to humans by the 
bite of the tsetse fly. Cattle and wild animals are the 
major reservoirs for T.b. rhodesiense, which is found 
in eastern and southern Africa, whereas humans are 
the major reservoir for T.b. gambiense, which is found 
in western and central Africa.

Current Approaches to Prevention 
and Control
The historical context of the current malaria control 
strategy is helpful in understanding how approaches 
to prevention and control evolve over time (Trigg &  
Kondrachine, 1998). In the 1950s, malaria pre-
vention programs focused on parasite eradication 
through the use of antimalarial drugs (e.g., chloro-
quine) to eliminate human infection and reduce the 
parasite reservoir, and on residual insecticides (e.g., 
 dichlorodiphenyltrichloroethane [DDT]) to interrupt 
malarial transmission via its mosquito vector. By the 
late 1960s, the incidence of malaria had been greatly 
reduced in areas that implemented these programs, 
including Latin America and tropical Asia. These 
improvements proved unsustainable, however—in 
part because of the rigidity of the eradication pro-
gram, which was vertically structured and failed to 
consider regional differences in malaria epidemiology 
and public health infrastructure. Malaria resurged in 
the following decades (along with other mosquito- 
borne diseases, including dengue fever and yellow 
fever) as vector-control programs were not sustained. 
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Global malaria eradication was declared a failure and 
abandoned.

In the early 1990s, the international community 
identified malaria as a leading public health priority 
(again) and began to formulate new strategies for its 
control. In 1998, the Roll Back Malaria (RBM) Part-
nership was established to coordinate an international 
effort to reduce the global burden of malaria—the first 
such campaign in more than three decades. By 2009, 
thousands of organizations throughout the world were 
participating in RBM. The discovery of artemisinin 
and the development of artemisinin-based combina-
tion treatments (ACTs), which can be mass-produced 
relatively inexpensively and are highly effective against 
malaria parasites that have developed resistance 
to chloroquine and sulfadoxine– pyrimethamine, 
resulted in WHO recommending these agents as 
the first-line treatment for P. falciparum infection. A 
resultant increase in the deployment of ACTs has led 
to enhanced control of malaria.

In 2008, RBM released the Global Malaria Action 
Plan, which used a number of key tools, including 
long-lasting insecticide–treated bed nets, indoor resid-
ual spraying, intermittent preventive treatment during 
pregnancy, other vector-control strategies, improved 
diagnosis, and prompt provision of treatment. As a 
result, the incidence of malaria was reduced by 41% 
between 2000 and 2015. In 2015, the WHA adopted 
the Global Technical Strategy for Malaria 2016–2030 
(GTS), with the goals of reducing the incidence of 
malaria by 90% by 2030 compared to the 2015 inci-
dence, eliminating malaria from 35 countries where it 
was endemic in 2015, and preventing the reestablish-
ment of malaria in malaria-free countries.

Currently, there is no licensed malaria vaccine, 
although several are currently under development. 
The most promising malaria vaccine to date is RTS,S, 
an adjuvanted recombinant vaccine that has been 
shown to reduce clinical malaria cases by 26% fol-
lowing a three-dose primary series and 39% when a 
fourth dose is administered 18 months after the pri-
mary series (RTS,S Clinical Trials Partnership, 2015). 
Vaccine efficacy waned following the fourth dose, 
however, so additional booster doses may be necessary 
to provide long-term protection. Pilot studies of such 
regimens are set to begin in a number of  countries in 
Africa in 2018.

There is no specific treatment for dengue fever or 
dengue hemorrhagic fever beyond attentive clinical 
management. In 2015, Dengvaxia, a tetravalent vac-
cine for dengue virus, was licensed. In 2016, WHO rec-
ommended that countries highly endemic for dengue 
consider introducing this vaccine. By the end of that 

year, seven countries had approved use of Dengvaxia. 
Unfortunately, this vaccine is of limited use in the 
control of dengue, as it is currently licensed only for 
children aged 9 years and older and adults, due to its 
low efficacy in sero-naïve individuals. In addition, the 
efficacy of the vaccine is lower against dengue virus 
serotype 2. Five additional dengue vaccine candidates 
were under development in 2017, including two that 
are in Phase III clinical trials. Until an efficacious vac-
cine that protects against all four serotypes is widely 
used, the control and prevention of dengue fever will 
largely depend on mosquito control, disease surveil-
lance, and epidemic preparedness. A key component 
of the control of Aedes mosquitos is source reduction 
through elimination of mosquito breeding sites.

Immunization is the most important prevention 
measure against yellow fever. The yellow fever vaccine, 
designated as 17D, is safe, effective, and affordable; it 
requires only a single dose to provide multiple-year, 
likely lifelong protection. To prevent and control 
 yellow fever in endemic areas, WHO (1998c) recom-
mends routine infant immunization against yellow 
fever (within the EPI), mass immunization campaigns 
(e.g., preventive catch-up campaigns), vigilant case 
and vector surveillance, reactive immunization to 
contain outbreaks, and careful management of the 
vaccine supply. Since 2004, WHO has maintained a 
stockpile of approximately 6 million doses of yellow 
fever vaccine for emergency response, though this 
supply may not be enough if several concomitant 
large outbreaks occur. In response to the large-scale 
outbreaks in Angola and Democratic Republic of the 
Congo in 2016, the global stockpile was increased; 
however, the global supply has been stretched to keep 
up with increased demand.

For American trypanosomiasis (Chagas disease), 
it is currently recommended that all acute infections 
be treated, as well as chronic infections in children. 
A mounting body of evidence suggests that treat-
ment of all chronic infections may reduce the severity 
of illness; however, the drugs used in the treatment 
of acute manifestations (benznidazole and nifurti-
mox) are toxic, so treatment of chronic infections 
in adults depends on each individual’s health status. 
Prevention and control of  American trypanosomi-
asis currently focus on interrupting vector-related 
transmission and preventing transmission via the 
transfusion of infected blood. Vector-control efforts 
center on eradicating strictly domestic triatomine 
bugs and controlling domestic infestations of other 
(sylvatic) triatomine bugs, predominantly through 
indoor residual insecticide spraying in areas at high 
risk for American trypanosomiasis. The prevention 
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of transfusion- related transmission is accomplished 
by screening all blood donors for T. cruzi antibod-
ies and rejecting blood donations that test positive. 
The results of these efforts are encouraging, with the 
global burden of American trypanosomiasis having 
dropped substantially since the 1990s.

In 2007, WHO launched the WHO Global Net-
work for Chagas Elimination, with the goal of elimi-
nating American trypanosomiasis by 2010. That goal 
was not met, and, the past decade has seen spread 
of Chagas disease into areas previously considered 
non-endemic. In addition to the previously men-
tioned control measures, the WHO network is work-
ing to increase surveillance and access to diagnosis 
and treatment, as well as to develop new treatments 
and improved diagnostic tests.

The current strategy for the control and pre-
vention of African trypanosomiasis caused by T.b. 
gambiense involves active case finding and early treat-
ment, which reduces the human reservoir by curing 
the infection. Passive surveillance for T.b. gambiense 
infection is problematic because infected individuals 
are often infectious for months to years before they 
develop symptoms that lead to (passive) detection. In 
contrast, passive surveillance and epidemic prepared-
ness are often adequate to control the transmission of 
T.b. rhodesiense, which quickly leads to symptoms of 
infection. The drugs used to treat African trypano-
somiasis have significant drawbacks, including high 
levels of toxicity. The first-stage drugs, pentamidine 
and suramin, and second-stage drugs, melarsoprol 
and eflornithine, are provided by WHO to countries 
in which this disease is endemic.

Obstacles to Prevention and Control 
and Directions for Future Research
Insecticide resistance presents a major challenge to  
prevention strategies based on vector control. Vectors 
for malaria, dengue, and yellow fever have all developed 
resistance to multiple insecticides, including both the 
classic insecticides (e.g., DDT) and their replacements 
(e.g., organophosphates). Alternative insecticides 
have been developed but are often more costly and 
toxic than the first-line agents. The dynamic ecology 
of vector-borne pathogens is an additional barrier to 
effective vector control. For example, changing land-use 
patterns, shifting weather patterns, urbanization, and 
population movements may result in new foci for dis-
ease transmission. Moreover, national and international 
travel and commerce present continuing opportunities 
for reinfestation, necessitating continuous surveillance, 
even in areas that have achieved good vector control.

Drug resistance poses a serious problem for con-
trol strategies that rely on chemotherapy to treat dis-
ease and subsequently decrease transmission through 
the reduction of parasite load in humans. Nowhere is 
this problem more evident than in the history of the 
management of malaria. Drugs that once provided 
inexpensive and effective means of antimalarial pro-
phylaxis and therapy became severely compromised 
by resistance in many parts of the world, resulting 
in substantially increased morbidity and mortality. 
The discovery and use of ACTs, in combination with 
other interventions, has resulted in a renewed ability 
to control malaria—but resistance to ACTs was first 
detected in Cambodia in 2008 and has spread since 
that time (FIGURE 6-8). In addition, sporadic reports 
of ACT-resistant malaria continue to crop up, making 
careful monitoring to detect drug resistance essential 
for continued success.

Other barriers to the prevention and control of 
arthropod-borne diseases include the intermittent dis-
ruption of public health services as a consequence of 
civil disturbance or war and the ever-present problem 
of limited resources. Problems include the difficulty 
of sustaining support for successful control measures 
(e.g., indoor insecticide spraying to control the vector- 
borne spread of American trypanosomiasis) once the 
disease has been brought under control and, therefore, 
is no longer a public health priority.

Future prospects for the improved prevention of 
arthropod-borne disease rest primarily on vaccine 
development. Current research is focused on develop-
ing additional tetravalent dengue fever vaccines and 
vaccines against malaria and Zika virus.

FIGURE 6-8 Distribution of malarial multidrug resistance, 
2016.

Lao People’s
Democratic Republic

Cambodia

Viet Nam

Thailand

Myanmar

Yunnan Province,
China

1 ACT
2 ACTs
4 ACTs

ACT, artemisinin - based combination therapy

Reprinted from World Health Organization. (2016). World malaria report, 2016. http://apps.who.int/iris/bitstream 
/10665/252038/1/9789241511711-eng.pdf?ua=1

Malaria and Other Arthropod-Borne Diseases 235

http://apps.who.int/iris/bitstream/10665/252038/1/9789241511711-eng.pdf?ua=1
http://apps.who.int/iris/bitstream/10665/252038/1/9789241511711-eng.pdf?ua=1


 ▸ Helminthiasis
Overview
Approximately 1.5 billion people are believed to 
be chronically infected with parasitic helminths 
(WHO, 2017g). The vast majority of these individ-
uals live in LMICs, where environmental sanitation 
is poor. Each parasite produces different manifes-
tations, depending on the site, intensity, and length 
of infection. The host response also influences the 
clinical course of infection. In general, children 
experience the heaviest worm burden, and per-
sistent infection throughout childhood is common 
in LMICs. Heavy, prolonged infection adversely 
affects growth, development, and educational 
achievement, and significantly increases childhood 
morbidity. In adults, helminthiases can produce 
acute and chronic morbidity, leading to impaired 
productivity, chronic disability, and reduced quality 
of life.

In terms of global prevalence, morbidity, and 
mortality, the most important helminthic infections 
are schistosomiasis (207 million infections), ascari-
asis (807 million to 1.2 billion infections), trichuri-
asis (800 million infections), hookworm (576 to 740 
million infections), onchocerciasis (26 million infec-
tions), and lymphatic filariasis (120 million infections) 
(CDC, 2013, 2017, 2018; WHO, 2017h). Although 
many of these infections are minimally symptomatic, 
the number of clinically significant cases is substan-
tial. This section focuses on schistosomiasis and the 
most common intestinal helminthiases—that is, asca-
riasis, trichuriasis, and hookworm. Dracunculiasis, a 
disease of considerable historical importance, is also 
considered.

Etiologic Agents and Clinical Features
Human schistosomiasis (also known as bilharziasis) 
is caused by a group of blood trematodes (flukes) 
known as schistosomes. The three main species that 
infect humans are Schistosoma mansoni, Schistosoma 
japonicum, and Schistosoma haematobium. Two other 
species, Schistosoma mekongi and Schistosoma inter-
calatum, also parasitize humans, but such infections 
are uncommon and will not be discussed further. 
Acute schistosomiasis (Katayama fever) is character-
ized by fever and chills, abdominal pain, diarrhea, and 
enlargement of the spleen or other organs. Infection 
with S. japonicum is most commonly associated with 
acute disease, although any type of schistosomiasis 
can cause these findings. Chronic disease is initiated 

by the deposition of schistosome eggs in the body, 
which induces inflammation and scarring. Chronic 
infection with S.  mansoni or S. japonicum can lead to 
hepatosplenic and intestinal involvement, although 
most infected individuals remain asymptomatic. 
Chronic infection with S. haematobium is associ-
ated with urinary tract disease, and a much higher 
proportion (50% to 70%) of infected individuals are 
symptomatic (WHO, 1993). S. haematobium infec-
tion is also associated with an increased risk of blad-
der cancer.

The most common intestinal helminthiases 
of humans are caused by Ascaris lumbricoides, 
 Trichuris trichiura (whipworm), and two species of  
hookworm, Ancylostoma duodenale and Necator 
americanus. These parasites produce a diverse range 
of clinical manifestations, although persons with light 
infections generally remain asymptomatic. When 
worm burdens are high, A. lumbricoides infection 
is associated with malnutrition and stunted growth. 
A. lumbricoides is also the largest of the intestinal 
helminths, measuring 15 to 35 centimeters in length; 
thus, single worms can cause obstruction and inflam-
mation of the appendix, bile duct, or pancreatic duct, 
and a bolus of worms can cause intestinal obstruc-
tion leading to death. Trichuriasis is associated with 
abdominal pain, diarrhea, and general malaise when 
moderate worm loads are present, whereas nutri-
tional deficiencies, anemia, and stunted growth can 
result from heavier worm loads. Hookworms attach 
to the intestinal mucosa leading to chronic blood loss 
(Hotez et al., 2006). The major clinical manifestations 
of hookworm infection are iron-deficiency anemia 
and hypoalbuminemia.

Dracunculiasis is caused by Dracunculus medin-
ensis (Guinea worm), a long (60 to 90 centimeters), 
thin nematode. Symptoms of the disease are caused by 
the migration of the worm to the subcutaneous tissues 
and its eruption through the skin. Clinical manifes-
tations can include the formation of a  blister or bleb 
at the site where the worm will emerge  (usually the 
ankle or foot), hives, nausea, vomiting, diarrhea, and 
asthma. The blister ulcerates as the worm emerges, 
and local pain typically persists until the worm is 
expelled or extracted, which can take several weeks. 
Secondary infection of the worm track is common. 
Severe disability generally lasting one to three months 
occurs in most persons who become infected, with 
0.5% of infected individuals experiencing perma-
nent disability (Hunter, 1996). Even short-term dis-
ability can have a substantial economic impact if the 
worm emerges during the months when important 
 agricultural work is performed (Hopkins, 1984).
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Descriptive Epidemiologic Features 
and Risk Factors
Schistosomiasis is the single most important hel-
minthic disease and the second most important 
parasitic disease (after malaria) worldwide. An esti-
mated 218 million persons in 78 countries and terri-
tories  harbor this infection, resulting in an estimated 
3.3 million disability-adjusted life-years (DALYs) lost 
each year (Hotez et al., 2014; WHO, 2017h). S. mansoni, 
the most widespread of the schistosomes, is found in 
parts of Africa, the Middle East, the Caribbean, and 
South America; S. haematobium is restricted to Africa 
and the Middle East; and S. japonicum is currently 
found only in the Western Pacific countries. Overall, 
the vast majority of people requiring treatment for 
schistosome infections (90%) reside in sub-Saharan 
Africa (WHO, 2017h).

The life cycle of the schistosome is quite complex, 
and a complete description is beyond the scope of this 
chapter. Nevertheless, a brief discussion is necessary to 
understand how infection plays out in human hosts. 
Adult worms live, mate, and deposit their eggs in the 
blood vessels lining the human intestines (S. mansoni 
and S. japonicum) or bladder (S. haematobium). These 
eggs migrate into the intestine or bladder and are passed 
out in the excreta. When deposited in fresh water, 
the eggs develop into immature parasites (miracidia) 
that infect fresh- water snails. The immature parasites 
then develop into infective larvae (cercariae). When 
released into the surrounding water, the larvae swim 
about. Those coming in contact with humans during 
this time penetrate through the skin and eventu-
ally reach the vascular system, completing the cycle. 
Thus, the maintenance of schistosomes in a given area 
requires the presence of the intermediate host, the con-
tamination of water with egg-laden excreta, and the 
exposure of humans to contaminated water.

Because schistosomes do not multiply in the 
human host, the intensity of infection is largely deter-
mined by the rate at which new worms are acquired. 
Studies have shown that the infection rate for schis-
tosomes typically peaks during childhood and then 
declines with advancing age (Butterworth, Dunne, 
Fulford, Ouma, & Sturrock, 1996; Hagan, 1996). This 
finding is thought to reflect age-dependent changes in 
both water exposure and immunity to infection.

The public health impact of intestinal helmin-
thiases on LMICs is substantial. As noted earlier, A. 
lumbricoides, T. trichiura, and hookworm each infect 
740 million to 1.2 billion individuals globally (CDC, 
2013, 2017, 2018). Although the morbidity and mor-
tality associated with intestinal helminthiases are 

relatively low, the burden of illness is considerable due 
to the extremely high prevalence of these infections 
(WHO, 2017g).

A. lumbricoides, T. trichiura, and hookworm share 
a relatively simple life cycle. The parasites mature and 
mate in the human intestine and produce eggs that are 
passed out in the feces. When deposited on moist soil, 
these eggs develop into the infective form of the parasite. 
(Because this part of the life cycle is spent in soil, these 
worms are collectively referred to as geohelminths.) 
Humans acquire the parasite when contaminated soil is 
ingested or, in the case of  hookworm, when the infec-
tive larvae in the soil penetrate exposed skin. Thus, the 
maintenance of these  helminths requires the deposition 
of feces in soil and the exposure of humans to that soil. 
For A.  lumbricoides and T. trichiura, the peak intensity 
of infection typically occurs among young children; in 
contrast, for  hookworm, the peak occurs among adults 
(Bundy, Hall, Medley, & Savioli, 1992).

Dracunculiasis is contracted by drinking con-
taminated water. Parasitic larvae then migrate to the 
abdominal cavity, where they mature into adult worms 
over the course of a year. After copulation, the gravid 
female worm migrates through the body to the subcu-
taneous tissue and then secretes irritants that ulcerate 
the skin and expose the worm. When the affected body 
site is immersed in water, the worm expels clouds of 
larvae. The larvae are consumed by copepods (minute 
fresh-water crustaceans, also known as water fleas), 
which are in turn ingested by humans who drink con-
taminated water. Dracunculiasis occurs in individuals 
of all ages, but is less common in very young children, 
possibly because breastfeeding reduces their level of 
water consumption (Hunter, 1996).

A global campaign to eradicate dracunculiasis was 
launched in the 1980s as a part of the United Nations 
International Drinking Water Supply and Sanitation 
Decade (1981–1990). Since then, the incidence of this 
disease has declined from 4 million reported cases in 
1981 (Hopkins, Ruiz-Tiben, & Ruebush, 1997) to 25 
confirmed cases in 2016 (WHO, 2017i). Endemic dis-
ease is now confined to just three African countries, 
and dracunculiasis is likely to be the next disease that 
is eradicated.

Current Approaches to Prevention  
and Control
The major strategies to control helminthic infections 
focus on preventive chemotherapy, environmental 
sanitation and health education, and control or erad-
ication of the intermediate host. No antihelminthic 
vaccines are currently available.
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For the control of schistosomiasis and infection 
with geohelminths, WHO emphasizes controlling 
morbidity by reducing the intensity of infection (the 
number of worms per person) rather than reducing 
the prevalence of infection (the number of persons 
with worms). The former is achieved in the short 
term through regular deworming, despite reinfection, 
whereas the latter requires improved environmental 
sanitation, intermediate-host control (in the case of 
schistosomiasis, for example), or both, and is viewed 
as a long-term goal. WHO recommends preven-
tive treatment for schistosomiasis, soil-transmitted 
 helminthiases, lymphatic filariasis, and onchocercia-
sis. This approach is possible because safe, effective, 
and inexpensive oral treatments are available for 
these common helminthiases. Five neglected trop-
ical diseases—schistosomiasis, lymphatic filariasis, 
onchocerciasis, soil-transmitted helminthiases, and 
trachoma— are currently controlled through an inte-
grated approach to tailored preventive chemother-
apy (FIGURE 6-9) (WHO, 2017j). In this approach, six 
drugs are used in differing combinations, depending 
on which diseases are present, to both treat infected 
individuals and reduce transmission in the commu-
nities. This approach has not only reduced morbidity, 
but also led to increased control and is contributing 
to elimination of these diseases. More than 1.5 billion 
people were in need of preventive chemotherapy for 
these diseases in 2015.

Ultimately, most helminthiases are diseases of 
poor sanitation. Providing for the sanitary disposal 
of human excreta prevents the contamination of soil 
and water, thereby breaking the chain of transmis-
sion. However, environmental improvements must be 

made at the community level to be effective. Improve-
ments in environmental sanitation are complemented 
by health education to promote healthy behaviors. For 
example, WHO has determined that schistosomiasis 
could be largely prevented by eliminating indiscrimi-
nate urination and defecation, and increasing compli-
ance with medical interventions (WHO, 1993).

Control of the intermediate host species for cer-
tain helminths, such as snail control for schistoso-
miasis, can also play an important role in preventing 
transmission. The primary strategies for snail control 
include application of molluscicidal agents and envi-
ronmental management. Recent reviews have indi-
cated that regular applications of molluscicides can 
significantly contribute to elimination efforts (King, 
Sutherland, & Bertsch, 2015; Sokolow et al., 2016). 
Control of the intermediate host plays a crucial role in 
preventing the transmission of dracunculiasis. Much 
of the success of the dracunculiasis eradication cam-
paign has been achieved by teaching people to pour 
drinking water through a finely woven cloth or to use 
a small straw-like device to filter out the tiny fleas that 
carry the Dracunculus parasite. Chemical eradicants 
have also played a role.

Obstacles to Prevention and Control 
and Directions for Future Research
Major obstacles to the effective implementation of 
chemotherapy-based interventions are related to the 
logistical and financial difficulties of treating the large 
number of individuals in need. In addition, chemo-
therapy does not address the conditions that led to the 

FIGURE 6-9 Five neglected tropical diseases amenable to preventive chemotherapy.
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Reprinted from World Health Organization. (2017). Crossing the Billion. Geneva, Switzerland: Author.
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primary infection; thus, reinfection is likely to occur, 
necessitating repeated treatments and further costs.

Adequate environmental sanitation is generally 
viewed as the only long-term solution to the con-
trol of intestinal helminthiases and schistosomiasis. 
However, providing safe drinking water and ade-
quate disposal facilities in LMICs has proved to be an 
extremely difficult, costly, and lengthy process. Cur-
rent control efforts emphasize targeted chemothera-
peutic interventions to relieve the immediate burden 
of disease while maintaining universal sanitation as a 
long-term goal.

Although a massive reduction in the burden of 
illness caused by the Dracunculus parasite has been 
achieved, as with any disease, the last cases are the most 
difficult to find, particularly in areas with political insta-
bility or conflict. Furthermore, the recent finding of  
D. medinensis infection in dogs in endemic areas poses a 
major obstacle to achieving eradication. Further research 
is needed to understand risk factors for infection in dogs 
and the role of dogs in the transmission cycle.

 ▸ Zoonoses
Overview
Zoonoses are defined as diseases and infections that 
are naturally transmitted between vertebrate animals 
and humans. Zoonotic agents include a wide variety of 
bacteria, viruses, protozoa, and helminths, while their 
nonhuman hosts include wild animals and birds, food 
and draft animals, and household pets.

More than 200 different zoonoses are currently 
recognized (Hart, Trees, & Duerden, 1997). Zoo-
notic infections have a worldwide distribution and 
collectively produce significant morbidity and mor-
tality. For example, indigenous rabies, which has a 
global distribution, causes more than 59,000 deaths 
annually (WHO, 2017k). Yersinia pestis, the bacte-
rium that causes plague, remains enzoonotic in many 
parts of Africa, Asia, and South America, and in the 
 southwestern United States. Although only 3,248 cases 
of human plague were reported to WHO between 
2010 and 2015, the control of human plague remains 
a public health priority because of its epidemic poten-
tial and relatively high case fatality ratio. In LMICs, 
important zoonoses include rabies, plague, anthrax, 
leptospirosis, leishmaniasis, African trypanosomiasis, 
and a number of  hemorrhagic fever viruses. Food-
borne zoonoses, such as salmonellosis, campylobac-
teriosis, and certain E. coli infections, also contribute 
to the global burden of disease, while occupational 
zoonoses such as brucellosis, echinococcosis, and 
Q fever have regional significance. Finally, zoonotic 

infections are a rich source of emerging diseases, such 
as severe acute respiratory syndrome (SARS), avian 
influenza in humans, Nipah virus encephalitis, vari-
ant Creutzfeldt-Jakob disease, and Ebola hemorrhagic 
fever.

Although zoonoses have a worldwide distribu-
tion, LMICs bear a greater burden of these diseases 
than high-income countries. This divergence reflects, 
in part, differences in opportunities for exposure to 
zoonotic pathogens. Residents of LMICs typically 
experience more frequent and intimate contact with 
animals, and they often live in situations of suboptimal 
environmental sanitation (which promotes exposure 
to infective material, such as contaminated animal 
excreta). In addition, many control measures that are 
readily available in high-income countries (e.g., mass 
veterinary vaccination of domesticated animals) may 
not be available or affordable in LMICs.

Zoonotic pathogens are transmitted to humans by 
five major routes:

1. Inhalation: Transmission occurs when infe-
ctive materials are aerosolized and inhaled.

2. Ingestion: Transmission occurs when 
humans consume contaminated meat, milk, 
or blood from infected animals or when 
food-stuffs (e.g., fruits and vegetables), 
drinking water, or hands are contaminated 
with infective materials, which are then 
ingested.

3. Nontraumatic contact: Transmission typi-
cally occurs when pathogens enter through 
the skin (or mucosal surfaces or conjuncti-
vae) as a result of direct or indirect contact 
with animal hides, hair, excreta, blood, or 
carcasses.

4. Traumatic contact: Transmission occurs via 
animal bites or scratches.

5. Arthropod: Transmission occurs by bit-
ing arthropods that feed on animals and 
humans.

For some zoonoses, humans are incidental, dead-
end hosts. Human-to-human transmission of rabies 
or anthrax, for example, is extremely rare. For other 
zoonoses, humans may serve as a reservoir for infec-
tion, transmitting pathogens to other humans or even 
back to animals.

Zoonoses produce a wide variety of diseases with 
distinct clinical and epidemiologic characteristics. 
In addition, they are associated with many different 
animals occupying a number of ecologic niches, both 
urban and rural. Approaches to the control and preven-
tion of zoonoses necessarily reflect these differences. 
The general principles underlying these strategies 
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often include good animal husbandry (including vac-
cination when appropriate), environmental sanita-
tion, vector control, and the control or elimination of 
animal reservoirs (e.g., rats or other wild animals). 
The One Health approach recognizes the interplay of 
human health, animal health, and the environment, 
and encourages collaborative efforts across multiple 
disciplines to improve the health of all (see the Public 
Health Infrastructure chapter for more information on 
this approach).

Rather than attempting to survey the entire range 
of zoonoses, this section is limited to a detailed discus-
sion of rabies and leptospirosis, which are important 
zoonoses in many LMICs.

Etiologic Agents and Clinical Features
Rabies is caused by the rabies virus, which is a Lyssa 
virus belonging to the Rhabdoviridae family. Typically 
transmitted by the bite of a rabid animal, human rabies 
is an acute, encephalitic disease that is almost always 
fatal. Following inoculation, there is an asymptom-
atic incubation period typically lasting one to three 
months, although periods as short as a few days and 
as long as several years have been reported (Fishbein, 
1991). Post-exposure prophylaxis must be initiated 
during this period to be effective.

The prodromal period for rabies begins with 
the early signs of disease, which include nonspecific 
symptoms (e.g., fever and malaise) and abnormal 
sensations near the site of inoculation. This stage is 
followed by a 2- to 10-day period of acute neurologic 
dysfunction that manifests as furious rabies in 
approximately 80% of cases and paralytic (dumb) 
rabies in the remainder (Fishbein, 1991). Furious 
rabies is characterized by periods of extreme agi-
tation and hyperactivity interspersed with periods 
of normalcy. Hydrophobia, aerophobia, combative-
ness, and hallucination may also occur. Features of 
paralytic rabies include paresthesias, weakness, and 
paralysis. The almost inevitable final stage of rabies 
(both furious and paralytic) is coma followed by 
death.

Leptospirosis is an acute febrile disease caused by 
pathogenic bacteria of the genus Leptospira. The clin-
ical course of the disease is variable: The majority of 
infections are asymptomatic or result in mild disease, 
but 5% to 10% of persons who become infected will 
develop more severe manifestations, including kidney 
failure and pulmonary hemorrhage (Levett, 2001). 
Ocular involvement may occur as well.

Leptospira bacteria are classified serologically into 
200 serovars arranged in 24 serogroups; alternatively, 

the organism may be classified genotypically into 
genomospecies (Vinetz, 2001). The serologic classifi-
cation scheme is more frequently used in epidemio-
logic studies. Certain serovars were once thought to 
be associated with more severe disease, but evidence 
supporting this hypothesis is lacking (Levett, 2001; 
Vinetz, 2001).

Descriptive Epidemiologic Features 
and Risk Factors
Rabies is a disease of animals; humans are incidentally 
infected and only rarely transmit the virus. Animal res-
ervoirs include dogs, cats, and wild animals (notably 
foxes, skunks, wolves, coyotes, raccoons, mongooses, 
and bats). Most human rabies cases are acquired from 
dogs, which are the source of more than 95% of fatal 
rabies infections in humans in LMICs. In countries 
where immunization of domestic animals is common, 
wild animals constitute the principal reservoirs of 
infection and human rabies is extremely rare.

Rabies virus is present in the saliva of infected 
animals and is typically transmitted to humans by the 
bite of a rabid animal. It may also be transmitted when 
intact mucous membranes are exposed to infective 
saliva. Not every exposure results in infection. Never-
theless, if infection occurs, it is almost always fatal in 
the absence of post-exposure prophylaxis.

Leptospirosis has a worldwide distribution, but 
its incidence is difficult to assess. In general, the 
incidence and prevalence of infection are low in 
high- income countries and higher in LMICs. For 
example, in some LMICs, prevalence of antibodies 
to leptospirosis in the range of 18% to 48% has been 
reported, suggesting that exposure to the causative 
organism is common in such settings (Ellis, 1998). 
As with rabies, human infection with Leptospira is 
incidental, and humans do not contribute to the 
transmission of the bacteria. The main animal res-
ervoirs for Leptospira serovars that cause human 
disease are rats, dogs, pigs, and cattle.

Transmission of leptospires to humans typically 
occurs in one of two ways: (1) through contact with 
water that has been contaminated with the urine of 
infected animals or (2) through direct contact with 
infective animal urine. The bacteria infect humans by 
entering through broken skin, water-softened intact 
skin, mucosal surfaces, or conjunctivae. Human lepto-
spirosis is an occupational disease among those whose 
professions involve contact with host animals (e.g., 
dairy farmers) or water (e.g., rice farmers). Home and 
recreational exposures are also becoming increasingly 
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important, particularly in LMICs. In addition, peri-
odic flooding due to heavy rains can produce large 
epidemics of leptospirosis.

Current Approaches to Prevention 
and Control
The control of human rabies is achieved by the pre-
vention of human exposure to the virus and the 
prevention of disease through post-exposure pro-
phylaxis when exposure does occur. Historically, 
rabies vaccines were not deemed suitable (i.e., suf-
ficiently inexpensive, safe, and effective) for mass 
pre- exposure immunization of humans. However, 
research is currently under way to gather evidence to 
support investment in rabies vaccination programs in 
Africa and Asia (WHO, 2017k).

The prevention of human exposure to rabies 
in LMICs primarily depends on the control of dog 
rabies, which can be achieved through the widespread 
use of the canine rabies vaccine. The mass vaccination 
of pet dogs and the elimination of stray or feral dogs 
has been successful in reducing human and dog rabies 
in many countries. For example, in the Americas, the 
incidence of human rabies was reduced by more than 
95% and dog rabies was reduced by more than 98% 
between 1983 and 2016 (WHO, 2017k).

The prevention of human disease once expo-
sure to rabies virus has occurred depends on good 
local wound care (e.g., flushing with soap and water) 
and post-exposure prophylaxis, which entails pas-
sive immunization with immunoglobulin and active 
immunization with the rabies vaccine. Although the 
complete post-exposure regimen almost always pre-
vents disease, this regimen must be delivered during 
the incubation period: Neither immunization nor 
other treatments alter the course of disease once symp-
toms develop. There are no diagnostic tests that can 
detect rabies infection in humans prior to the onset of 
symptoms; thus, all individuals with suspected or pos-
sible infections must receive prophylactic treatment.

The prevention of human leptospirosis focuses 
on interrupting the transmission of leptospires to 
humans. Preventive measures include the vaccina-
tion of certain host animals (e.g., cattle) or the elim-
ination of others (e.g., rats). Human vaccination has 
met with limited success and is not widely applied. 
Environmental control strategies aimed at reducing 
hazards such as stagnant bodies of water or the peri-
odic flooding of residential areas, as well as educa-
tional campaigns aimed at decreasing unnecessary 
water exposures, may enhance prevention efforts. 

Occupational improvements that curtail contact with 
host animals or contaminated water are also desirable. 
Antibiotic therapy and supportive care remain the 
treatment of choice, although evidence supporting the 
effectiveness of antibiotic therapy is limited.

Obstacles to Prevention and Control 
and Directions for Future Research
The major obstacle to the improved control of rabies 
is the difficulty of achieving adequate vaccine cover-
age among dog populations in LMICs. At least 70% of 
the canine population must be vaccinated in endemic 
areas to control rabies. Ensuring the delivery of vac-
cine to stray and feral dogs (or eliminating these dogs 
altogether) is especially problematic. With sustained 
effort, WHO considers the global elimination of urban 
(canine) rabies to be an attainable goal.

The future control of leptospirosis is less promis-
ing. Animal vaccination may not be economically fea-
sible for many farmers, and vaccines are not available 
or appropriate for every host species. The elimina-
tion of wildlife hosts (e.g., rats) is usually not feasi-
ble. Improvements in working and living conditions 
to reduce contact with animals and their excreta are 
desirable (for many reasons), yet difficult to achieve 
in LMICs. Until these difficulties are overcome, the 
control of leptospirosis must rely on health educa-
tion to reduce risky behavior, veterinary education to 
promote good animal husbandry, and medical educa-
tion to ensure the prompt diagnosis and treatment of 
leptospirosis.

 ▸ Viral Hemorrhagic Fevers
Overview
The viruses that cause hemorrhagic fever (HF) belong 
to five different families (TABLE 6-6), and the illnesses 
they produce have distinct epidemiologic features. 
Despite their differences, these viruses produce a com-
mon clinical picture that is characterized by fever and 
hemorrhage, as their name suggests.  Hemorrhagic 
manifestations can include petechiae, ecchymoses, 
bleeding gums, nosebleeds, vaginal bleeding, and 
bleeding from other mucosal surfaces, producing 
bloody urine, stool, and vomit. Complications can 
include cardiovascular and neurologic disturbances, 
shock, and death.

The spectrum of disease typically associated with 
each type of virus varies substantially. For exam-
ple, Lassa virus infections are inapparent or result 
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TABLE 6-6 Distribution and Modes of Transmission of Viral Hemorrhagic Fevers

Family, Genus, and 
Virus Disease

Principal Means of 
Transmission Principal Locations

Flaviviridae

Flavivirus

Dengue Dengue HF Mosquito Asia, Latin America

Yellow fever Yellow fever Mosquito sub-Saharan Africa, South America

Kyasanur Forest 
disease

Kyasanur Forest Tick India 

Omsk HF Omsk HF Tick, muskrat Russia 

Alkhurma HF Alkhurma HF Tick Egypt, Saudi Arabia

Arenaviridae

Arenavirus

Lassa Lassa fever Rodent, 
person-to-person

West Africa 

Junin Argentine HF Rodent Argentina 

Machupo Bolivian HF Rodent Bolivia 

Guanarito Venezuelan HF Rodent Venezuela 

Sabio Brazilian HF Unknown Brazil

Lujo Lujo HF Rodent, 
person-to-person

South Africa

Chapare Chapare HF Rodent Bolivia

Bunyaviridae

Phlebovirus

Rift Valley fever Rift Valley fever Mosquito Africa

Nairovirus

Crimean–Congo HF Crimean–Congo HF Tick, person-to-person Africa, Asia, Eastern Europe, Middle East

Hantavirus

Hantaan, Seoul, and 
others

HF with renal 
syndrome

Rodent Asia, Europe
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Filoviridae

Filovirus

Marburg Marburg HF Person-to-person Africa

Ebola Ebola HF Person-to-person Africa

Paramyxoviridae

Henipavirus

Nipah Pig, bat, 
person-to-person

Malaysia, Singapore

Hendra Horse Australia

Abbreviation: HF, hemorrhagic fever.

in mild symptoms in many people, yet cause severe 
life-threatening disease in others. Ebola virus and 
Marburg virus, by comparison, appear to cause severe 
disease in virtually all those infected. The severity of 
the clinical illness that results from infection also var-
ies according to differences in host response, viral vir-
ulence factors, and dose.

Infection with the HF viruses is, in general, 
relatively rare (Lassa virus is a notable exception). 
Although outbreaks are dramatic and lead to major 
responses on the part of public health and other offi-
cials, such infections do not typically have the same 
public health impact in terms of morbidity and mor-
tality as the infectious diseases that more commonly 
afflict inhabitants of most LMICs (WHO, 1985). 
However, because most HF viruses are extremely vir-
ulent and capable of causing epidemics, developing 
strategies to control these viruses is a public health 
priority. In addition, some of the viruses, such as the 
South American HF viruses, pose regional public 
health hazards within their areas of endemicity.

All HF viruses are thought to be zoonotic. These 
viruses have been proven or are suspected to be trans-
mitted from animals to humans by an arthropod vec-
tor (e.g., ticks or mosquitoes) or by direct or indirect 
contact with the animal reservoir (e.g., rodents or 
bats) of the virus (see Table 6-7). In endemic areas, 
the temporal distribution of many viral HFs follows 
seasonal changes in the activity and density of the vec-
tor or animal reservoir or seasonal changes in human 
activity. The age and sex distributions of infection and 
disease caused by some HF viruses reflect differences 

in exposure to the vector or reservoir, whereas other 
viruses affect persons of all ages and both sexes.

Several of the HFs have only recently been recog-
nized and had their agents characterized. For exam-
ple, the South American HFs, Ebola HF, and Marburg 
HF appear to have emerged in just the past 50 years, 
presumably as a result of increased human activity or 
settlement in areas where these viruses were already 
circulating among their zoonotic hosts. In some 
instances, such as with Argentine HF, the geographic 
range of the virus has expanded beyond its initial 
focus (Vainrub & Salas, 1994). The development of 
control and prevention strategies for newly emerging 
infections can pose special difficulties because inves-
tigators have not yet conducted the research needed 
to formulate treatment modalities, vaccines, vector -
control strategies, and other preventive measures.

Etiologic Agents and Clinical Features
Although at least 19 different HF viruses exist (see 
Table 6-6), the public health significance of each virus 
differs substantially. The most prominent (in terms 
of incidence of disease) are the Lassa, yellow fever, 
and dengue viruses. The latter two are discussed in 
the section on arthropod-borne diseases. Ebola virus 
and Marburg virus are notable for their epidemic 
potential and extraordinarily high case fatality ratios, 
whereas the South American HFs caused by the Junin, 
 Machupo, and Guanarito viruses have regional public 
health importance. Detailed discussion of the remain-
ing HF viruses is beyond the scope of this chapter.
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Descriptive Epidemiologic Features 
and Risk Factors
Ebola HF emerged in 1976 when concurrent epidem-
ics occurred in Democratic Republic of the Congo 
(formerly Zaire) and Sudan. These outbreaks were 
caused by distinct subtypes of the virus and were char-
acterized by high case fatality ratios (88% in Demo-
cratic Republic of the Congo and 53% in Sudan). In 
total, 602 persons were infected and 431 died in the 
two outbreaks. A number of subsequent outbreaks 
occurred in Africa between 1979 and 2012. These 
outbreaks were limited in size and scope, resulting in 
fewer than 500 cases, and many of them were much 
smaller, with variable case fatality ratios (25% to 82%). 
Then, in December 2013, an unprecedented Ebola 
outbreak began in West Africa, resulting in a total of 
28,616 suspected, probable, or confirmed cases and 
leading to 11,310 deaths (EXHIBIT 6-6).

The natural reservoir for Ebola has yet to be iden-
tified, but it is generally believed that the first person 
in an outbreak becomes infected through a spillover 
event—for example, due to contact with an infected 
primate or fruit bat. Epidemics of Ebola HF have been 
sustained by person-to-person transmission through 
direct physical contact with infected patients or 
corpses (or with their bodily fluids or tissues) and the 
use of unsterile needles for medical injections. Sex-
ual transmission of Ebola virus through contact with 
semen from a man who had recovered from Ebola was 
suspected in the recent West African epidemic.

The first recognized outbreak of Marburg HF 
occurred in Marburg, Germany, in 1967 among lab-
oratory workers (and their contacts), who acquired 
the infection from monkeys imported from Uganda. 

Since then, small numbers of cases have been reported 
in South Africa (1975), Kenya (1980 and 1987), and 
Uganda (2007 and 2008); in addition, more than 200 
cases were identified in Democratic Republic of the 
Congo from 1998 to 2000 (Bausch et al., 2003). In 
2004–2005, the largest outbreak to date occurred in 
Angola, involving 252 cases and 227 deaths (case fatal-
ity ratio of 90%) (Towner et al., 2006). The case fatality 
ratio of Marburg HF ranges from 21% to 90%.

Like Ebola, Marburg virus is also transmitted by 
person-to-person contact. Fortunately, airborne trans-
mission does not appear to be common for either virus. 
Bats and nonhuman primates also play a role in the 
transmission of Marburg virus (Towner et al., 2007).

Lassa virus is widely distributed across West 
Africa, where it causes substantial morbidity and 
mortality. Although its incidence is poorly defined, 
it has been estimated that 100,000 to 300,000 new 
infections occur each year, with 5,000 deaths (Ogbu, 
 Ajuluchukwu, & Uneke, 2007). Maternal death, fetal 
death, and permanent deafness are common compli-
cations of this disease (Cummins et al., 1990; Monson 
et al., 1987; Richmond & Baglole, 2003).

Lassa virus is maintained in a rodent reservoir 
that is commonly found in the home. Virus is shed 
in rodent urine and droppings, and rodent-to-human 
transmission is believed to occur by aerosolization or 
ingestion of rodent excreta or by inoculation through 
broken skin. Rodent-to-human transmission may also 
occur when infected rodents are consumed as food 
(Ter Meulen et al., 1996). Person-to-person transmis-
sion occurs in community and hospital settings, and 
makes a substantial contribution to epidemics of Lassa 
fever. This mode of transmission requires direct con-
tact with infected persons. Person-to-person airborne 

EXHIBIT 6-6 Ebola Outbreak, 2013–2016

The Ebola outbreak that occurred between December 2013 and April 2016 is by far the largest Ebola outbreak to date. 
The outbreak consisted of more than 28,000 reported confirmed, suspected, or probable cases, including 11,310 deaths. 
However, given the difficulty in collecting data on this outbreak, these numbers likely significantly underestimate the toll.

The outbreak has been traced back to an initial case that occurred in late December 2013 in a 2-year-old boy in Guinea, 
who likely acquired the virus through zoonotic transmission. All subsequent transmissions most likely occurred through 
the person-to-person route. Unlike previous outbreaks, which had occurred in rural and isolated areas, this outbreak 
spread into a large city, Conakry, and from there onward. Cases appeared in Liberia in late March 2014 and in Sierra Leone 
in May 2014. In August 2014, WHO declared the Ebola outbreak to be an international public health emergency. By that 
point, due to the spread of the virus into urban areas with mobile populations, outbreaks in all three affected countries 
were undergoing exponential growth. A massive international response, which was criticized by many as being too little, 
too late, was needed to end the outbreak.

Ultimately, the outbreak was controlled using traditional methods: finding symptomatic cases; isolating them; when 
possible, admitting patients to Ebola treatment centers and providing supportive care; tracing contacts of cases; and 
providing safe burials for the dead. Additionally, vaccination with a vaccine developed and deployed on an emergency 
basis, which began in Guinea in April 2015, helped to reduce transmission and prevent flare-ups.
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transmission occurs rarely, if ever. Sexual transmis-
sion can occur, but the importance of this mode of 
transmission is unknown.

Argentine HF, which is caused by Junin virus, was 
first described in 1955 in agricultural workers in the 
Argentine pampas. Several hundred cases of Argen-
tine HF occur each year in large, primarily agricultural 
regions of the pampas. The region of endemicity is 
expanding, however, and is now nearly 10 times larger 
than the initial compass (Vainrub & Salas, 1994).

Bolivian HF, which is caused by Machupo virus, 
was described in northeastern Bolivia, which is the 
only known endemic area. Outbreaks of Bolivian 
HF occurred in the 1960s and early 1970s, including 
large epidemics that affected hundreds of individuals. 
Although no cases were reported from 1976 to 1992, 
possibly due to effective host control, a small outbreak 
in 1994 and subsequent outbreaks in 2007, 2008, and 
2011 have marked its reemergence.

Venezuelan HF, which is caused by Guanarito 
virus, was first recognized in 1989. During the period 
from September 1989 to January 1997, 165 cases were 
reported within the small region of central Venezuela 
where Guanarito virus is endemic (De Manzione  
et al., 1998).

For infections caused by the Argentine, Bolivian, 
and Venezuelan HF viruses, the case fatality ratio is 
in the range of 15% to 33% (De Manzione et al., 1998; 
Doyle, Bryan, & Peters, 1998). Each of these viruses 
is associated with a rodent reservoir that maintains 
the virus in the wild. As with Lassa fever, rodent-to-
human transmission occurs by the aerosolization or 
ingestion of virus-laden rodent excreta or by inocu-
lation through broken skin. The rodent that carries 
Junin virus typically dwells in agricultural fields, 
whereas the rodent that carries Machupo virus read-
ily enters the home. Rodent-control strategies must 
take such differences into account. Person-to- person 
transmission of Junin, Machupo, and Guanarito 
viruses is considered rare, and nosocomial outbreaks 
are uncommon.

Current Approaches to Prevention 
and Control
Field trials have demonstrated that a live, attenuated 
Junin virus vaccine is safe and provides effective pro-
tection against Argentine HF (Maiztegui et al., 1998); 
it may also provide cross-protection against  Bolivian 
HF. Vaccines are not available for Lassa fever or 
 Marburg HF, although several candidate Lassa fever 
vaccines are under development. A vaccine for Ebola, 
called VSV-EBOV, has been shown to be very effica-
cious and is currently available for use in flare-ups in 

Africa (Henao-Restrepo et al., 2017). Several other 
candidate Ebola vaccines are currently in develop-
ment or undergoing clinical trials.

In the absence of vaccines, reducing the morbid-
ity and mortality caused by HF viruses depends on 
preventing primary transmission by limiting expo-
sures to virus reservoirs and vectors and controlling 
secondary transmission (e.g., person-to-person trans-
mission in the hospital, household, or community 
setting) through patient isolation and barrier nursing. 
In addition, the use of antiviral drugs or convalescent 
serum is effective in some instances.

Strategies to limit exposure to the virus are deter-
mined by the unique characteristics of the asso-
ciated animal reservoir or vector and the distinct 
ways in which the various viruses are transmitted. 
For example, the rodent that carries Machupo virus 
is frequently found in and around the home, and 
aggressive rodent eradication measures through 
trapping and poisoning appear to have been quite 
successful in controlling Bolivian HF (Kilgore et al., 
1995). Conversely, the rodent reservoir of Junin virus 
lives in crop fields, where trapping and poisoning are 
difficult, necessitating the development of alternative 
rodent abatement strategies. Eradication (or even 
control) of the rodent reservoir of Lassa virus in West 
Africa is not considered feasible due to the density 
and wide distribution of the rodent that carries the 
virus. Thus, preventing the primary transmission of 
Lassa virus has relied on educating at-risk communi-
ties about ways to reduce opportunities for exposure, 
such as never leaving food items uncovered and never 
consuming rodents as food.

Historically, nosocomial and person-to-person 
transmission of Lassa fever, Ebola HF, and Marburg 
HF have contributed significantly to devastating out-
breaks of these diseases. (The South American HF 
viruses are rarely transmitted by these routes.) Field 
experience indicates that epidemic control of limited 
outbreaks can be achieved through simple barrier 
nursing techniques (e.g., wearing gloves, gowns, and 
masks; sterilizing equipment; and isolating patients), 
and epidemiologic studies support this conclusion. For 
example, serologic studies in Sierra Leone found that 
hospital personnel who used barrier techniques when 
caring for patients with Lassa patients had no greater 
risk of infection than the local population (Helmick, 
Webb, Scribner, Krebs, & McCormick, 1986). Tradi-
tional Ebola control measures include rapid diagnosis, 
isolation of cases, contact tracing, provision of sup-
portive treatment, and safe burial practices.

At present, few specific treatments are available for 
the viral HFs. During the 2013–2016 Ebola epidemic, 
two experimental drugs, ZMapp and TKM-Ebola, 
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were used on a limited emergency basis. A subse-
quent small trial of ZMapp failed to meet the preset 
superiority cut-point, but the therapy did appear to 
be beneficial (PREVAIL II Writing Group, 2016). 
 Ribavirin (an antiviral drug) is effective in the treat-
ment of Lassa fever (McCormick et al., 1986). Labo-
ratory data suggest that ribavirin may also be effective 
in treating South American HFs, although clinical 
data supporting this usage are incomplete (Doyle et 
al., 1998). Convalescent serum is useful in the treat-
ment of Argentine HF (WHO, 1985), but donors are 
not plentiful. Most people in LMICs are not able to 
afford these therapies.

Obstacles to Prevention and Control and 
Directions for Future Research
The major obstacle to containing outbreaks of viral 
HFs (especially Ebola HF, Marburg HF, and Lassa 
fever) is inadequate disease surveillance, which 
results in delayed response and increased opportu-
nities for epidemic spread. In many LMICs, disease 
surveillance is impeded by the difficulty of making 
an early diagnosis in areas where illnesses with sim-
ilar initial manifestations (e.g., malaria, influenza, 
typhoid fever, leptospirosis, meningococcemia, and 
hepatitis) are prevalent. The lack of ready access to 
diagnostic laboratories exacerbates this difficulty. In 
addition, because epidemics are unpredictable in time 
and place, surveillance efforts are difficult to maintain. 
Other obstacles to the control and prevention of viral 
HFs include the costliness of sustaining readiness for 
infection control measures (e.g., maintaining sup-
plies for barrier nursing), lack of information about 
the vectors and reservoirs of the Ebola and Marburg 
viruses, the difficulty of developing and maintaining 
vector- and rodent- control programs, and the limited 
availability of ribavirin (especially for the treatment of 
Lassa fever).

 ▸ Infectious Causes of Blindness
Overview
Severely decreased visual acuity or complete blind-
ness is profoundly disabling in any setting, but per-
haps even more so in LMICs. Among the known 
causes of blindness, two infectious agents play 
important etiologic roles in selected regions of the 
world: C. trachomatis, the cause of trachoma, and 
Onchocerca volvulus, the cause of onchocerciasis, 
also known as river blindness.

Trachoma
Etiologic Agents
C. trachomatis is a small bacterium that lives within 
selected types of human cells and is difficult to grow 
in the laboratory. Although C. trachomatis is also the 
cause of STIs, as discussed previously, different immu-
notypes of the bacterium cause trachoma and genital 
tract infections. Those that cause trachoma are spread 
via a person-to-person route, most probably through 
eye and possibly nasal secretions on the hands. 
C. trachomatis is also spread mechanically by flies and 
probably by fomites such as washrags and handker-
chiefs. Repeated episodes of infection in young (pre-
school) children lead to scarring of the eyelids, which 
then causes in-turned eyelashes that abrade the cor-
neal surface, leading to subsequent corneal opacifica-
tion and reduced visual acuity or blindness in adults.

Descriptive Epidemiologic Features and 
Risk Factors
Trachoma is an important cause of preventable blind-
ness across the world. It is estimated that 229 million 
people live in areas endemic for trachoma, spread 
across 53 countries (Taylor, Burton, Haddad, West, &  
Wright, 2014). Approximately 21 million persons 
have active trachoma, of whom 2.2 million are blind 
or severely visually impaired. Trachoma is a disease of 
poverty that was described by the ancient Egyptians 
and previously was found throughout the world. It 
disappeared from Europe and almost all of the United 
States long before antimicrobial agents became avail-
able in the 1930s and 1940s; improved standards 
of living and personal hygiene are credited with its 
disappearance.

Trachoma is not a reportable condition, and what 
is known of its descriptive epidemiologic features 
comes from numerous surveys. This disease persists 
in hot LMICs, particularly in North Africa, the Middle 
East, sub-Saharan Africa, and drier regions of India 
and Southeast Asia. In hyperendemic areas, infection 
of the eye is generally universal in children by their 
fifth birthday, but active disease is seen largely in older 
children. Repeated reinfection in children leads to the 
permanent damage to the eyes that results in subse-
quent blindness or visual impairment in adulthood. 
Although infection in childhood appears to be equally 
common in boys and girls, the blinding complica-
tions appear to be more common in women, perhaps 
because of repeated exposure to infected children.

Risk factors for trachoma in children largely relate 
to facial cleanliness, the presence of flies, and cul-
tural practices that lead to an increased likelihood of 
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 person-to-person transmission of the etiologic agent, 
such as sharing washcloths and ways in which eye 
makeup is applied.

Current Approaches to Prevention  
and Control
Intervention studies have demonstrated that mass 
treatment with a variety of topical or oral antimicro-
bial agents and health educational programs that lead 
to improved facial cleanliness can substantially reduce 
the prevalence of trachoma in a community, as can 
fly control (Bhosai, Bailey, Gaynor, & Lietman, 2012; 
Emerson et al., 2004; House et al., 2009). Reductions 
in disease incidence in LMICs in the absence of a spe-
cific control program have also been documented as 
access to water, access to health care, and hygiene have 
improved.

The current approach to reducing trachoma- 
associated blindness in endemic areas is summarized 
by the acronym SAFE:

 ■ Surgery to correct eyelid deformity
 ■ Antibiotics to treat acute eye infection and reduce 

sources of infection in the community
 ■ Facial cleanliness
 ■ Environmental change that enhances availability 

of water and reduces the prevalence of flies

In 1997, WHO launched a new trachoma control 
program—called Global Elimination of Trachoma by 
2020 (GET 2020)—based on this approach. In 2016, 
more than 260,000 people with trachomatous trichi-
asis were provided with corrective surgery and more 
than 86 million people received antibiotics to elimi-
nate trachoma through the integrated approach to 
preventive chemotherapy.

Obstacles to Prevention and Directions 
for Future Research
Trachoma is likely to remain a persistent problem in 
endemic areas until rising socioeconomic conditions 
result in better access to water, improved personal 
hygiene and sanitation, reductions in the numbers 
of flies, and improved access to healthcare services. 
Community-wide treatment with antimicrobial 
agents can lead to marked reductions in trachoma in 
such areas, but these reductions have proved difficult 
to sustain unless such treatment is made a routine part 
of regularly available health services and is accompa-
nied by improvements in hygiene. Although a vaccine 
against trachoma has been discussed for many years, 
it remains unclear whether an effective vaccine can or 
will ever be developed.

Onchocerciasis
Etiologic Agents
O. volvulus is a filarial parasite that is spread through 
the bite of one of several species of Simulium black 
flies. During the bite of an infected female fly, larvae 
enter the body. There, they ultimately develop into 
adult worms that form nodules, usually over bony 
prominences. Adult worms can survive inside these 
nodules for as long as 15 years. The female adult worm 
produces microfilariae that migrate to the skin and the 
eye and are ingested by female flies when they bite an 
infected person, thereby completing the cycle.

In the skin, an inflammatory response to dead and 
dying microfilariae can lead to incapacitating itching 
and various types of degenerative, often unsightly, skin 
changes. In the eye, heavy and prolonged infection of 
the cornea with the microfilariae leads to opacifica-
tion and reduced visual acuity or total blindness. The 
microfilariae can be detected by taking small snips of 
skin, immersing them in saline, and examining the 
saline microscopically.

Descriptive Epidemiologic Features and 
Risk Factors
Onchocerciasis is found only in a band of sub- Saharan 
African countries, parts of South America, and the 
Eastern Mediterranean. Approximately 26 million 
people worldwide are believed to be currently infected 
with the parasite, and 185.6 million people require 
preventive chemotherapy (WHO, 2017j). Onchocerci-
asis is the world’s second leading cause of preventable 
blindness due to infection. Within affected regions, 
onchocerciasis occurs in clusters, largely determined 
by distance from the black fly breeding sites. The 
intensity of infection (and hence the risk of visual 
impairment) increases with age, as the burden of adult 
female worms producing microfilariae increases. This 
burden tends to be greater in men than in women, 
perhaps reflecting work-related exposures to the flies.

Current Approaches to Prevention and 
Control
Approaches to the control of onchocerciasis and pre-
vention of the blindness it causes have included vec-
tor control, mass treatment of infected individuals, 
and nodulectomy (removal of nodules to reduce the 
source and number of microfilariae that migrate to 
the eyes). Early attempts to control onchocerciasis 
targeted the Simulium flies that serve as vectors, the 
immature stages of which require running water (e.g., 
rivers and streams) for their development. Initially, 
DDT was the pesticide added to rivers that served as 
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the breeding grounds for the vector. Beginning in the 
1970s, other agents that target the larval stages of the 
fly (e.g., temefos) were used with great success, par-
ticularly in West Africa. These programs permitted 
resettlement of fertile areas that had been abandoned 
because of onchocerciasis, but the flies’ development 
of resistance to temefos required switching to other 
larvicidal agents in some areas.

The control of onchocerciasis was revolutionized 
in the late 1980s with the introduction of ivermectin, 
a single dose of which eliminates microfilariae for a 
number of months. Because ivermectin does not kill 
the adult worms, repeated treatment (e.g., every 6 to 
12 months) of infected individuals over many years 
is needed to provide continued suppression of the 
number of microfilariae and to prevent visual damage. 
Treatment every 3 months may be even more effec-
tive at reducing both the number of female worms 
in nodules and the severity of symptoms (Gardon  
et al., 2002). In a noteworthy humanitarian gesture, 
the manufacturer of ivermectin has made a commit-
ment to provide the drug for free “for as long as nec-
essary to as many as necessary.” Globally, control is 
managed through an integrated approach of preven-
tive chemotherapy. Currently, nearly 400 million doses 
of ivermectin are distributed each year for preventive 
treatment of onchocerciasis or the combination of 
onchocerciasis and lymphatic filariasis (WHO, 2017j).

Obstacles to Prevention and Directions 
for Future Research
Currently, the goal is to eliminate onchocerciasis 
worldwide. Since the implementation of an integrated 
approach in 2008, major gains have been made toward 
achieving this goal, including the elimination of the 
disease in four countries in the Americas.

 ▸ Antimicrobial Resistance
Antimicrobial resistance (AMR) is one of the greatest 
public health challenges of the twenty-first century. 
Antimicrobial agents that kill or inhibit the growth of 
microorganisms consist of three main classes: disin-
fectants, antiseptics, and antibiotics. The term “antibi-
otics,” while initially used to refer only to antibacterial 
agents, now also includes antiviral, antiparasitic, and 
antifungal agents. Resistance to antimicrobial agents 
used to treat specific infections, such as gonorrhea, 
malaria, and tuberculosis, has been addressed in 
the relevant chapter sections and thus will not be 
addressed here.

Antibiotics are used to treat a wide variety of 
infections. Global consumption of antibiotics has 

been estimated at more than 70 billion doses per year 
(Van Boeckel et al., 2014), with use increasing due to 
economic growth and the resultant increased access to 
and use of antibiotics in LMICs.

In spite of the massive increase in antibiotic 
consumption globally, insufficient access to effec-
tive and affordable antibiotics remains a major pub-
lic health problem in low-resource settings, where 
lack of or delayed access to antibiotics is responsi-
ble for many more deaths than antibiotic resistance 
(Laxminarayan et al., 2016). Nevertheless, AMR is 
clearly a growing problem that contributes to the 
burden of infectious disease morbidity and mortal-
ity, although the magnitude of the problem is diffi-
cult to quantify.

Public health measures—particularly vaccination 
and sanitation—play an important role in helping 
reduce antibiotic use. For instance, introduction of 
pneumococcal conjugate vaccine in the United States 
resulted in reduced antibiotic consumption and fewer 
infections caused by antibiotic-resistant strains of 
S. pneumoniae (Kyaw et al., 2006). In countries with a 
high burden of diarrheal illness, access to clean water 
and adequate sanitation could dramatically reduce 
the use of antibiotics for diarrheal illnesses. Improv-
ing laboratory capacity in low-resource settings, as 
well as providing access to point-of-care diagnostic 
tests, would both reduce antibiotic consumption and 
improve access to appropriate treatment (Mendelson 
et al., 2016).

Nowhere is a One Health approach more needed 
than in combating AMR. As is true in humans, anti-
biotics are a necessary part of maintaining animal 
health and need to be available for appropriate veteri-
nary use. However, the use of low-dose antibiotics for 
growth promotion in food animals and as prophylaxis 
in fish farming are important contributors to the rise 
of AMR. Indeed, the use of antimicrobial agents in 
animals to increase food production greatly exceeds 
the use of these drugs in humans (WHO, 2012b). In 
2006, the European Union banned the use of antimi-
crobial agents for growth promotion, although they 
are still widely used for that purpose globally.

Addressing the rise of AMR and ensuring con-
tinued access to treatment with effective antimicro-
bial agents will require global action. In 2015, WHO 
endorsed an action plan to combat AMR that includes 
five strategic objectives:

 ■ Improve awareness and understanding of AMR
 ■ Strengthen knowledge through surveillance and 

research
 ■ Reduce the incidence of infections
 ■ Optimize the use of antimicrobial agents
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 ■ Develop the case for sustainable investment and 
increase investment in the development of new 
antimicrobial agents (WHO, 2015b)

The way forward will require that we improve 
surveillance for AMR, decrease human consumption 
of antibiotics while improving access to appropri-
ate treatment, adopt responsible animal husbandry 
practices, expand measures to prevent and control 
infections in humans, and foster innovations such 
as new medicines, vaccines, and diagnostic tests, as 
well as sustained political commitment on a global 
scale. The chapters on Public Health Infrastructure 
and Pharmaceuticals provide additional discussion 
of AMR.

 ▸ Emergence of New Infectious 
Disease Threats

The availability of a growing number of antimicro-
bial agents and vaccines beginning in the 1950s and 
continuing through the 1970s simultaneously led to 
the burgeoning infectious disease prevention and 
control activities described earlier in this chapter and 
to a widely shared assumption that infectious disease 
threats to human (and animal) health would dimin-
ish over time. A sobering note was injected into this 
otherwise optimistic conversation with the unex-
pected emergence of new infectious diseases and 
the reemergence of previously controlled diseases 
that became apparent in the 1980s and 1990s. Their 
appearance made it clear that efforts to control exist-
ing infectious diseases needed to be accompanied 
by an improved global capacity for early detection 
and rapid response to newly emergent or reemer-
gent infectious diseases. Concern about the possible 
intentional release of infectious agents in a deliberate 
effort to frighten, harm, or kill gave added impetus to 
efforts in this area.

The concept of emerging and reemerging infec-
tions, which began receiving prominent attention 
after the U.S. Institute of Medicine released a report 
entitled Emerging Infections: Microbial Threats to 
Health in the United States in 1992, encompasses 
several distinct phenomena that can produce unex-
pected and sometimes urgent infectious disease 
threats. Included under the rubric of emerging and 
reemerging infectious disease threats are diseases 
caused by microbial agents not previously known 
to cause illness in humans (e.g., SARS, Nipah 
virus encephalitis, and H5N1 [avian] influenza in 
humans), the appearance in a new location of an 
infectious agent (e.g., the spread of West Nile virus 

to the United States or Zika virus to South  America), 
the appearance of a new epidemiologic pattern of 
disease caused by an infectious agent (e.g., epidemic 
meningococcal meningitis caused by serogroup 
W-135 N. meningitidis), the appearance or spread of 
new variants of an infectious agent (e.g., multidrug- 
and extensively drug-resistant M.  tuberculosis), and 
the resurgence of an infectious disease previously 
under good control (e.g., diphtheria in parts of the 
former Soviet Union). 

The 1992 report by the Institute of Medicine, 
together with a follow-up report in 2003 (Smo-
linski, Hamburg, & Lederberg, 2003), outlined a 
number of factors that could promote the emer-
gence or reemergence of infectious disease threats. 
In addition to microbial adaptation and change in 
response to selection pressures, numerous human 
and environmental factors may contribute to this 
trend—for example, increased human susceptibil-
ity to infection; human demographic conditions 
and behaviors; international travel and commerce; 
economic development and changes in land use; 
technological change; climate and ecologic factors; 
breakdown of public health measures; war and fam-
ine; poverty and social inequality; lack of political 
will; and intent to harm. Individually and collec-
tively, these factors may increase the likelihood that 
humans will come in contact with various infectious 
agents, produce a greater susceptibility to infection, 
enhance and accelerate the spread of infectious 
agents, and reduce the capacity of communities to 
detect and respond effectively to infectious disease 
threats. Although the result can be dramatic out-
breaks that command widespread public attention 
and political response (e.g., SARS, Ebola, and Zika), 
other equally serious infectious disease threats (e.g., 
 multidrug- and extensively drug-resistant tuber-
culosis) often go largely unnoticed by the general 
public and decision makers because they do not 
produce explosive epidemics.

A dramatic example of an emerging infectious 
disease threat was the appearance of SARS. This 
life-threatening form of pneumonia appears to have 
originated in southern China in late 2002 (CDC, 2003). 
Before the significance of these cases of pneumonia 
became apparent, the illness had spread to multiple 
other parts of Asia and eventually to Europe, North 
America, and elsewhere. By the middle of 2003, more 
than 8,400 probable cases of SARS and more than 800 
SARS-related deaths had been reported from 30 coun-
tries, with China, Hong Kong, and Taiwan bearing the 
brunt of the epidemic. SARS is caused by a previously 
unknown member of the Coronaviridiae family that 
almost certainly originated in one or more animal 
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reservoirs and initially spread to humans through 
direct exposure to infected animals in  southern 
China. The virus then proved to be transmissible from 
person to person, particularly in healthcare settings. 
Spread of the SARS-associated coronavirus was also 
documented on commercial airplanes, and the ease of 
modern travel from one part of the world to another 
clearly facilitated the rapid dissemination of the virus 
across the globe.

In addition to the morbidity and mortality it 
caused, the SARS epidemic had an enormous eco-
nomic impact. The total cost of this epidemic to Asian 
economies alone was estimated at approximately 
$60 billion. In the absence of a vaccine, preventing fur-
ther spread of the SARS epidemic required stringent 
isolation of patients, quarantine of exposed individu-
als, restrictions on travel, and various other measures 
that were highly disruptive to commerce, travel, and 
other aspects of life.

Experience with influenza demonstrates many 
of the challenges related to detecting and responding 
rapidly to an emergent infectious disease threat. The 
appearance in Hong Kong in 1997 of human cases of 
influenza caused by the highly pathogenic avian influ-
enza virus A (H5N1) heralded widespread epizootics 
(i.e., epidemics in animals) in domestic poultry and 
widespread infection (often asymptomatic) in many 
species of wild birds that ultimately reached much 
of Asia and parts of Africa, Europe, and the Middle 
East. By 2008, several hundred human infections 
with H5N1 had been documented in Asia (Vietnam, 
Thailand, Cambodia, Indonesia, and China), as had 
a smaller number of infections in Egypt and Turkey 
(Writing Committee of the Second World Health 
Organization Consultation on Clinical Aspects of 

Human Infection with Avian Influenza A [H5N1] 
Virus, 2008).

The H5N1 influenza virus is highly pathogenic 
in people. More than 50% of the people with docu-
mented illnesses died from their disease, prompting 
well- justified concerns about a human epidemic or 
pandemic caused by this virus and resulting in efforts 
to make and stockpile a safe and effective H5N1 
vaccine. To date, however, there have been very few 
instances of person-to-person transmission of H5N1 
virus (almost all human cases are the result of animal- 
to-human transmission), and it remains uncertain 
whether this virus is capable of both retaining its high 
pathogenicity and becoming readily transmissible 
from person to person.

While public health officials and vaccine manu-
facturers were preparing for a possible H5N1 influ-
enza pandemic, a novel H1N1 influenza A virus of 
swine origin arose. Although this H1N1 virus was 
first detected in ill individuals in southern  California 
and in Mexico in early 2009 (Novel Swine- Origin 
Influenza A [H1N1] Virus Investigation Team, 
2009), its origins remain unknown. By the time the 
virus was first detected, it undoubtedly had under-
gone many generations of transmission among 
humans and had already become widely dissemi-
nated, making attempts to contain it futile. Within 
a short period of time after its discovery, the novel 
H1N1 influenza A virus was circulating and caus-
ing disease throughout North America, Europe, and 
Asia in the northern hemisphere and causing large 
epidemics in numerous countries in South America, 
southern Africa, and Australia and New Zealand in 
the southern hemisphere. Although a vaccine con-
taining this virus was developed and produced with 

EXHIBIT 6-7 Global Outbreak Alert and Response Network

Throughout the 1970s, 1980s, and 1990s, outbreaks of novel or high-impact infectious diseases (e.g., Ebola, cholera, and 
meningococcal meningitis) in LMICs often led to ad hoc responses by multiple national, international, academic, research, 
and private-sector organizations. Unfortunately, many of these efforts were uncoordinated and sometimes duplicative 
or even competing in nature. Although countries often looked to WHO for leadership and technical assistance in such 
instances, historically this organization has had very limited trained personnel and resources to devote to such efforts, as 
well as political and legal constraints that could limit its access.

In recognition of these problems, in 2000 WHO created the Global Outbreak Alert and Response Network (GOARN), 
which has its headquarters in Geneva, Switzerland. GOARN is a network of more than 200 institutions and networks that 
provides rapid assistance to identify and control infectious disease outbreaks and public health emergencies worldwide. 
This network has proved useful as SARS, influenza, yellow fever, and other outbreaks have appeared since 2000. Revisions 
to the International Health Regulations that give WHO improved access when important outbreaks occur should improve 
the functioning of this system.
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exceptional speed, neither the vaccine nor other 
approaches (e.g., antiviral drugs, isolation and quar-
antine, and social distancing measures) prevented a 
pandemic from unfolding.

Fortunately, this influenza A virus proved to be 
no more virulent than the influenza A and B viruses 
that cause annual epidemics, although it still produced 
widespread morbidity and mortality. A more virulent 
influenza A virus would have exacted a substantially 
higher human toll, and would have been equally diffi-
cult to contain.

As these examples demonstrate, there is an 
ongoing threat of new infectious agents entering 
and causing disease in human populations, par-
ticularly from animal sources. Even as progress 
is made in eradicating or controlling historically 
important infectious diseases, the need persists for 
vigilance, preparedness, and a high level of inter-
national cooperation to detect and respond to new 
infectious disease threats that might emerge. WHO 
and others are working to improve global capacity 
in this area (EXHIBIT 6-7).

 ▸ Global Health Security Agenda
In 2014, the Global Health Security Agenda (GHSA) 
was launched by multiple partners, including 
almost 50 countries, diverse international organi-
zations, and various nongovernmental stakehold-
ers, in response to the recognition that substantial 
parts of the world were not adequately prepared and 
did not have adequate resources to prevent, detect, 
and respond to infectious disease threats (Sands, 
 Mundaca-Shah, & Dzau, 2016). GHSA is commit-
ted to supporting collaborative capacity-building 
efforts by helping countries develop and maintain 
the core animal and human disease surveillance, 
pandemic preparedness, and outbreak response 
capacities mandated by WHO’s International Health 
Regulations, the World Organization of Animal 
Health’s Performance of Veterinary Services Path-
way, and other global health security frameworks. 
GHSA, which has received substantial initial finan-
cial commitments, is working to improve epide-
miologic and laboratory capabilities in dozens of 
LMICs around the world, through workforce devel-
opment and training; laboratory improvement and 
expansion; and enhancement of communications 
and computing capabilities. Whether it can have 
a sustained impact will likely depend on whether 
funding agencies continue to make such efforts a 

priority, once the initial funds committed to GHSA 
have been expended (see the Public Health Infra-
structure chapter for more on GHSA).

 ▸ Conclusion
The current status of infectious diseases in LMICs 
reflects both the dramatic progress that has 
been made in controlling some diseases and the 
disappointing results to date in controlling others.  
The  eradication of smallpox, the expected 
imminent eradication of polio, and impressive 
gains made against measles and neonatal tetanus all 
demonstrate what can be accomplished, even in the 
lowest-income countries, with an effective vaccine 
when concerted efforts are made to ensure that the 
vaccine reaches those in need. Similar progress in 
reducing morbidity from dracunculiasis and oncho-
cerciasis demonstrates that, under the right condi-
tions and with available resources, infectious diseases 
can be controlled through a combination of vector 
control and avoidance and treatment. At the same 
time, the reductions in the morbidity and mortality 
from diarrheal diseases and acute respiratory infec-
tions that have been achieved provide clear evidence 
that a combination of improved knowledge and access 
to reasonably inexpensive treatment modalities can 
also be highly effective.

Remarkable progress has been made in substan-
tially reducing the geographic extent of and mortal-
ity from malaria, despite the absence of an effective 
vaccine. Similarly, by making antiretroviral treat-
ment with inexpensive, generic medications widely 
available, the morbidity and mortality from HIV/
AIDS have been reduced in many LMICs. Progress 
against TB and dengue, however, has proved harder 
to achieve. Moreover, recent explosive outbreaks of 
Ebola virus and Zika virus infections have demon-
strated how quickly an infectious agent can spread, 
reinforcing the need for ongoing vigilance in the 
form of disease surveillance and adequate global pre-
paredness to respond quickly to regional and global 
infectious disease threats.

The progress made to date in controlling the 
morbidity and mortality from infectious diseases in 
LMICs demonstrates that much can be accomplished 
even in the absence of marked improvements in socio-
economic conditions. Ultimately, though, widespread 
improvements in education and socioeconomic 
conditions will be needed if such progress is to be 
maintained.
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Discussion Questions
1. What are the major types of approaches 

that have been used to prevent morbidity 
and mortality from infectious diseases in 
LMICs?

2. What are the major obstacles that have 
had, and remain, to be overcome in 

implementing various approaches to pre-
venting morbidity and mortality from 
infectious diseases in LMICs?

3. In the current year, which infectious dis-
eases account for the most mortality in 
LMICs? The most morbidity?

4. If you were working in the Ministry of 
Health of a low-income country and 
needed to set priorities concerning resource 
allocation, how could you go about deter-
mining the relative importance of various 
infectious diseases as causes of mortality 
in your country? The causes of morbidity/
disability?
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CHAPTER 7

Nutrition
Christine Stewart, Jessica Fanzo, Keith West, and Robert Black

 ▸ Introduction

Nutritional concerns in low- and middle- 
income countries (LMICs) are diverse, ranging 
from deprivation, hunger, and micronutrient 

deficiencies that impair health, quality of life, and sur-
vival, to a rising tide of obesity and ensuing risks of 
noncommunicable diseases (NCDs) in every region of 
the world. Nutritional disorders in early life can have 
significant health consequences, including increased 
risk of infectious disease and mortality, poor child 
cognitive development and performance in school, 
and increased risk of NCDs in adulthood. Undernutri-
tion, reflected by high prevalence of wasting, stunting, 
and micronutrient deficiencies, is the predominant 
form of malnutrition throughout southern Asia and 
most of sub-Saharan Africa, while overweight and 
obesity, often in the presence of stunting and micronu-
trient malnutrition, is now a growing concern globally. 
Undernutrition and obesity both are problems arising 
from a complex array of societal, community, and 
individual risk factors. Food quality and dietary intake 
are certainly immediate contributors, but so, too, are 
environmental risks from infectious disease and poor 
access to health care. From practices within the home 
to food systems and markets, an individual’s nutri-
tional status is influenced by many factors. This pres-
ents a challenge for programs to prevent and respond 
to nutritional problems, as one approach is unlikely 
to meet all needs in all contexts. Nevertheless, across 

a wide range of interventions and programs, there is 
strong evidence of success. Focused, nutrition-specific 
programs and integrated or multisectoral programs 
both offer opportunities for improving nutrition, and 
thereby improving health and well-being throughout 
life. This chapter covers the burden of malnutrition 
including who is affected and where, the causes and 
consequences of malnutrition, and the interventions 
and approaches to address the disease burden.

 ▸ Spectrum of Malnutrition and 
Its Consequences Across the 
Life Course

Malnutrition may manifest in many forms throughout 
the life course. Undernutrition in childhood may lead 
to a pattern of slow, stunted growth and inadequate 
weight gain. During or prior to pregnancy, undernu-
trition or inadequate weight gain may have negative 
health consequences on the mother as well as the 
developing fetus. These overt patterns of undernutri-
tion may be accompanied by either clinical or subclin-
ical deficiencies in essential micronutrients, described 
as a form of “hidden hunger.” Layered onto this situ-
ation in many countries is an increasing problem of 
excess weight gain leading to overweight and obesity. 
These problems may co-occur in populations and 
even within individuals, who may be overweight while 
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also suffering from a micronutrient deficiency, for 
example. This has come to be referred to as the “triple 
burden of malnutrition,” reflecting the coexistence of 
three distinct, but related problems of undernutrition, 
micronutrient deficiencies, and obesity (Pinstrup- 

Andersen, 2007).

Undernutrition
Undernourishment comes in many forms. Individ-
uals who are undernourished may have experienced 
a recent event, such as a food shortage or period of 
infection that led to an acute period of undernutrition. 
They may experience periods of wasting, characterized 
by the loss of muscle and adipose tissue. Sometimes 
the problem may be longer term in nature, resulting 
from chronic deprivation, malabsorption in the gut, 
or chronic illness. Among children, their growth rate 
may slow or micronutrient deficiencies may develop, 
as their stored nutrient reserves become depleted. 
Among pregnant women, undernutrition may lead to 
poor birth outcomes

Undernutrition in Childhood
The most common first step in detecting under-
nutrition in childhood is through anthropometric 
measurements of height, weight, or circumferential 
measures of the arm or head. To understand whether 
children are growing well, these measurements need 

to be compared to a reference population. In 2006, the 
World Health Organization (WHO) released a set of 
growth standards that are now used in nearly every 
country worldwide. The WHO Multicentre Growth 
Reference Study collected data on approximately 
8,500 children representing the regions of North 
America (United States), Latin America (Brazil), 
Africa (Ghana), Asia (India), Europe (Norway), and 
the Middle East (Oman) (WHO Multicentre Growth 
Reference Study Group, 2006a). Among the resulting 
standard’s advantages are that it reflects patterns of 
growth among children exposed to healthy environ-
ments, such as having been reared in nonsmoking 
households, provided with appropriate breastfeeding 
and complementary feeding practices, and rendered 
standard pediatric care, such as immunizations and 
care during illness. As such, this standard is considered 
prescriptive, revealing how child populations should 
grow, and it firmly establishes the breastfed infant as 
the model for normative growth and development.

Using the WHO growth standard, weight-for-
age, height- or length-for-age, weight-for-length or 
height, and body mass index (BMI)-for-age growth 
charts have been created for monitoring children’s 
growth and for comparing populations. For an indi-
vidual child, measurements can be plotted on the 
growth chart to monitor trends over time and risk of 
undernutrition. As examples, three girls are shown in 
the charts in FIGURE 7-1. Child A’s weight and length 
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FIGURE 7-1 Weight-for-age and length-for-age growth charts illustrating the growth patterns for three girls. Child A is 
indicated with a dashed line and circles, Child B with dotted lines and triangles, and Child C with dashed lines and diamonds.
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gains roughly track the centile lines, suggesting that 
she is growing well. In contrast, Child B experienced 
a period of weight loss at approximately 18 months of 
age followed by catch-up weight gain due to a short-
term event, such as an episode of illness or a period of 
food deprivation, from which she has recovered. Her 
length gain over the period was largely unaffected and 
appears to have stayed on track. Child C, by compar-
ison, has experienced a longer-term problem that is 
resulting in slower growth in length and weight. Her 
growth trajectory is crossing the lower centile lines, 
indicating that she is not growing at the rate that 
would be expected for her age and sex. 

At the population level, z-scores are commonly 
calculated and used for cross-population compari-
sons or to monitor trends over time. Children who fall 
below the defined cutoffs of the age- and sex-specific 
WHO growth standard median would be classified 
as stunted (low height- or length-for-age), under-
weight (low weight-for-age), or wasted (low weight-
for-length). The degrees of stunting, underweight, 
or wasting are shown in TABLE 7-1. Mid-upper arm 
circumference (MUAC) is also used as an indica-
tor of wasting, often when access to scales might be 
limited. Measurements less than 11.5 cm or between 
11.5 and 12.5 cm indicate severe or moderate wasting, 

respectively; these standards are most applicable to 
children 1 through 4 years, an age when circumfer-
ential growth is slow. The WHO Multicentre Growth 
Study firmly established that populations of children 
of diverse ethnic and geographic backgrounds with 
adequate access to health services and nutrition have 
the same distributions of height and weight (WHO 
Multicentre Growth Reference Study Group, 2006b). 
In a healthy population, therefore, we would expect 
that the median z-score of the indicator would be 
zero and that approximately 2% of children would fall 
below the –2 cutoff, representing an expected propor-
tion of normal, small children. When the median falls 
below zero and when population has a high propor-
tion of stunting, wasting, or underweight, that find-
ing is indicative of a significant public health concern. 
In comparing regional trends in child growth, how-
ever, it becomes apparent that sub-Saharan Africa 
and Asia, and to a lesser degree, Latin America, have 
evidence of significant population growth faltering 
(FIGURE 7-2) (Victora, de Onis, Hallal, Blossner, & 
Shrimpton, 2010). These data also reflect that there 
is increasing severity of stunting with age. Irrespec-
tive of region, two key observations are the steadfast 
decline in attained length through the second year of 
life, occurring at a rate of approximately −0.10 z-score 

TABLE 7-1 Interpretation of Anthropometric Indicators in Children

Indicator Cutoff Interpretation

Height- or length-for-age z-score (HAZ or LAZ) < −3.0 cm Severely stunted

−3.0 < −2.0 cm Moderately stunted

−2.0 < −1.0 cm Mildly stunted

Weight-for-age z-score (WAZ) < −3.0 cm Severely underweight

−3.0 < −2.0 cm Moderately underweight

−2.0 < −1.0 cm Mildly underweight

Weight-for-height or length z-score (WHZ or WLZ) < −3.0 cm Severely wasted

−3.0 < −2.0 cm Moderately wasted

−2.0 < −1.0 cm Mildly wasted

Mid-upper arm circumference (MUAC) < 11.5 cm Severe wasting

11.5 < – 12.5 cm Moderate wasting

Data from WHO Multicentre Growth Reference Study Group, 2006a.
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per month, and the lack of statural catch-up thereafter. 
This pattern emphasizes the importance of promoting 
adequate fetal and postnatal linear growth in children 
through 2 years of age as critical to resolving lifelong, 
intergenerational stunting in the developing world.  

Although milder stages of undernutrition are often 
clinically inapparent (FIGURE 7-3, left child), severe 
acute malnutrition (SAM) refers to two clinically dis-
tinct presentations, marasmus and kwashiorkor, and 
a mixed form, marasmic kwashiorkor. Marasmus, 
a term originating from the Greek word marasmos, 
which means “withering,” is marked by severe wasting, 
grossly clinically evident accompanied by a weight-
for-height usually less than −3 z-scores. In a preschool 
child, it is diagnosed based on a MUAC less than 
11.5 cm, from loss of muscle and adipose; a resultant 
“baggy” appearance to the skin; moderate to severe 
stunting from a near cessation of linear growth; soft, 
sparse hair; absence of edema; alertness; and hunger 
(Reddy, 1991) (Figure 7-3, right child).  Kwashiorkor is 
a term from the Ghanaian language, Ga, for a condition 
that was initially observed to have developed when an 
older child was displaced from the breast (Williams, 
1933). As implied by the term, children 2 to 3 years 
of age are at highest risk of this condition. Evidence 
of kwashiorkor includes edema (an  essential feature), 
milder wasting, reddish hair changes, enlarged liver, 
frequent dermatosis (flaky paint rash), and a state of 
misery and disinterest in food (Reddy, 1991). Children 
with either marasmus or kwashiorkor are at high risk 
for corneal xerophthalmia due to severe vitamin A 
deficiency (Sommer & West, 1996). While both con-
ditions are considered to result from severe deficien-
cies in energy and protein, their distinct clinical and 
biochemical profiles (Di Giovanni et al., 2016) suggest 

that this description is an oversimplification, with dif-
ferences in other nutrient deficiencies and oxidative 
stress offering potential explanations for their occur-
rence (Golden, 2002). The case fatality rate for severe 
acute malnutrition is high (Brown et al., 1981). 

FIGURE 7-2 Mean height-for-age z-scores for children 1–59 months relative to the WHO growth standards. Geographic 
groupings are based on the WHO regions for Latin America and the Caribbean, South Asia, and sub-Saharan Africa.

FIGURE 7-3 Mild underweight (clinically normal appearance) 
and marasmus (evident by extreme wasting of limbs and 
torso) in 1-year-old Bangladeshi fraternal twins. The child on 
the left is a boy, and the child on the right is a girl. 
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TABLE 7-2 Weight Gain Recommendations for Pregnancy

Prepregnancy Weight 
Category

Body Mass Index 
(kg/m2)

Recommended 
Range of Weight 
Gain (kg)

Recommended Rates of Weight Gain  
in the Second and Third Trimesters  
(range [kg/wk])

Underweight Less than 18.5 12.5–18 0.44–0.58

Normal weight 18.5–24.9 11.5–16 0.35–0.50

Overweight 25–29.9 7–11.5 0.23–0.33

Obese 30 and greater 5–9 0.17–0.27

Modified from Institute of Medicine. (2009). Weight gain during pregnancy: Reexamining the guidelines (Table S-1, pp. 2). Washington, DC: National Academies Press. Copyright 2009 by the  
National Academy of Sciences.

Undernutrition During Pregnancy
When it occurs during pregnancy, undernutrition 
has significant consequences for both the mother and 
her developing fetus. Intrauterine growth restriction 
(IUGR) may develop in the fetus if the mother begins 
her pregnancy malnourished or does not gain a suf-
ficient amount of weight during gestation (Institute 
of Medicine [IOM], 2003). Other factors might also 
cause IUGR, such as smoking or pregnancy- induced 
hypertension. IUGR is assessed in a variety of ways. 
Historically, the primary criteria was low birth weight 
(LBW; less than 2,500 g), although a lower weight at 
birth may be due to either IUGR or to earlier gesta-
tional age at delivery (Kramer, 1987). Infants born 
preterm (less than 37 weeks’ gestation) may have lower 
weight at birth, but might not be growth restricted. A 
child with a weight or length below the 10th percen-
tile of the sex- and gestational age- specific growth ref-
erence would be considered small for gestational age 
(SGA) (Alexander, Himes, Kaufman, Mor, & Kogan, 
1996).

Unlike with the child growth standards, there is 
some debate over whether country- or ethnic- specific 
fetal growth charts should be used. Two sets of fetal 
growth standards for international use have been 
released in recent years. In 2014, an international 
consortium (INTERGROWTH-21st) released a set 
of fetal growth standards based on data from 60,000 
pregnancies in Europe (Turin, Italy, and Oxford, 
United Kingdom), Asia (Muscat, Oman; Beijing, 
China; and Nagpur, India), North America ( Seattle, 
Washington), South America (Pelotas,  Brazil), 
and Africa (Nairobi, Kenya) (Villar et  al., 2014). 
This study found relatively similar patterns of fetal 
growth across participating countries, supporting 
the idea that a single growth standard could be used 

globally. In 2017, however, WHO examined fetal 
growth patterns using data from 1,387 pregnancies 
in Europe (Copenhagen, Denmark; Paris, France; 
Hamburg-Eppendorf, Germany; Bergen, Norway), 
Asia (Delhi, India, and Khon Kaen, Thailand), South 
America, (Rosario, Argentina, and Campinas, Brazil), 
and Africa (Assiut, Egypt, and Kinshasa, Democratic 
Republic of Congo) (Kiserud et al., 2017). This study 
found significant heterogeneity in growth patterns 
between countries that could not be fully explained 
by differences in maternal height, health during preg-
nancy, or other factors.

Adequate maternal weight gain during preg-
nancy is essential for a healthy pregnancy. Weight 
gain recommendations vary, depending on the pre-
pregnancy maternal BMI (TABLE 7-2). These rec-
ommendations are based on evidence that women 
who gain insufficient weight are at a greater risk of 
adverse birth outcomes, including stillbirth, SGA, 
and preterm birth (Goldstein et  al., 2017; IOM, 
2009). In contrast, women who gain too much 
weight are at risk of developing gestational diabetes 
mellitus (GDM) and hypertensive disorders during 
pregnancy, as well as retaining excess weight post-
partum. Their infants are at elevated risk of requiring 
a cesarean delivery and developing obesity in later 
childhood. Recently, other research groups have 
evaluated whether these standards are appropriate 
for use in low-income country settings. A study of 
healthy pregnant women in Malawi who delivered 
live-born singleton, normal-weight, term infants 
reported lower weight gain during pregnancy than 
recommended by the IOM (Xu, Luntamo, Kulmala, 
Ashorn, & Cheung, 2014), drawing into question 
the usage of the North American standard for use in 
African populations. 
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Population Trends
Estimates of the prevalence of stunting, wasting, and 
underweight compiled by the United Nations Children’s 
Fund (UNICEF), WHO, and the World Bank suggest 
that there were nearly 155 million children stunted 
(HAZ < −2) and 16.9 million severely wasted (WHZ 

TABLE 7-3 Estimated Prevalence (%) and Number (in millions) of Children Affected by Moderate to Severe Stunting 
(HAZ < −2) or Severe Wasting (WHZ < –3) by UN Region in 2016

Stunting Severe Wasting

Percentage 
Stunted Number Stunted 

Percentage 
Wasted Number Wasted

Global 22.9 154.8 2.5 16.9

Developing regions 25.0 151.9 2.8 16.9

Africa 31.2 59.0 2.2 4.1

Eastern Africa 36.7 24.0 1.6 1.1

Middle Africa 32.5 8.9 2.1 0.6

Northern Africa 17.6 5.0 3.5 1.0

Southern Africa 28.1 1.8 1.0 0.1

Western Africa 31.4 19.2 2.3 1.4

Asia 23.9 86.5 3.5 12.6

Central Asia 12.5 1.0 1.4 0.1

Eastern Asia 5.5 4.9 0.4 0.4

Southern Asia 34.1 61.2 5.0 9.0

Southeastern Asia 25.8 15.1 4.7 2.7

Western Asia 15.7 4.4 1.1 0.3

Latin America and Caribbean 11.0 5.9 0.3 0.2

Caribbean 5.3 0.2 1.1 0.0

Central America 15.4 2.5 0.2 0.0

South America 9.5 3.2 0.2 0.1

Oceania 38.3 0.5 3.3 0.0

Data from UNICEF, WHO, & World Bank, 2017.

< −3) in 2016 (TABLE 7-3). These conditions afflicted 
nearly 23% and 2.5% of children, respectively. Although 
the highest prevalence of stunting occurs in Eastern 
Africa, where 36.7% of children are stunted, the larg-
est number of children who are stunted—61  million—
live in South Asia. As an indicator of prenatal
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undernutrition, an estimated 15% to 20% of infants 
are born with low birth weight, although there is 
considerable uncertainty about this estimate because 
nearly half of infants are not weighed at birth (WHO, 
2014a). 

Over the past 30 years, the prevalence of most 
forms of undernutrition has been declining globally. 
Notably, the prevalence of stunting declined from 
39.5% in 1990 to 22.9% in 2016 (UNICEF, WHO, & 
World Bank, 2017), resulting in nearly 100 million 
fewer children stunted. Despite these impressive 

gains, the average rate of reduction has not been on 
track to achieve the World Health Assembly targets 
(EXHIBIT  7-1). The declines also have been uneven 
across regions. The fastest declines have been in Asia, 
particularly East Asia, where there was a decline from 
48% in 1990 to 24% in 2016 (FIGURE 7-4). By contrast, 
the corresponding decline in Africa was from 42% to 
32%. This was offset by the overall population growth 
in the African region, however, which means that 
there were actually 12.5 million more stunted children 
in Africa in 2016 than in 1990. 

EXHIBIT 7-1 Using Data to Track Progress Towards Achieving Nutrition Goals

Since the launch of the Millennium Development Goals 
in 2000 and the release of the Sustainable Development 
Goals in 2015, it has been increasingly recognized that the 
effective use of data can stimulate global development 
efforts. In 2012, the World Health Assembly endorsed a 
set of six global nutrition targets that it aimed to achieve 
by 2025:

 ■ A 40% reduction in the number of children younger 
than age 5 who are stunted

 ■ A 50% reduction in anemia among women of 
reproductive age

 ■ A 30% reduction in low birth weight
 ■ No increase in child overweight
 ■ A 50% increase in the rate of exclusive breastfeeding 

in the first 6 months
 ■ Maintenance or reduction in child wasting to less 

than 5% (WHO, 2014b)

At the time that these targets were adopted, few 
countries were routinely collecting data on all six of 
these indicators. The Global Nutrition Report, which 

was launched in 2014, was designed as a mechanism to 
track countries’ progress and hold them accountable to 
achieving the targets, highlight success stories, and serve 
as means of advocating for change. In 2016, only 41 of 
193 countries were considered to be on track toward 
meeting the stunting target, but 79 lacked sufficient data 
to track progress (International Food Policy Research 
Institute [IFPRI], 2016). Only 36 were on track to meet 
the exclusive breastfeeding target, but 110 lacked data 
on this issue. Moreover, despite more complete data 
with which to monitor trends, only 3 countries were on 
target to meet the anemia target. Routine data collection 
on the prevalence of low birth weight has been notably 
absent in many countries, rendering it impossible to track 
progress on achieving the goal. In many places, this may 
be due to a lack of skilled birth attendants or inadequate 
equipment available to weigh newborns. There is a need 
for a global data revolution to aid in nutrition monitoring 
efforts, to track progress at the country level, and to better 
target policies and programs to the most vulnerable 
populations that could stand to benefit most.

FIGURE 7-4 Trends in the prevalence and number of children affected by stunting from 1990 to 2016.
Data from UNICEF, WHO, & World Bank, 2017.
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Health Consequences
Undernutrition is a risk factor for infectious mor-
bidity and associated case fatality among children in 
low- income countries. Among neonates, given that ges-
tational age and age-adjusted size at birth are often cor-
related with nutritional status during early childhood, it 
is appropriate to consider these factors as part of a con-
tinuum of risk between nutrition and infection. Never-
theless, studies have generally examined separately the 
risk of mortality related to status at birth in the neonatal 
or infant period and the risk related to nutritional status 
throughout childhood, at least up to age 5 years.

Low Birth Weight: Morbidity and Mortality 
Risk. To examine the role of nutritional risk factors for 
morbidity and mortality early in life, it is important to 
evaluate births that have been subjected to fetal growth 
restriction, as characterized by their being small for 
gestational age. There is a larger body of literature on 
the risks of LBW that does not distinguish whether  
this condition was due to SGA, to preterm birth, or to 
both. Although recent analyses do provide the specific 
effects of SGA, the effects of LBW will also be consid-
ered because this metric remains a common measure 
of birth status when the gestational age of the newborn 
is difficult to determine.

LBW babies have the largest increase in risk during 
the neonatal period, and they continue to have addi-
tional risk in the post-neonatal period of infancy. In 
high- income countries, birth weights of 3,500 to 4,500 
grams (7 lb, 11 oz to 9 lb, 14 oz) are associated with 
the lowest risk of neonatal mortality. The relative risk 
of neonatal mortality increases with birth weights less 
than 2,500 grams and increases even more for very LBW 
babies of less than 1,500 grams (3 lb, 3 oz) ( Ashworth, 
1998). In low-income countries, the data are more lim-
ited due to the difficulty of obtaining accurate birth 
weight measurements for deliveries, which occur pre-
dominantly in the home. In these settings, neonatal 
mortality rates typically range as high as 50 deaths per 
1,000 live births, and increase with decreasing birth 
weight. A pooled analysis of 20 birth cohorts with data 
on more than 2 million live births from Africa, Asia, 
and Latin America provides the relative risk of mortal-
ity associated with SGA (Katz et al., 2013). The pooled 
relative risk for babies who were SGA (birth weight in 
the lowest 10th percentile compared with a reference 
population) was 1.83 (95% confidence interval [CI], 
1.34–2.50) for neonatal mortality and 1.90 (95% CI, 
1.32–2.73) for post-neonatal mortality.

Because of the importance of diarrhea and pneu-
monia as causes of death in children in low-income 
countries, studies have evaluated whether LBW 

confers additional risk for deaths from these two 
causes. In three studies conducted in low-income 
countries, the increased risk of diarrheal deaths during 
infancy was 2.5- to 2.8-fold for LBW babies (Ash-
worth & Feachem, 1985). Likewise, the risk of death 
from acute lower respiratory infection was increased, 
but with more variability; the relative risk ranged from 
1.6 to 8.0 (Victora et al., 1999).

As might be expected from these studies of infant 
mortality, LBW has also been shown to be a risk factor 
for diarrheal and respiratory morbidity (Ashworth & 
Feachem, 1985; Victora et al., 1999). Studies in Papua 
New Guinea (Bukenya, Barnes, & Nwokolo, 1991), 
Thailand (Ittiravivongs, Songchitratna, Ratthapalo, 
& Pattara-Arechachai, 1991), and Brazil ( Victora, 
 Barros, Kirkwood, & Vaughan, 1990) found a rela-
tive risk associated with LBW, adjusted for other pos-
sible determinants of illness, ranging from 1.6 to 3.9 
for acute diarrhea. Studies in China (Chen, Yu, & Li, 
1988), Argentina (Cerquerio, Murtagh, Halac, Avila, & 
Weissenbacher, 1990), and Brazil (Victora et al., 1990; 
Victora, Smith, Barros, Vaughan, & Fuchs, 1989) found 
a relative risk ranging from 1.4 to 2.2 for acute lower 
respiratory infection or pneumonia hospitalization.

Beyond its immediate effects on survival and mor-
bidity, LBW is associated with stunting in later child-
hood (Christian et al., 2013). Likewise, it is associated 
with increased risk of chronic diseases in adulthood 
(Uauy, Kain, & Corvalan, 2011).

Anthropometric Deficits in Children: Morbidity 
and Mortality Risk. Anthropometric status in early 
childhood is related to the risk of mortality and sub-
sequent infectious disease. Severe malnutrition clearly 
carries a high risk of death, but it is the interaction 
of undernutrition with common infectious diseases 
in low-income countries that is of greater importance 
for mortality. This relationship reflects the synergy 
between undernutrition and infectious diseases in 
which the combined conditions result in much greater 
mortality than either would alone (Scrimshaw, Tay-
lor, & Gordon, 1968). Compromised host defenses 
and more severe infectious diseases in undernour-
ished children may lead to higher case fatality rates, 
although an increased incidence of infectious diseases 
may play some role as well.

A review of the observational population studies 
in a large number of countries clearly reveals a mono-
tonic increase in the risk of mortality at each progres-
sively worse level of anthropometric status compared 
to the WHO growth standards or other reference pop-
ulations (Caulfield, de Onis, Blossner, & Black, 2004; 
 Olofin et  al., 2013; Pelletier, Frongillo, &  Habicht, 
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1993). In the most recent pooled analysis of 10 pro-
spective studies from Africa, Asia, and South America, 
all degrees of anthropometric deficits increased the 
hazards of dying (TABLE 7-4) (Olofin et al., 2013). 

It is important to note that even mild to moderate 
undernutrition puts a child at increased risk of mor-
tality. Because the greatest number of undernourished 
children have mild to moderate undernutrition rather 
than severe malnutrition, most of the excess risk of 

death is attributable to the less severe forms of under-
nutrition. Also important is the observation that with 
worsening levels of anthropometric status, the mor-
tality rate increases logarithmically. An estimated 
14.7% and 12.6% of all childhood deaths have been 
attributed to stunting and wasting, respectively (Black 
et al., 2013).

Diarrheal diseases and pneumonia are the two 
most important infectious causes of death in children 

TABLE 7-4 Hazard Ratio (HR)a Estimates for Child Mortality Using WHO 2006 Standards

All Deaths

Mortality 
from 
Respiratory 
Tract 
Infections

Mortality 
from 
Diarrheal 
Disease

Mortality 
from Other 
Infectious 
Causesb

Mortality 
from Malaria

Mortality from 
Measles

HR (95% CI) HR (95% CI) HR (95% CI) HR (95% CI) HR (95% CI) HR (95% CI)

Weight-for-Age z-Score

< -3 9.40 (8.02, 11.03) 10.10 (6.53, 15.64) 11.56 (8.63, 15.48) 8.28 (4.32, 15.89) 1.29 (0.39, 4.29) 7.73 (4.15, 14.39)

-3 to < -2 2.63 (2.20, 3.14) 3.11 (1.93, 5.02) 2.86 (2.03, 4.03) 1.58 (0.73, 3.45) 1.65 (0.77, 3.53) 3.12 (1.67, 5.80)

-2 to < -1 1.52 (1.28, 1.81) 1.85 (1.17, 2.91) 1.73 (1.24, 2.40) 1.54 (0.78, 3.03) 1.26 (0.66, 2.39) 1.00 (0.49, 2.03)

ê -1 Ref Ref Ref Ref Ref Ref

Height/Length-for-Age z-Score

< -3 5.48 (4.62, 6.50) 6.39 (4.19, 9.75) 6.33 (4.64, 8.65) 3.01 (1.55, 5.82) 1.92 (0.89, 4.11) 6.01 (3.00, 12.07)

-3 to < -2 2.28 (1.91, 2.72) 2.18 (1.39, 3.43) 2.38 (1.71, 3.31) 1.86 (0.97, 3.57) 1.06 (0.48, 2.32) 2.79 (1.40, 5.56)

-2 to < -1 1.46 (1.23, 1.74) 1.55 (1.02, 2.37) 1.67 (1.20, 2.30) 0.95 (0.48, 1.87) 0.74 (0.35, 1.56) 1.25 (0.61, 2.58)

ê -1 Ref Ref Ref Ref Ref Ref

Weight-for-Length/Height z-Score

< -3 11.63 (9.84, 13.76) 9.68 (6.07, 15.43) 12.33 (9.18, 16.57) 11.21(5.91, 21.27) 1.24 (0.17, 9.29) 9.63 (5.15, 18.01)

-3 to < -2 3.38 (2.86, 3.98) 4.66 (3.07, 7.09) 3.41 (2.52, 4.63) 2.73 (1.35, 5.54) 1.43 (0.52, 3.94) 2.58 (1.32, 5.06)

-2 to < -1 1.62 (1.41, 1.87) 1.92 (1.31, 2.84) 1.60 (1.23, 2.11) 1.65 (0.98, 2.79) 0.86 (0.39, 1.90) 1.02 (0.56, 1.85)

ê -1 Ref Ref Ref Ref Ref Ref

Abbreviations: CI, 95% confidence interval.
a Adjusted for age (as the time scale, in weeks), child’s sex, cohort characteristics, and assigned treatment (in randomized trials).
b Septicemia, unspecified febrile illness, tuberculosis, meningitis, hepatitis, or cellulitis.
Reproduced from Olofin, I., et al. (2013). Associations of suboptimal growth with all-cause and cause-specific mortality in children under five years: A pooled analysis of ten prospective studies. 
PLoS One, 8(5): e64636.

Spectrum of Malnutrition and Its Consequences Across the Life Course 267



younger than 5 years of age in low-income countries 
(Liu et al., 2016). These two conditions have a higher 
case fatality rate in undernourished children com-
pared to those who are well nourished. For exam-
ple, malnourished children who were discharged 
from a hospital after treatment for diarrheal illness in 
 Bangladesh had a 14-fold greater risk of dying com-
pared with  better-nourished controls (Roy, Chowd-
hury, &  Rahaman, 1983). In a  community-based study 
in rural India, severely wasted children had a 24-fold 
higher diarrheal case fatality rate compared with better- 
nourished children (Bhandari, Bhan, & Sazawal, 1992). 
In Mexico, undernourished children had an 8-fold 
greater risk of death with severe diarrhea (Tome, Reyes,  
Rodriguez, Guiscafre, &  Gutierrez, 1996). Studies in 
the Philippines (Tupasi et al., 1990), Papua New Guinea 
(Shann, Barker, & Poore, 1989), Bangladesh (Rahman 
et al., 1990), and Argentina (Weissenbacher et al., 1990) 
of acute lower respiratory infection and pneumonia 
found a 2- to 3-fold increase in the case fatality rate 
in undernourished versus  better-nourished children. 
While measles fatality also rises with worsening nutri-
tional status, fatality from malaria does not show this 
clear trend (Olofin et al., 2013).

Nutritional status has been assessed widely as a risk 
factor for the severity and incidence of diarrheal dis-
eases. As might be expected with the reported higher 
case fatality rate in undernourished children, nutri-
tional status has an association with disease severity. 
One measure of this relationship is the duration of 
the illness. In studies in several countries, the dura-
tion of diarrhea in mildly to moderately malnourished 
children was shown to be up to 3-fold longer than for 
 better-nourished children (Black, Brown, & Becker, 
1984a). Undernutrition is also an important risk factor 
for the occurrence of persistent diarrhea (Baqui et al., 
1993). This relationship has been demonstrated for spe-
cific types of diarrhea, such as episodes due to Shigella 
species and enterotoxigenic Escherichia coli, in which 
the illness duration in Bangladeshi children was 2.5-fold 
longer in undernourished children (Black, Brown, & 
Becker, 1984b). Poorer nutritional status has also been 
documented to be associated with an increased rate of 
stool output in children, leading to an increased risk of 
dehydration (Black et  al., 1984a). These mechanisms 
likely explain the increased risk for hospitalization and 
length of hospital stay due to diarrhea in undernour-
ished children (Man et al., 1998; Victora et al., 1990).

The effect of undernutrition on diarrheal inci-
dence has been more variable in different settings. 
Some studies have not found any increased risk 
of overall incidence in undernourished children, 
whereas others have found a 30% to 70% increased 
risk of incident diarrhea in such children (Black et al., 

1984a; Checkley et  al., 2002; El Samani, Willett, &  
Ware, 1986;  Guerrant, Schorling, McAuliffe, & de Souza,  
1992). Some enteropathogens causing diarrhea, such 
as Cryptosporidium parvum, may be particularly 
selected as a cause of infection in undernourished 
children (Checkley et al., 1998).

The role of undernutrition as a risk factor for sever-
ity or incidence of acute lower respiratory infections or 
pneumonia has also been the subject of extensive study. 
Evidence supports an association between undernutri-
tion and severity of respiratory infection, with such 
relationships being found in both hospital-based and 
community-based studies. Undernutrition has been 
found to increase the likelihood that a child will have 
bacteremia, pleural effusion, and other complica-
tions (Johnson, Aderele, & Gbadero, 1992). Studies in 
the Philippines, Costa Rica (James, 1972), and Brazil 
( Fonseca et al., 1996; Victora et al., 1989) found a mod-
estly increased incidence of acute lower respiratory 
infections in undernourished children. In contrast, 
studies in Papua New Guinea (Smith, Lehman, Coak-
ley, Spooner, & Alpers, 1991), Uruguay (Selwyn, 1990), 
and Guatemala (Cruz et al., 1990) did not find any such 
relationship. A meta-analysis found that underweight 
status (less than −2 weight-for-age z-scores) confers an 
increased relative risk of pneumonia of 1.86 (95% CI, 
1.06–3.28) (Fishman et al., 2004). One study in Gambia 
found that the development of pneumococcal infection 
was associated with a history of poor weight gain prior 
to the illness compared with other children in the com-
munity (O’Dempsey et al., 1996).

Early observations reported that malaria was more 
frequent in those persons with inadequate diets or 
with undernutrition (Garnham, 1954). Later studies 
appeared to show that malnutrition could actually be 
protective against malaria. This contention was based 
on observational studies (Hendrickse, Hasan,  Olumide, 
& Akinkunmi, 1971) and on interventions such as the 
refeeding of famine victims (Murray, Murray, Murray, 
& Murray, 1975) in which an exacerbation of malaria 
appeared to occur. Animal studies seemed to sup-
port the suppressive effects of a poor diet on malaria, 
leading to the belief that undernourished children are 
less susceptible to the infection and consequences of 
malaria. If refeeding a malaria-infected, starved host 
can reactivate the low-grade infection and lead to 
more severe disease, antimalarial measures should be 
included during nutritional rehabilitation of famine 
victims who are likely to have malaria infection.

In addition to its association with increased risk of 
infection, chronic undernutrition has insidious effects 
on brain development and cognitive function, which 
in turn hinders an individual’s capacity to perform 
well in school and seek economic opportunities in 
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adulthood (Black et al., 2017). In a systematic review 
of numerous observational studies, it was estimated 
that each standard deviation (SD) increase in height-
for-age z-score among children younger than 2 years 
is associated with an approximate 0.2 SD increase in 
cognitive abilities in early childhood—an effect size 
that largely persists into later childhood (Sudfeld et al., 
2015). Longitudinal studies of malnourished children 
have also found long-term effects on occupational sta-
tus, economic productivity, and wages (McGovern, 
Krishna, Aguayo, & Subramanian, 2017). Precise esti-
mates of these effects are difficult to develop because 
of variations in the measurement of the exposure and 
outcome in each of the studies, but cross- sectional 
studies of adults have suggested that each 1 cm 
increase in stature is associated with a 4% increase in 
wages among men and a 6% increase in wages among 
women (McGovern et al., 2017).

Micronutrient Deficiencies
Overview
The term “micronutrients” refers to vitamins and min-
erals that must be provided in minute amounts in the 
human diet to support essential cellular and tissue 
functions of growth, development, maturation, and 
homeostasis at each stage of life (Ames, 2010; Fenech, 
2010; Gernand, Schulze, Stewart, West, & Christian, 
2016). Discovered through animal experiments and 
clinical studies over the past century, micronutrients 
known to be required from the diet, always or condi-
tionally, to maintain health include four lipid-soluble 
vitamins (A, D, E, and K) and nine water-soluble vita-
mins (thiamin, riboflavin, niacin, pyridoxine, folate, 
and cobalamin [collectively termed “B-complex”], 
plus vitamin C, biotin, and choline), plus 12 inorganic 
elements, including iron, zinc, selenium, and copper 
(IOM, 2005). Guided by the Dietary Reference Intakes 
(IOM, 2005), which provide age-, sex-, and pregnancy 
and lactation–specific estimates of nutrient intake ade-
quacy, a diet diverse in vegetables, fruits, whole grains, 
and animal-source foods (meat, poultry, fish, eggs, 
milk, and cheese) is usually adequate in micronutri-
ents. Carefully planned vegetarian diets can also meet 
most vitamin and mineral requirements, except for 
vitamin B12, for which animal foods are major sources. 
Micronutrient requirements are assumed to be largely 
met in the first 6 months of life through adequate 
breastfeeding by well-nourished mothers (IOM, 2005).

Micronutrient intakes at either extreme may 
adversely affect health. Deficient intakes are unable 
to meet normal requirements, perturbing genomic, 
translational, energetic, and stress response pathways 
that may adversely affect multiple immune, neural, and 

metabolic functions and disease risk (Ames, 2010). 
Consequences of deficiencies range from nonspe-
cific effects (e.g., impaired cognition or growth) 
to nutrient-specific pathological conditions (e.g., 
xerophthalmia from vitamin A or goiter from iodine 
deficiencies), depending on the nutrients involved 
and their interactions, the duration and severity of 
the deficiency, life stage, and exacerbating conditions 
such as inflammation from infection, chronic disease, 
or toxic exposures (Kutlesic et  al., 2017). Evidence 
is emerging that the gut microbiome, depending on 
its community structure and interactions, may affect 
host micronutrient nutriture by enhancing or inhibit-
ing nutrient uptake, synthesizing vitamin intermedi-
ates, or otherwise affecting micronutrient metabolic 
pathways (Biesalski, 2016). Gene mutations that lead 
to a defect in nutrient uptake or metabolism (e.g., a 
polymorphism in a beta-carotene cleavage enzyme 
in the intestine required for conversion to vitamin 
A [Shete & Quadro, 2013]) are being discovered and 
may explain deficiencies in some population groups. 
In contrast, with expanding, overlapping, or poorly 
regulated micronutrient interventions, the poten-
tial exists for some nutrients (e.g., vitamin A) to be 
excessively consumed, highlighting the importance of 
both effective and safe prevention. These many factors 
emphasize the importance of preventing micronu-
trient deficiencies in the context of local or regional 
diets, disease risks, and environs.

The global public health community has historically 
focused on assessing and preventing vitamin A, zinc, 
iron, and iodine deficiencies due to their known high 
prevalence, health consequences, and  preventability—
for example, through supplementation, food fortifica-
tion, and dietary diversification. In truth, this narrow 
focus also reflects lack of data on prevalence, health 
risks, and resources needed to prevent other micronu-
trient deficiencies. For this reason, micronutrient defi-
ciencies are colloquially known as “hidden hunger” 
(Ruel-Burgeron et al., 2015), emphasizing the need for 
more comprehensive and readily available approaches 
to assessing micronutrient deficiencies in populations 
(Cole et al., 2013; Lu et al., 2017).

Vitamin A
Vitamin A deficiency is a nutritional burden of 
impoverishment with public health consequences, 
especially among preschool-age children, infants, and 
women of reproductive age in LMICs ( Sommer  & 
West, 1996). Estimating its global burden is challeng-
ing, as national surveys are infrequent, leaving esti-
mates imprecise (Stevens et  al., 2015; Wirth, Petry, 
et al., 2017); employ a wide range of status indicators, 
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making direct comparisons difficult; and are con-
ducted against multiple- intervention landscapes 
(Wirth, Petry, et al., 2017). A study modeling trends 
in preschool child vitamin A deficiency (serum ret-
inol < 0.70 µmol/L), based on national surveys from 
1991–2013, suggests a prevalence of 29%, with the 
highest rates in South Asia (44%) and sub-Saharan 
Africa (48%) ( FIGURE 7-5) (Stevens et al., 2015). These 
rates are approximately 10% lower than the global, 
South Asian, and sub- Saharan African rates of 33%, 
50%, and 44%, respectively, obtained by WHO for 
the period 1995–2005 that led, at the time, to a global 
estimate of 190 million affected children (WHO, 
2009). Thus, while still high, the vitamin A defi-
ciency burden may be gradually lessening, possibly 
resulting from intensified prophylaxis through forti-
fication, biofortification, and vitamin A supplemen-
tation under way in more than 80 countries (Wirth 
et al., 2017). 

Data on vitamin A deficiency among older chil-
dren, adolescents, and women remain sparse. One 
estimate suggests that 23% of children 5–15 years of 
age in Southeast Asia are vitamin A deficient, and 
2.6% have mild xerophthalmia (Singh & West, 2004). 
Among pregnant women in LMICs, 8% (nearly 
10 million) are estimated to experience night blind-
ness, while some 19 million may be vitamin A defi-
cient (WHO, 2009). Inexpensive, valid indicators of 
vitamin A status are needed to greatly improve esti-
mation of this burden (Tanumihardjo et al., 2016).

Function, Requirements, and Assessment.   
Vitamin A comprises a group of molecules called ret-
inoids, known to regulate numerous cell functions. 
As an aldehyde (retinal) acting with the protein opsin 
in photoreceptors of the eye, vitamin A enables light 
detection and transduction in a process known as 
the visual cycle (Saari, 2016); as a ligand in the cell 
nucleus, retinoic acid acts via specific receptors to reg-
ulate transcription of hundreds of genes ( Blomhoff & 
Blomhoff, 2006), whose protein products mediate cel-
lular differentiation, proliferation, apoptosis, and plas-
ticity (Al  Tanoury, Piskunov, &  Rochette-Egly, 2013) 
plus extracellular matrix composition and signaling 
functions (Barber, Esteban-Pretel, Marin, & Tim-
oneda, 2014). As retinol, vitamin A regulates enzy-
matic reactions and cellular bioenergetics (Brossaud, 
Pallet, & Corcuff, 2017). Through these diverse mech-
anisms, vitamin A nutriture affects the development, 
shape, and function of tissues beginning in embryonic 
life, with deficiency exerting adverse effects on vision, 
innate and adaptive immune mechanisms, neuro-
transmission, and bone metabolism and growth.

Vitamin A is provided through the diet as pre-
formed esters in foods such as fish or animal liver, milk, 
dairy products, eggs, and fortified foods (e.g., vegeta-
ble oils, flour, or sugar), and as provitamin A carot-
enoids, comprising pigments found in yellow- orange 
vegetables (e.g., yellow sweet potato, carrot) and fruits 
(ripe mango or papaya) and in dark green leaves (e.g., 
spinach) (IOM, 2005). Certain indigenous foods may 

FIGURE 7-5 Estimated prevalence map of vitamin A deficiency among children 6–59 months of age from modeled trends 
based on serum retinol surveys of 138 countries between 1991 and 2013.

<10%
10-19%
20-39%
40-59%
≥60%
No estimate made

Reprinted from Stevens, G. A. et al. (2015). Trends and mortality effects of vitamin A deficiency in children in 138 low-income and middle-income countries between 1991 and 2013: A pooled analysis of population-based surveys. The Lancet Global Health, 3, e528–e536. 
Copyright 2015, with permission from Elsevier.
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contribute provitamin A to the diet, as illustrated by 
gac (Aoki, Kieu, Kuze, Tomisaka, & Van Chuyen, 
2002), buriti (Mariath, Lima, & Santos, 1989), and 
pandanus (Engleberger et al., 2006) fruits in Vietnam, 
Brazil, and the Western Pacific, respectively. Breast 
milk, which is affected by maternal vitamin A nutri-
ture, provides a critical, protective dietary source of 
the nutrient to infants through the first 2 years of life 
(Haskell & Brown, 1999). After 6 months of age, com-
plementary feeding must contribute dietary sources of 
vitamin A to protect against xerophthalmia and other 
deficiency disorders (Sommer & West, 1996). As vita-
min A is stored in the liver and released into circula-
tion, deficiency typically requires a prolonged period 
of inadequate intake, during which hepatic stores 
gradually decrease to low levels; in turn, this leads to 
low serum (or plasma) retinol concentrations, altered 

tissue function, and increased risk of impaired health 
(Tanumihardjo et al., 2016).

Assuring dietary adequacy of vitamin A in chil-
dren and women of reproductive age is a public health 
priority, evaluated by comparing intakes, as retinol 
activity equivalents (RAEs) that combine contribu-
tions from preformed and provitamin A food sources 
(assuming a beta-carotene-to-retinol conversion of 
12:1), to age-sex specific Estimated Average Require-
ments (EARs) and Recommended Dietary Allow-
ances (RDAs) (IOM, 2005) (TABLE 7-5). These indices 
specify intakes at which 50% and 97.5%, (i.e., +2 SD 
above the EAR), respectively, of a healthy population 
can meet requirements for vitamin A. When an EAR 
(and, therefore, RDA) is not computable for an age 
group, such as infancy, an Adequate Intake (AI) has 
been derived based on observed intakes in healthy 

TABLE 7-5 Dietary Reference Intakes: Estimated Average Requirement and Recommended  
Dietary Allowances for Vitamin A by Life Stage Group

Dietary Reference Intakes (IOM, 2006)

Life Stage Group

Sex EARa RDAa

RAE/db

≤ 6 months Both male and female 400 (AI)a

7–12 months Both male and female 500 (AI)a

1–3 years Both male and female 210 300

4–8 years Both male and female 275 400

9–13 years Male/female 445/420 600/600

14–18 years Male/female 630/485 900/700

19–70 years or older Male/female 625/500 900/700

Pregnancy

≤ 18 years Female 530 750

19–50 years Female 550 770

Lactation Female 900 1,300

a Components of the Dietary Reference Intakes: EAR = Estimated Average Requirement; RDA = Recommended Dietary Allowance; AI = Adequate Intake (IOM, 2006).
b Retinol Activity Equivalent, where the beta-carotene-to-retinol conversion ratio is assumed to be 12:1.
Data from IOM. (2006). Dietary reference intakes: Essential guide to nutrient requirements (Vitamin A Chapter, Table 1, pp. 170). J. J. Otten, J. P. Hellwig, & L. D. Meyers (Eds.). Washington,  
DC: National Academies Press. Copyright 2006 by the National Academy of Sciences. 
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populations. The RDA for vitamin A is 300 to 600 µg 
RAE/day for children up to 13 years of age, and 700 to 
900 µg RAE/day thereafter for both sexes, including 
for women during pregnancy, but increases to 1,300 
µg/day during lactation. Intakes that are chronically 
below the EAR by age and sex can be expected to place 
populations at risk of vitamin A deficiency.

 Vitamin A status is commonly assessed by clin-
ical, biochemical, and functional indicators. Serum 
(plasma) retinol concentration remains the most 
commonly measured biochemical indicator, with a 
concentration less than 0.70 µmol/L being indicative 
of deficiency (Tanumihardjo et al., 2016) and preva-
lences of 10% or greater and 20% or greater reflecting 
WHO cut-offs marking moderate public health con-
cerns and severe public health concerns, respectively 
(WHO, 2011a).

Although usually maintained within a normal 
range when adequately nourished, serum retinol falls 
progressively with depletion of body stores. It also 
declines in response to inflammation—for example, 
with infection. This latter response, which is attributed 
largely to retinol binding protein (RBP; the major 
transport protein) being sequestered in the liver, sug-
gests that serum retinol may be stratified (or adjusted) 
by biomarkers of inflammation, such as C-reactive 
protein and α1-acid glycoprotein, in affected popula-
tions. Because these biomarkers respond to severity 
and duration of inflammation, their use allows frac-
tions of low serum retinol to be potentially explained 
by stages of infection versus nutritional deficiency 
(Thurnham, Mburu, Mwaniki, & De Wagt, 2005).

Although serum retinol remains the most com-
mon population indicator of vitamin A status, other 
approaches include measurements of serum RBP, 
breast milk and dried blood spot retinol concentra-
tions, relative response tests following administration 
of a small oral dose of vitamin A (approximating liver 
store relative adequacy), stable isotope dilution (to 
estimate total body vitamin A stores), and functional 
tests of dark adaptation (Tanumihardjo et al., 2016). 
Each of these approaches has its own strengths, lim-
itations, and costs that guide its use.

Health Consequences
Xerophthalmia. Ocular manifestations of vitamin A 
deficiency include night blindness and Bitot’s spots 
(FIGURE 7-6A), each of which may affect 1% to 5% of 
preschoolers in a high-risk population. A far less com-
mon manifestation is the potentially blinding kerato-
malacia (“softening of the cornea”; FIGURE 7-6B). 

Night blindness (designated XN), the mildest 
symptom, results from a depletion of vitamin A in 

the rod photoreceptors of the eye and inability to see 
under low-light conditions (Sommer, 1995). Night 
blindness is often detectable by history, using a local 
term that may refer to twilight or evening blindness or 
chicken eyes (chickens’ eyes lack rods, so these ani-
mals are night blind). Pregnant women may become 
night blind in the latter half of pregnancy due to 
gestational demands in the context of an inadequate 
diet (Christian, 2002). XN usually disappears in both 
children and mothers within 24–48 hours following 
vitamin A treatment per WHO guidelines (Sommer, 
1995).

Bitot’s spots (X1B), the next most severe clinical 
stage, appear on the conjunctiva as cheesy or foamy 
patches of keratinized, sloughed cells. X1B does not 
affect vision and regresses following vitamin A treat-
ment over a period of weeks, although it may not 
always disappear. While representing mild ocular dis-
ease, XN and X1B reflect moderate-to-severe systemic 
vitamin A deficiency, evident by their positive associ-
ation with morbidity and mortality in young children 
(Sommer, Hussaini, Tarwotjo, & Susanto, 1983) and 
(for XN) pregnant women (Christian et al., 2000).

FIGURE 7-6 A. Bitot’s spot. B. Keratomalacia.
Reprinted with permission of Oxford University Press, Inc. Photos courtesy of Randy Whitfield and Alfred Sommer.
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Keratomalacia (X3) represents a blinding stage 
of xerophthalmia. It is associated with a high risk of 
fatality, with death usually precipitated by measles or 
other severe infections. Vitamin A therapy will heal 
the cornea in patients with X3, but may not preserve 
vision, depending on the extent and severity of cor-
neal destruction (Sommer & West, 1996).

Morbidity. Vitamin A supplementation has been 
shown to reduce severity of infections, including 
diarrhea or dysentery (Stevens et al., 2015), measles 
(Fawzi, Chalmers, Herrera, & Mosteller, 1993), malaria 
(Shankar et al., 1999), and other infectious illnesses. 
In addition, it can reduce hearing loss associated with 
purulent ear discharge (Schmitz et al., 2012), an effect 
likely explained by effects of the vitamin in maintain-
ing normal epithelial barrier (Sommer & West, 1996) 
and by innate and adaptive immune function (Beijer, 
Kraal, & den Haan, 2013), including tolerance and the 
capacity to resolve infections (Mora & Iwata, 2015). 
While animal studies reveal vitamin A deficiency 
may also compromise lung defenses and, in human 
studies, be associated with an increased risk of respi-
ratory infection ( Sommer & West, 1996; Thornton, 
Mora-Plazas, Marin, & Villamor, 2014), vitamin A 
supplementation does not appear to reduce risk of 
lower respiratory infections (Nacul et al., 1998; Vita-
min A and Pneumonia Working Group, 1995), for 
reasons that remain unclear.

Mortality. Vitamin A deficiency increases the risk 
of mortality among preschool-age children, including 
infants, in underserved and undernourished regions. 
Large community trials in South Asia and Africa, 
designed and implemented to test the efficacy of 

supplementation, have shown that vitamin A, deliv-
ered as a high oral dose every 4–6 months (200,000 IU 
for children 12 months or older, half-dose at age 6–11 
months), or as a weekly small dose (15,000 IU), or 
provided as a fraction of an RDA daily via food fortifi-
cation, can reduce preschool child mortality by 23% to 
34% (Beaton et al., 1993; Fawzi et al., 1993; Sommer & 
West, 1996) (FIGURE 7-7). Embedded in this decline in 
all-cause mortality are likely strong effects of vitamin 
A in reducing the case fatality of measles, which has 
been documented in both community ( Rahmathullah 
et al., 1990; West et al., 1991) and hospital-based tri-
als (Barclay, Foster, & Sommer, 1987; Coutsoudis, 
Broughton, & Coovadia, 1992; Hussey & Klein, 1990), 
and in decreasing the severity of diarrhea and dysen-
tery (Arthur et al., 1992; Banajeh, 2003; Stevens et al., 
2015) and Plasmodium falciparum malaria (Shankar 
et al., 1999). Evaluations of vitamin A programs may 
yield estimates of impact that are higher, if accompa-
nied by other interventions that enhance child survival 
(Thapa, Choe, & Retherford, 2005). Conversely, such 
estimates may be lower if design, implementation, 
and resource constraints affect the quality of either the 
program or its evaluation (Awasthi et al., 2013; West, 
Sommer, Palmer, Schultink, & Habicht, 2015). 

Early neonatal vitamin A supplementation (oral 
50,000 IU dose) has been evaluated for efficacy in 
reducing infant mortality. An early, positive trial from 
Indonesia (Humphrey et al., 1996) was followed by 10 
additional trials across the Southeast Asian,  Eastern 
Mediterranean, and African regions to assess the effect 
on mortality in the first 6 months of life (TABLE 7-6). 
While no effects were observed in Africa (Malaba  

FIGURE 7-7 Summary of percent change in all-cause mortality of children (approximately 6 months or older to 72 months) 
receiving vitamin A versus no vitamin A (controls) in eight field intervention trials. Black bars represent statistically significant 
reductions; white bars indicate nonsignificant change. Total N (across trials) >165,000 children. Meta-analyses showed overall 
23% to 34% reductions in mortality with vitamin A.
Reproduced from Sommer, A., & West, K. P., Jr. (1996). Vitamin A deficiency: Health, survival, and vision (Figure 2.5, pp. 30). New York: Oxford University Press. Reprinted with permission of Oxford University Press, Inc.
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et al., 2005; Benn et al., 2008, 2010, 2014; Edmond et al.,  
2014; Masanja et al., 2014), or Eastern Mediterranean 
(Soofi et al., 2017) regions, 10% to 64% reductions in 
all-cause mortality (relative risks of 0.90 to 0.36) were 
reported from trials in Southeast Asia (Humphrey 
et al., 1996; Klemm et al., 2008; Rahmathullah et al., 
2003; Mazumder et al., 2014). The stark regional dif-
ferences may be partly explained by more pronounced 
gestational vitamin A deficiency in Southeast Asia 
(Rotondi & Khobzi, 2010). In South India, where mor-
bidity was monitored, fatality related to diarrhea and 
fever was reduced 45% and 37%, respectively (Tielsch 
et al., 2007). Animal vitamin A repletion experiments 
in the puerperium support strengthened intestinal 
mucosal immune responses (Liu et al., 2014) and less 
colitic inflammation (Reifen et  al., 2002) in vitamin 
A–replete versus vitamin A–deficient offspring as 
plausible mechanisms of action. Newborn vitamin A 
receipt was also associated with delayed pneumococ-
cal colonization of the respiratory tract at 2–4 months 
of age in India (Coles et al., 2001), suggesting an addi-
tional possible pathway of effect. 

Effects of antenatal vitamin A supplementation 
on pregnancy outcome and maternal mortality have 
been examined in South Asia and West Africa. In 
Nepal, where maternal night blindness was associated 
with increased morbidity, anemia (Christian et  al., 
1998), and mortality through 2 years postpartum 
(Christian et  al., 2000), weekly, maternal low-dose 
vitamin A or beta-carotene supplementation reduced 
 pregnancy-related mortality by approximately 40% 
(West et al., 1999), but had no overall effect on infant 
mortality (Katz et  al., 2000). However, offspring of 
vitamin A–supplemented mothers followed to pubes-
cence exhibited greater lung (Checkley et  al., 2010) 
and innate immune (Palmer, Schulze, Khatry, De 
Luca, & West, 2015) capacity. In rural Bangladesh, a 
similar weekly vitamin A or beta-carotene regimen 
revealed no effect on materno-infant mortality (West 
et al., 2011), although risk of maternal bacterial vagi-
nosis was reduced (Christian et al., 2011). In Ghana, 
where maternal night blindness is rare, weekly vita-
min A during pregnancy also had no effect on mor-
tality (Kirkwood et al., 2010), suggesting that levels of 
maternal vitamin A deficiency may influence health 
outcomes of this intervention.

Poor Growth and Anemia. Vitamin A is required for 
mammalian growth. Children with mild xerophthalmia 
(XN or X1B) are more likely to be stunted than chil-
dren who do not have xerophthalmia ( Sommer & West, 
1996). Nevertheless, growth responses to population- 
based vitamin A supplementation have revealed mixed 
results, with most studies finding either no effect 
(Ramakrishnan, Aburto, McCabe, & Martorell, 2004) 

or seasonal, subgroup, sex-specific, or anthropometry- 
specific effects (Sommer & West, 1996).

Vitamin A regulates erythropoiesis, modulates 
iron metabolism and mobilization, and influences 
immune functions, providing plausible pathways by 
which vitamin A deficiency could lead to an increased 
risk of anemia (Christian et al., 1998; Semba & Bloem, 
2002). Where deficiency is endemic, there is moder-
ate evidence from meta-analyses that vitamin A sup-
plementation during pregnancy may reduce maternal 
anemia by one-third (odds ratio [OR], 0.64; 95% 
CI, 0.43–0.94) (McCauley, Van Den Broek, Dou, & 
 Othman, 2015).

Iron Deficiency and Anemia
Iron is essential in the body for oxygen transport and 
cellular respiration—functions that are especially criti-
cal in red blood cells, brain, and muscle (Beard, 2001). 
Iron deficiency is considered the most common micro-
nutrient deficiency in the world; anemia, characterized 
by abnormally low blood hemoglobin concentration, is 
its major clinical manifestation. Although anemia is not 
specific to iron deficiency, the two conditions are closely 
linked in most malnourished populations, making ane-
mia the most frequently reported clinical index of iron 
deficiency in low-income countries (WHO, 2007).

Anemia has both nutritional and non-nutritional 
causes. Major non-nutritional causes of red cell mass 
loss or destruction and consequent anemia include 
hookworm, schistosomiasis, trichuris, malaria, or 
HIV infections (Thurnham & Northrop-Clewes, 
2007) as well as inherited hemoglobin disorders such 
as sickle cell or thalassemia (Engle-Stone et al., 2017). 
The term nutritional anemia goes beyond iron defi-
ciency and includes the anemia due to deficiencies in 
other nutrients, particularly vitamin A, folate, ribo-
flavin, and vitamin B12 (Fishman, Christian, & West, 
2000), and trace elements that participate in erythro-
poiesis (Olivares, Hertrampf, & Uauy, 2007; Semba, 
2007). Approximately half of the global burden of ane-
mia appears to be responsive to iron supplementation 
(Gera, Sachdev, Nestel, & Sachdev, 2007). At the same 
time, iron deficiency may occur without the develop-
ment of anemia (Engle-Stone et al., 2017; Wirth et al., 
2017). The relative degree to which the distributions 
of anemia and iron deficiency overlap varies by the 
underlying burden of infection and by the prevalence 
of nutritional deficiencies. In many low-income popu-
lations, where the burden of infectious disease is high 
and micronutrient deficiencies are common, it is dif-
ficult to determine which of these factors may be the 
primary cause of anemia; in turn, multiple strategies 
might be needed to address these conditions.
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An estimated 800 million children and women 
of reproductive age are anemic and 153 countries are 
classified as having anemia prevalence of moderate to 
severe public health significance (WHO, 2015a). In the 
period between 1995 and 2011, there was a modest 
reduction in the prevalence of anemia worldwide; how-
ever, due to population growth, the absolute numbers 
of women and children affected have increased (Ste-
vens et al., 2013). Pregnant women, infants, and young 
children are at highest risk of anemia. On average, 
an even higher percentage of preschool-age children 
are anemic than pregnant women or other women of 
reproductive age (TABLE 7-7). The condition affects 42% 
of children, or an estimated 273 million worldwide. 
Africa and Southeast Asia have the highest burden of 
anemia, and presumably iron deficiency: An estimated 
54% to 62% of young children and 46% to 48% of 
pregnant women in those regions have anemia. How-
ever, the largest number of people with anemia live in 
Southeast Asia, where roughly 97 million children, 11 
million pregnant women, and 191 million nonpreg-
nant women are estimated to suffer from anemia. 

Function, Requirements, and Assessment. In the 
body, iron is found in metabolically active “functional” 
and “storage” pools, accounting for approximately 75% 
and 25% of total body iron, respectively (Lönnerdal 

& Hernell, 2013). Approximately 80% of functional 
iron complexes with hemoglobin during erythro-
poiesis, where it plays a central role in oxygen trans-
port to cells. Ten percent of this metabolic iron pool 
is incorporated into intracellular myoglobin, where 
oxygen is stored for use during muscle respiration and 
contraction. In addition, iron serves as a cofactor in 
more than 200 heme and nonheme enzymes involved 
in cellular respiration, division, neurotransmission, 
immunity, and growth (Beard, 2001). It plays a cata-
lytic role in numerous metabolic oxidation–reduction 
(redox) reactions due to the ability of ferrous (Fe2+) 
and ferric (Fe3+) iron to donate and accept electrons, 
respectively. However, excess iron can promote the 
formation of reactive oxygen species that can cause 
damage to DNA, proteins, or lipids within cells  
(Coffey & Ganz, 2017).

During pregnancy, there is an additional iron 
requirement for maternal red blood cell expansion and 
fetal growth and development (Cao & O’Brien, 2013). 
During the fetal and infant periods, iron is essential for 
the developing brain through its role in neurogenesis 
and differentiation, neurotransmitter synthesis, and 
energy metabolism in the brain (Beard, 2008; Lozoff 
et  al., 2006). Iron also plays an important role in the 
human innate immune system, such that deficiency of 
this mineral may result in thymic atrophy, a depression 

TABLE 7-7 Prevalence of Anemia by Life Stagea and Geographic Region of the World, 2011

Preschool-Age Children Pregnant Women Nonpregnant Women

WHO Region
Prevalence 
(%)

Number 
Affected 
(millions)

Prevalence 
(%)

Number 
Affected 
(millions)

Prevalence 
(%)

Number 
Affected 
(millions)

Africa 62.3 84.5 46.3 9.2 37.8 69.9

Americas 22.3 17.1 24.9 2.4 16.5 38.1

Southeast Asia 53.8 96.7 48.7 11.5 41.5 190.6

Europe 22.9 12.7 25.8 1.8 22.5 48.4

Eastern 
Mediterranean

48.6 35.8 38.9 3.9 37.7 55.2

Western Pacific 21.9 25.7 24.3 3.6 19.8 92.6

Global 42.6 273.2 38.2 32.4 29.0 496.3

a Preschool-aged children (0–5 years), pregnant women (15–49 years), and nonpregnant women (15–49 years).
Reprinted from World Health Organization (WHO). (2015). The global prevalence of anaemia in 2011. Retrieved from http://apps.who.int/iris/bitstream/10665/177094/1/9789241564960_eng.pdf
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of T-lymphocyte production and decreased neutrophil 
function (Jonker, Te Poel, Bates, & Boele van Hens-
broek, 2017). These ubiquitous functions highlight the 
importance of adequate iron nutriture in achieving 
health benchmarks as diverse as normal physical perfor-
mance, pregnancy, and motor and cognitive function.

The metabolic and functional pathways of iron 
in the body provide the basis for the indicators used 
to assess iron status. The total body iron balance is 
largely regulated at the point of absorption because 
humans lack a mechanism for controlled iron excre-
tion (Coffey & Ganz, 2017). Human diets contain 
iron in two forms: (1) heme iron, derived mainly 
from hemoglobin and myoglobin found in meat, 
poultry, and seafood; and (2) various forms of inor-
ganic non-heme iron, typically from plant sources. A 
higher proportion of heme iron is absorbed, making 
this the more bioavailable source of iron, yet non-
heme iron is the predominant form of iron in most 
diets. When iron status is adequate, the hormone 
hepcidin will block the release of iron from entero-
cytes in the small intestine, causing excess iron to be 
lost when enterocytes are sloughed off into the intes-
tinal lumen ( Coffey & Ganz, 2017). During periods 
of iron deficiency, hepcidin expression is reduced, 
thereby allowing a greater proportion of iron to be 
transported into the plasma.

Newly absorbed iron as well as endogenous iron 
released from normal degradation of senescent red 
blood cells is transported to tissues by plasma trans-
ferrin. Although almost all cells require iron, the 
majority of transferrin-bound iron is delivered to 
bone marrow for red blood cell production—a process 
mediated by expression of a specific transferrin recep-
tor that reflects tissue iron need (Coffey & Ganz, 2017; 
Knutson, 2017). Transferrin will also serve to deliver 
iron to ferritin, the major body iron storage protein, 
found primarily in the liver (Gibson, 2005).

During prolonged dietary deficit, iron is released 
from intracellular ferritin into the circulation via 
transferrin to support hematopoiesis, which has the 
effect of decreasing iron stores. As iron depletion pro-
gresses, transferrin carries and delivers a diminishing 
supply of iron to the marrow and other tissues. This 
stage of iron deficiency without anemia is reflected by 
increased transferrin receptor expression on cell sur-
faces, a low level of transferrin being saturated with 
iron, and increased amounts of circulating erythro-
cyte protoporphyrin, a protein that accumulates in red 
blood cells lacking iron. If the iron deficit continues, 
iron-deficiency anemia develops as hemoglobin con-
centration falls and red cells become smaller in size 
(microcytic) and more pale in color (hypochromic) 
(Gibson, 2005).

Several indicators may be used to track these 
changes in iron status, only a few of which are com-
monly used. Assessment of hemoglobin or hematocrit 
concentrations and evaluation of their distributions 
against conventional cut-offs by age, life stage, and gen-
der (TABLE 7-8) is the standard approach for diagnos-
ing and estimating the prevalence of anemia (WHO, 
2011b). Hemoglobin concentrations are affected by 
altitude and smoking status, so adjustments should 
be made to account for those factors (Gibson, 2005). 
Simple diagnostic tools available to assess anemia in 
primary care settings include the clinical diagnosis of 
pallor (palmar, tarsal conjunctival, and nail bed), which 
can be used to identify severe anemia (hemoglobin 
less than 50 to 70 g/L or hematocrit less than 15%) 
with approximately 10% to 50% sensitivity and 90% to 
100% specificity (Kalter et al., 1997; Luby et al., 1995). 
If facilities allow, assessment of additional hematologic 
measures is recommended, such as the mean cell vol-
ume (MCV), mean cell hemoglobin (MCH), and mean 
cell hemoglobin concentration (MCHC), all of which 
will be low in the presence of iron-deficiency anemia 
(Gibson, 2005). Assessing hemoglobin response to 
supplementation provides another, more accurate, but 
complex approach to estimating the extent of iron- 
deficiency anemia in populations (Gera et al., 2007). 

TABLE 7-8 Commonly Used Indicators of Anemia in 
Various Life Stage Groups

Anemia

Hemoglobina 
(g/dL)

Hematocrit 
(%)

Children 0–5 years <11.0 <33.0

Children 5–11 years <11.5 <34.0

Nonpregnant 
women

<12.0 <36.0

Pregnant women

First trimester <11.0 <33.0

Second trimester <10.5 <32.0

Third trimester <11.0 <33.0

Men <13.0 <39.0

a Hemoglobin cut-offs are for individuals residing at sea level.
Data from Cao & O’Brien, 2013; Gibson, 2005; WHO, 2011b.
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Serum ferritin and transferrin receptors are more 
specific indicators of iron deficiency. Although the 
majority of ferritin is intracellular, serum ferritin con-
centrations are reflective of iron stores and will decline 
as the individual becomes deficient in iron. Concen-
trations less than 12 µg/L are indicative of iron defi-
ciency. In contrast, serum transferrin receptors will be 
expressed in greater concentrations as cells signal the 
need for more iron, with concentrations greater than 
8.3 mg/L being indicative of iron- deficient erythro-
poiesis (Rohner et al., 2017). Serum ferritin and, to a 
lesser degree, transferrin receptors are both sensitive 
to inflammation, making interpretation of their values 
in the presence of infection challenging. Various meth-
ods have been proposed to adjust ferritin and transfer-
rin receptor estimates by measuring two inflammatory 
cytokines, C-reactive protein (CRP) and alpha-1 acid 
glycoprotein (AGP) (Namaste et  al., 2017; Rohner 
et  al., 2017; Thurnham et  al., 2010). New multiplex, 
rapid immunoassays are being developed that include 
concurrent measurements of ferritin, CRP, and AGP, 
along with other micronutrients (Lu et al., 2017).

Other indicators of iron status that are useful, 
albeit less commonly used in resource-limited settings, 
include the measurement of zinc protoporphyrin, 
serum iron, total iron-binding capacity, and transfer-
rin saturation. The latter three are useful for differenti-
ating between iron-deficiency anemia and anemia due 
to chronic infections, inflammation, or neoplastic dis-
eases (Gibson, 2005). For individual assessment and 
when resources allow, it is recommended that multiple 
iron status and red blood cell indices be measured to 
more specifically determine the likely cause of anemia 
or degree of iron deficiency (Gibson, 2005).

Health Consequences. The highest-risk groups, in 
terms of both probability of becoming anemic from 
iron deficiency and suffering its consequences, are 
women of reproductive age, especially during preg-
nancy; infants; and young children.

Pregnancy-Related Outcomes. Women are at 
high risk of anemia due to periodic menstrual blood 
loss and because of increased requirements during 
pregnancy due to expanded red blood cell mass and 
accretion of iron in fetal tissue and the placenta. In 
a multicountry study of severe adverse pregnancy 
outcomes, the most common risk factor for maternal 
death was severe anemia, which was present in 50% 
of cases (Lumbiganon et  al., 2014). While no exper-
imental trials have been undertaken to demonstrate 
that iron supplementation reduces maternal mortality, 
plausible causes associated with moderate to severe 
anemia include puerperal cardiac failure or hemor-
rhage (Allen, 1997). A meta-analysis suggests there 

is a continuous reduction in maternal mortality risk, 
reflected by a protective odds ratio of 0.75 (95% CI, 
0.62–0.89), with each 1 g/dL increase in blood hemo-
globin concentration (Stoltzfus, Mullany, & Black, 
2004).

Risks of preterm delivery, low birth weight, fetal 
malformations, and fetal deaths have been found to 
follow a U-shaped curve with respect to maternal 
hemoglobin levels measured early in pregnancy, with 
an elevated hemoglobin level presenting as much or 
more risk of an adverse outcome as a lower hemoglo-
bin concentration (Cao & O’Brien, 2013). Inadequate 
plasma volume expansion may explain some of the 
excess risk among those pregnant women with high 
hemoglobin concentrations, but the causal mecha-
nisms yielding these risks are not well understood.

Maternal iron-deficiency anemia may also place 
newborns at risk of low iron stores during infancy 
(Cao & O’Brien, 2013). Iron supplementation during 
pregnancy has been found to reduce the risk of ane-
mia at term and increase maternal hemoglobin levels 
at 6 weeks postpartum, although the protective effects 
on low birth weight and preterm delivery were some-
what weak and not statistically significant (LBW: rela-
tive risk [RR], 0.84; 95% CI, 0.69–1.03; preterm birth: 
RR, 0.93; 95% CI, 0.84–1.03) (Pena-Rosas, De-Regil, 
Garcia-Casal, & Dowswell, 2015).

Child Health Outcomes. Late infancy and early 
childhood is a high-risk period for iron deficiency 
and anemia because of the high iron supplies needed 
to support rapid growth coupled with low dietary 
intake of often poorly bioavailable iron (Dewey, 
2013). Although some studies have noted an associ-
ation between iron-deficiency anemia and stunted 
growth (Chwang, Soemantri, & Pollitt, 1988), meta- 
analyses of iron supplementation trials have failed 
to find an overall effect on child growth (Pasricha, 
Hayes, Kalumba, & Biggs, 2013; Thompson, Biggs, & 
 Pasricha, 2013).

A meta-analysis of epidemiologic studies in 
Africa revealed that for each 1 g/dL increase in hemo-
globin, there was an associated 24% reduction in the 
odds of child mortality (OR, 0.76; 95% CI, 0.62–0.93) 
(Scott, Chen-Edinboro, Caulfield, & Murray-Kolb, 
2014). There is a complex relationship between iron 
status and morbidity, however. As described earlier, 
iron is required for many pathways in cellular immu-
nity. Yet, iron is also required by most pathogenic 
bacterial, viral, and parasitic organisms, which sets 
the stage for a competition between the host and the 
pathogen for access to iron (Drakesmith & Prentice, 
2012). For this reason, there may be some benefit for 
the host to create a state of functional iron deficiency, 
by reducing iron absorption and sequestering iron 
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from circulation during periods of infection (Jonker 
et  al., 2017). Iron supplementation during a period 
of acute infection, such as with malaria, may provide 
limited benefit because the individual cannot absorb 
iron efficiently during that time, so the intervention 
may actually increase the risk and severity of infection 
(Jaramillo et al., 2017; Sazawal et al., 2006).

Iron-deficiency anemia is also associated with 
poorer cognitive outcomes and school performance 
in children (Prado & Dewey, 2014), with associated 
long-term consequences on economic opportunity 
(Horton & Ross, 2007). Iron is essential for neuro-
genesis and differentiation of brain cells and regions. 
Deficiency likely disturbs the developing brain via at 
least three iron-dependent pathways: (1) disruption of 
oligodendrocytes, the cells responsible for producing 
myelin; (2) disruption of neurotransmitter synthesis 
and metabolism; and (3) regulation of energy metab-
olism in the brain (Beard, 2008). Longitudinal studies 
of children who had been anemic prior to age 2 years 
have consistently demonstrated long-term deficits in 
cognition and school achievement from 4 to 19 years 
of age (Lozoff et  al., 2006), although observational 
studies may be confounded other risk factors for poor 
child development common among children living 
in poverty (Black et al., 2017; Prado & Dewey, 2014). 
A number of randomized controlled trials of iron sup-
plementation for infants or children have examined 
developmental outcomes. There is evidence of weak, 
but positive effects on motor development, cognitive/
language development, and socio-emotional devel-
opment, although the few long-term follow-up stud-
ies that have been conducted have not demonstrated 
persistent effects into later childhood (Pasricha et al., 
2013; Prado & Dewey, 2014; Thompson et al., 2013).

Iodine Deficiency
Iodine is an essential component of thyroid hormones 
that control cellular metabolism and neuromuscular 
tissue growth and development. Deficiency in iodine 
and consequent thyroid hormone production during 
critical periods of organogenesis can damage the brain 
and nervous tissue, causing irreversible mental retar-
dation and other developmental abnormalities. The 
spectrum of mild through severe health consequences 
causally linked to iodine deficiency at different stages of 
life is collectively known as iodine-deficiency disorders 
(IDD) (Delange, 1994; Li & Eastman, 2012), a concept 
that has led to greater understanding of the multiple 
health and societal consequences of this nutrient defi-
ciency. Informative treatises exist on the histories of 
goiter and cretinism—the two most notable clinical 
syndromes of iodine deficiency (Hetzel, 1989).

Iodine adequacy of plant and animal sources of 
food grown in a general locale depends on adequacy 
of the nutrient in soil, which can vary by region of 
the world. Most iodine is found in the world’s oceans, 
such that the highest soil concentrations have his-
torically been found in coastal areas (Eastman & 
 Zimmermann, 2017). More recently, recent epidemi-
ologic studies of IDD have revealed the problem to 
extend beyond inland and mountainous regions to 
include island nations (Li & Eastman, 2012). In some 
cultures, insufficient iodine intake is augmented by 
routine consumption of goitrogenic substances, such 
as linamarin, a cyanide-containing compound found 
in the root of cassava (Delange, 1994; Rohner et  al., 
2014). Thiocyanates, which result from detoxification 
of linamarin in the liver, decrease iodine uptake by the 
thyroid gland and suppress circulating thyroid hor-
mone, leading to secondary iodine deficiency.

As of the 1990s, an estimated 1.6 billion persons, 
or nearly 30% of the world’s population, were thought 
to be at risk of iodine deficiency (WHO, 1993), based 
on documented prevalence and sizes of affected popu-
lations living in iodine-depleted regions. Despite suc-
cesses in improving iodine status via salt iodization, 
iodine deficiency remains a significant public health 
problem in 32 countries (Andersson, Karumbuna-
than, & Zimmermann, 2012). Revised estimates of 
the extent of iodine deficiency obtained from WHO’s 
global database for the 193 member-states of the United 
Nations suggest that nearly 2 billion people, including 
30% of school-age children, have iodine intakes below 
the required amounts (TABLE 7-9), including 76 mil-
lion children in Southeast Asia and nearly 58 million 
children in Africa. However, the highest proportions 
of children with inadequate iodine intake live in the 
European (43%) and Eastern Mediterranean (39%) 
regions. In contrast, iodine intakes may be excessive 
in 47 countries, emphasizing the importance of regu-
lar monitoring of national IDD prevention initiatives. 

Function, Requirements, and Assessment. Iodine, 
ingested as either iodide or iodate, is an essential con-
stituent of thyroid hormones. Once in circulation, 
approximately 80% of total body iodine is stored in 
the thyroid gland, where it is oxidized, bound to tyro-
sine amino acids, and catalyzed by an iron- containing 
peroxidase to form the thyroid hormones, T3 (triiodo-
thyronine), and T4 (tetraiodothyronine, or thyroxine)  
(Li & Eastman, 2012). T3 and T4 are stored in the 
thyroid gland in association with the glycoprotein 
thyroglobulin. During periods of low dietary intake, 
thyroid- stimulating hormone (TSH) is secreted from 
the anterior pituitary gland, which leads to reduced 
renal clearance of iodine and increased breakdown of 
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thyroglobulin (Li & Eastman, 2012). In this process, 
T3 hormones are secreted and T4 is preferentially con-
verted to T3 in peripheral tissues. As iodine concentra-
tions become progressively depleted, hypothyroidism 
develops and hyperplasia of the thyroid epithelial cells 
may lead to the development of goiter.

During gestation, both maternal- and fetal-derived 
T3 and T4 contribute to the regulatory thyroxine pool 
that, in concert with other hormones (e.g., growth hor-
mone, insulin), directs fetal tissue function, growth, 
and development. In particular, thyroid hormones are 
required for normal neuronal migration and myelin-
ation of the brain during fetal and early postnatal life 
and play a role in regulating fetal and infant growth 
(Eastman & Zimmermann, 2017; Rohner et al., 2014). 
Paradoxically, excess buildup of iodine in the thyroid 
gland can suppress the release of T3 and T4 and cause 
goiter, particularly if there is an overcorrection for 
prior deficiency (Eastman & Zimmermann, 2017). 
High iodine intake after prolonged deficiency may also 
lead to iodine-induced hyperthyroidism.

Iodine status can be assessed through clinical and 
biochemical means. Urinary iodine concentration, 
goiter rate, serum TSH, and serum thyroglobulin are 
four methods generally recommended for assessment 
(Rohner et al., 2014). They provide a complementary 

picture of iodine status, with urinary iodine repre-
senting a sensitive indicator of recent iodine intake, 
thyroglobulin responding to a change in status over 
a period of weeks to months, and the goiter rate usu-
ally reflective of  longer-term iodine nutrition over a 
period of months to years ( Zimmermann & Anders-
son, 2012). Indicators with suggested cut-offs, target 
populations for assessment, and criteria related to 
severity of iodine deficiency as a public health prob-
lem have been published by WHO, UNICEF, and the 
International Council for the Control of Iodine Defi-
ciency Disorders (ICCIDD) (2007) (TABLE 7-10). 

Virtually all goiter occurring in iodine- deficient 
areas can be attributed to iodine deficiency; thus, goi-
ter prevalence can serve as a useful population indi-
cator of risk. The size of the thyroid gland changes 
inversely in response to change in iodine intake. Nev-
ertheless, there are practical limitations for assessing 
goiter where iodine deficiency is mild or in very young 
age groups because of the challenges in palpating the 
smaller thyroid gland. High-resolution ultrasonog-
raphy is a feasible option for assessing goiter, but has 
limited use due to its expense and training require-
ments (Zimmermann & Andersson, 2012).

Urinary iodine (UI) excretion over 24 hours and 
measurement of UI concentration, alone or preferably 

TABLE 7-9 Number of Countries, Proportion of Population, and Number of Individuals with Insufficient Iodine Intake 
in School-Age Children (6–12 Years) and in the General Population (All Age Groups), by WHO Region in 2011

Insufficient Iodine Intake (UI < 100 µg/L)

School-Age Children General Population

WHO Regiona
Countries 
(number)

Proportion 
(%)

Total Number 
(millions)b

Proportion 
(%)

Total Number 
(millions)b

Africa 10 39.3 57.9 40.0 321.1

Americas 2 13.7 14.6 13.7 125.7

Southeast Asia 0 31.8 76.0 31.6 541.3

Europe 11 43.9 30.5 44.2 393.3

Eastern Mediterranean 4 38.6 30.7 37.4 199.2

Western Pacific 5 18.6 31.2 17.3 300.8

Total 32 29.8 240.9 28.5 1881.2

a Comprising 193 WHO member-states.
b Based on population estimates in the year 2010.
Reproduced from Andersson, M., Karumbunathan, V., & Zimmermann, M. B. (2012). Global iodine status in 2011 and trends over the past decade. Journal of Nutrition, 142(4), 744–750,  
by permission of Oxford University Press.

280 Chapter 7 Nutrition



in relation to creatinine excretion, serve as conven-
tional, biochemical means of determining the current 
iodine intake and status of a population. However, 
because collecting 24-hour samples can be impractical 
(Zimmermann & Andersson, 2012) and measuring 
creatinine is challenging, UI concentration (in µg/L) is 
commonly reported. With a large number of samples, 
day-to-day variations in hydration and intake average 
out so that, across population groups, median con-
centrations correlate well with medians from 24-hour 
collections and creatinine-corrected concentrations 
(Zimmermann & Andersson, 2012). A median UI 
value of more than 100 µg/L urine is considered to 
reflect a normal (average) iodine intake of 150 µg or 
more per day) and adequate status in the community 
(WHO, UNICEF, & ICCIDD, 2007).

Additional iodine status indicators include 
serum, whole blood, or whole blood spot TSH and 
serum thyroglobulin concentrations. Although TSH 
concentrations among adults are not sensitive to 
deficiency, TSH measurement is recommended for 

screening neonates for hypothyroidism (Eastman & 
Zimmermann, 2017). Thyroglobulin concentration, 
reflecting turnover of thyroid cells, is reflective of 
iodine nutrition over a period of months or years. A 
dried blood spot assay, suitable for field assessment, 
now exists for thyroglobulin, making this indicator 
easier to measure in field settings (Zimmermann & 
Andersson, 2012).

Health Consequences. IDDs range from severe and 
life-threatening to mild disorders of lifelong conse-
quence. Fetal and neonatal hypothyroidism, due to gesta-
tional iodine depletion, permanently alters the structure 
and function of the brain as well as other nervous tis-
sues, giving rise to permanent neurologic and develop-
mental abnormalities (Hetzel, 1994; Stein, 1994). Severe 
maternal iodine deficiency can also result in sponta-
neous abortion, stillbirth, and congenital abnormalities 
(Eastman & Zimmermann, 2017). Postnatal iodine defi-
ciency perpetuates thyroid failure that, depending on its 
duration and severity, leads to hypothyroidism, growth 

TABLE 7-10 Epidemiologic Criteria for Assessing the Severity of Iodine-Deficiency Disorders Based on Urinary  
Iodine or the Total Goiter Rate in School-Age Children and Pregnant Women

Urinary Iodine Total Goiter Rate

Population 
Group

Median 
Concentration 
(µg/L) Interpretation Proportion (%) Interpretation

School-age 
children

<20 Insufficient: severe iodine deficiency >30 Severe

20–49 Insufficient: moderate iodine deficiency 20.0–29.9 Moderate

50–99 Insufficient: mild iodine deficiency 5.0–19.9 Mild

100–199 Adequate 0.0–4.9 None

200–299 Above requirements 5.0–19.9 Mild

≥300 Excessive

Pregnant 
women

<150 Insufficient

150–249 Adequate

250–599 Above requirements

≥500 Excessive

Reprinted from World Health Organization (WHO), UNICEF, & International Council for Control of Iodine Deficiency Disorders (ICCIDD). (2007). Assessment of iodine deficiency disorders and 
monitoring their elimination: A guide for program managers, 3rd ed. Retrieved from http://apps.who.int/iris/bitstream/10665/43781/1/9789241595827_eng.pdf
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retardation, sexual immaturity, and impaired cognition 
and motor development (Halpern, 1994).

Cretinism (FIGURE 7-8) represents the most 
severe clinical spectrum of the IDD, usually mani-
fested as severe mental and growth retardation, para-
plegia, rigidity, deaf–mutism, and facial disturbances 
 (Hetzel, 1994). Central nervous system defects of 
cretinism can be linked to severe iodine deficiency 
in the second trimester of pregnancy (DeLong et al., 
1994;  Halpern, 1994), a period when the cerebral 
cortex, basal  ganglia, and cochlea undergo rapid 
growth and development. Normal amounts of thy-
roid hormone are needed for neuronal migration 
and myelination of the fetal brain—processes that are 
irreversibly damaged if inadequate iodine is available 
( Zimmermann, 2012). Severe fetal hypothyroidism 
gives rise to neurologic cretinism, whereas severe 
postnatal iodine deficiency can lead to myxedema-
tous cretinism, marked by severe growth retardation, 
neurologic damage, sexual delay, and musculoskel-
etal deformity (Boyages, 1994). For these reasons, 
iodine deficiency is known as the most common 

preventable cause of mental retardation (Walker 
et al., 2007). 

Mild, biochemical, or noncretinous hypothyroid-
ism is a major public health concern due to its fre-
quency in infancy and early childhood. Children living 
in iodine-deficient regions, who usually exhibit one or 
more IDDs, tend to have lower intelligence quotients 
(IQs) and perform more poorly in cognition, motor 
function, and school achievement tests than their 
iodine-sufficient peers. For example, a meta-analysis 
of findings from 37 Chinese publications found that 
children growing up in iodine- deficient areas had 
average IQs 12.5 points below those of children being 
raised in iodine-sufficient areas (Qian et  al., 2005). 
Another meta-analysis of studies among children 
younger than 5 years of age found that iodine defi-
ciency during pregnancy or childhood was associated 
with a reduction in IQ of 6.9 to 10.2 points (Bougma, 
Aboud, Harding, & Marquis, 2013).

Recognition and quantification of this subclinical 
“base of the IDD iceberg” have been key in motivating 
programs to prevent iodine deficiency (Hetzel, 1989). 
Globally, it has been estimated that IDDs account for 2.6 
million disability-adjusted life years (DALYs) lost, pri-
marily due to cognitive and motor impairment and hear-
ing loss associated with deficiency (Black et al., 2008).

Goiter is an enlarged thyroid gland and is the 
most commonly observed clinical manifestation of 
iodine deficiency. Goiter size can range from barely 
palpable with the neck extended to grotesquely visible 
from a distance. The health risks posed by an enlarged 
thyroid due to iodine deficiency have not been well 
delineated. Nevertheless, hypothyroidism associated 
with goiter may cause lethargy, cold sensitivity, weight 
gain, weakness, depression or memory impairments 
(Chaker, Bianco, Jonklaas, & Peeters, 2017).

Zinc Deficiency
Zinc is essential for many metabolic functions, growth, 
and survival; in turn, zinc deficiency has many seri-
ous consequences (Hambidge & Krebs, 1999; Keen & 
Gershwin, 1990; Solomons, 1999). Even so, zinc defi-
ciency has been one of the least “visible” micronu-
trient deficiencies. Evidence of some of the clinical 
abnormalities due to human zinc deficiency became 
clear in the 1960s (Prasad, 1985), but the prevalence 
of this deficiency has proved difficult to ascertain 
due to absence of adequate, nationally representative 
data on zinc status (Administrative Committee on 
Coordination/Sub-Committee on Nutrition [ACC/
SCN], 2000). This uncertainty, which is attributed to 
a lack of reliable indicators or lack of consensus with 
respect to their use, interpretation, and target groups 

FIGURE 7-8 Cretinism.
Photo: Copyright John Dunn.
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to assess (Black, 1997), coupled with the limited expe-
rience with prevention programs (Gibson & Fergu-
son, 1998a), may have been factors that led to the near 
exclusion of zinc on the global micronutrient agenda 
until recently (Trowbridge et al., 1993).

Extensive evidence accumulated in the last two 
decades, primarily from randomized, controlled trials of 
zinc supplementation in children in low-income coun-
tries, has conclusively demonstrated the importance of 
zinc deficiency in these settings in regard to growth, 
risk of infectious disease morbidity and mortality, and 
other outcomes. This evidence, coupled with new esti-
mates indicating that zinc deficiency is highly prevalent 
in LMICs (Wessels & Brown, 2012), has resulted in a 
better appreciation of the magnitude of this problem.

Function, Requirements, and Assessment. Zinc, 
which is found in all cells, serves as a constituent of 
more than 200 enzymes and numerous transcription 
proteins (as a “zinc finger”) that regulate nucleic acid 
synthesis; metabolism of proteins, lipids, and carbo-
hydrate; and cell differentiation (Cousins & Hempe, 
1990; Stipanuk, 2000). These functions confer on 
zinc important roles in organogenesis, tissue growth, 
functional development, and immunity (Shankar & 
Prasad, 1998; Stipanuk, 2000). Such broad involve-
ment in metabolism virtually assures zinc an import-
ant role in maintaining health.

Zinc is absorbed both by passive diffusion across 
a concentration gradient and by energy-dependent 
processes when intake is low (Stipanuk, 2000). Spe-
cific transporter proteins may facilitate its absorption 
(McMahon & Cousins, 1998). In mixed diets, the effi-
ciency of this absorption can vary widely, from practi-
cally nil to 40%, with the lowest absorption associated 
with high grain and plant consumption and the highest 
absorption with human milk and meat consumption. 
Absorption rates tend to be higher in individuals with 
zinc deficiency (Solomons, 1999). Uptake into tissues 
appears to be regulated in some fashion, although the 
mechanisms involved are poorly understood.

Approximately 85% of total body zinc resides 
in skeletal muscle, calcified bone, and marrow; it is 
mostly bound to the storage protein known as metal-
lothionein. This leaves only a small exchangeable body 
pool that can respond to short-term variations in zinc 
intake. Less than 1% of body zinc is found in circu-
lation (Cousins & Hempe, 1990). Although the body 
lacks reserves of zinc in the conventional sense, bone 
may serve as a passive reserve, with zinc being made 
available from this source during normal turnover.

Recommended Dietary Allowances for zinc in 
healthy individuals have been available from WHO 
and were updated with new values developed by the 

Institute of Medicine (2005) in the United States. 
Many experts considered the IOM values to be too low 
for grain-based, low-meat diets, leading to the devel-
opment of different recommendations by the Inter-
national Zinc Nutrition Consultative Group (Hotz & 
Brown, 2004). For children, these values range from 
3 to 14 mg per day depending on age, weight, sex, 
and the bioavailability of dietary zinc. For adults, the 
recommended intakes range from 8 to 15 mg per day 
depending on sex and physiologic state (i.e., pregnancy 
or lactation). Because zinc is lost during diarrhea and 
may be used more rapidly during infections, such con-
ditions may increase the need for dietary zinc.

Zinc status may be assessed by a combination 
of clinical, biochemical, test-response, and dietary 
methods (Gibson, 2005; Gibson & Huddle, 1998). 
Clinical signs of moderate to severe zinc deficiency, 
including marked growth retardation, dermatitis 
and other skin changes, poor appetite, and mental 
lethargy, are either rare or lack sufficient specificity 
to be useful for population assessment. Diagnosis of 
more prevalent mild zinc deficiency usually rests on 
determining serum or plasma zinc concentration. 
Although unreliable for individual assessment, the 
distribution of serum zinc concentrations or respon-
siveness of the lower end of the distribution to inter-
ventions can identify groups at risk (Hotz & Brown, 
2004). Serum zinc concentration varies by time of 
day, largely related to food ingestion, and can be low-
ered by infection because of cytokine-mediated shifts 
into the liver. Extensive recent work has resulted in 
suggested lower cut-offs for the assessment of serum 
zinc concentration depending on time of day, fasting 
state, age, sex, and pregnancy (TABLE 7-11) (Hotz & 
Brown, 2004). 

Dietary assessment can provide valuable insight 
with respect to the bioavailable dietary zinc from local 
food resulting from concurrent estimation of zinc and 
phytate content, but by itself this approach cannot 
determine the status of an individual or population 
(Gibson & Ferguson, 1998b). Extensive guidelines on 
conducting and interpreting dietary surveys to assess 
the adequacy of dietary zinc intake have been pub-
lished (Hotz & Brown, 2004).

Other possible measures of zinc deficiency in a 
population are the functional responses to zinc sup-
plementation, such as improved growth and reduced 
infections, which will be considered in the following 
“Health Consequences” section. Because of the asso-
ciation of zinc deficiency with growth stunting (low 
height-for-age) as well as dietary inadequacy, the 
International Zinc Nutrition Consultative Group has 
developed a composite index consisting of the per-
centage of preschool-age children who are stunted 
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and the percentage of individuals at risk of inadequate 
zinc intake (from national food balance sheets) to 
classify countries based on their risk of zinc deficiency 
( FIGURE 7-9) (Wessels & Brown, 2012). 

Health Consequences. Preschool-age children 
who exhibit low serum zinc levels are more likely to 
develop diarrhea and experience more severe epi-
sodes of diarrhea or acute respiratory infection than 

FIGURE 7-9 National risk of zinc deficiency based on the prevalence of childhood stunting and the estimated prevalence of 
inadequate zinc intake.

TABLE 7-11 Suggested Lower Thresholds for Mean Serum Zinc Concentrations (µg/dL)a to Classify  
Populations at Risk of Zinc Deficiency

Age Group

10 Years or Older

Time of Day of Blood 
Sample Younger Than 10 Years Nonpregnant Females Males

Morning, fasting Unknown 70 (10.7) 74 (11.3)

Morning, other 65 (9.9) 66 (10.1) 70 (10.7)

Afternoon/evening 57 (8.7) 59 (9.0) 61 (9.3)

a Values in parentheses represent thresholds in μmol/L. 1 μmol/L= 6.54 μg/dL.

Reproduced from Wessells, K. R., & Brown, K. H. (2012). Estimating the global prevalence of zinc deficiency: Results based on zinc availability in national food supplies and the prevalence of stunting. PLoS One, 7(11), e50568. doi:10.1371/journal.pone.0050568

Unknown or Inadequate Zn intake < 25% and stunting < 20%

Stunting > 20%

Inadequate Zn intake > 25%

Inadequate Zn intake > 25% and stunting > 20%
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children with adequate zinc status. The causality of 
this association has been examined by quantifying 
the impact of zinc supplementation on the inci-
dence, duration, and severity of infectious diseases.

Diarrhea. Evidence for a role of zinc in reducing 
the incidence, severity, and duration of diarrhea is 
strong; 26 trials included 35 comparisons of zinc versus 
no zinc with 15,042 study subjects who had been pro-
vided with zinc as sulfate, gluconate, or methionate in 
daily or weekly supplements in doses generally of 5–15 
mg per day for periods of weeks to more than a year to 
preschool children (Mayo-Wilson et al., 2014). Overall, 
there was a 13% reduction in the incidence of diarrhea 
(RR, 0.87; 95% CI, 0.85–0.89). There was no benefit 
(RR, 1.0; 95% CI, 0.96–1.05) in the subgroup of trials 
in which zinc was given with iron (compared to receipt 
of iron alone), but a significant benefit was found when 
zinc was given alone (compared to placebo) (RR, 0.82; 
95% CI, 0.80–0.82). Zinc supplementation has also 
been found to be safe and to reduce the incidence of 
diarrhea in HIV-positive children in South Africa 
(Bobat et al., 2005; Siberry, Ruff, & Black, 2002).

Zinc has been successfully used in therapy of 
acute diarrhea. A systematic review identified 104 
trials, including 18,882 study subjects, in which oral 
zinc was given in addition to fluids for therapy of 
acute watery diarrhea (Lamberti, Walker, Chan, Jian & 
Black, 2013). The meta-analysis of results from all tri-
als found a 26% (95% CI, 20%–32%) reduction in the 
relative risk of the episode lasting more than 3 days. In 
those studies with pertinent data available, statistically 
significant benefits were found for average episode 
duration, duration of hospitalization, diarrhea lasting 
more than 7 days, and diarrhea stool frequency. Ben-
eficial effects were similar for diarrhea associated with 
rotavirus infection and diarrhea for which the etiol-
ogy was unknown. Of additional interest is the finding 
that zinc supplements given for 2 weeks during and 
following diarrhea have been shown to reduce the 
incidence of diarrhea in the subsequent 2 to 3 months 
(Zinc Investigators’ Collaborative Group, 1999).

Respiratory Infection. A number of studies have 
evaluated the effects of zinc on prevention of acute 
lower respiratory infection. A meta-analysis of 12 
zinc trials found a reduction in the incidence of lower 
respiratory infections (rate ratio, 0.92; 95% CI, 0.85–
0.99) (Aggarwal, Sentz, & Miller, 2007). However, fur-
ther analysis of these trials demonstrated that acute 
lower respiratory illnesses defined by specific clinical 
criteria were reduced to a greater degree (incidence 
rate ratio, 0.65; 95% CI, 0.52–0.82) (Roth, Richard, & 
Black, 2010).

Zinc has also been shown to have benefits as an 
adjunctive therapy given along with antibiotics for 

pneumonia. Studies in Bangladesh and India found 
that children with severe pneumonia who received 
zinc had a shorter duration of illness and a lower rate 
of failure for the initial antibiotic therapy (Brooks 
et al., 2004; Mahalanabis et al., 2004). Another study 
in India failed to find such a therapeutic benefit of 
zinc, however (Bose et al., 2006).

Malaria. Experimental zinc deficiency impairs 
host defenses against malarial infection (Shankar & 
Prasad, 1998). Plasmodium falciparum parasitemia 
has also been negatively associated with measures 
of zinc status or intake in Africa (Gibson & Huddle, 
1998) and Southeast Asia (Gibson et al., 1991).

The public health impact of this association has 
been tested in four randomized, double-masked field 
trials (2,407 participants). A meta-analysis of these 
trials did not find a significant effect on the incidence 
of malaria (RR, 1.05; 95% CI, 0.95–1.15).

Mortality. Given the mounting body of evidence 
showing that adequate zinc nutriture can reduce the 
incidence and severity of infections, it is plausible 
that child mortality could be reduced by preventing 
even “mild” zinc deficiency through supplementa-
tion or dietary enhancement, including fortification. 
Several trials have provided evidence suggesting that 
zinc supplementation may lead to a large reduction 
in child mortality. One trial in full-term SGA Indian 
infants, who received daily zinc supplements from 1 
to 9 months of age, found a reduction by two-thirds 
in deaths in the group compared to infants receiving 
a control supplement without zinc (Sazawal et  al., 
2001). Large randomized controlled trials of zinc 
supplementation in preschool-age children were also 
conducted in Pemba, Zanzibar, and Nepal (Sazawal 
et al., 2007; Tielsch et al., 2007). Although neither trial 
showed a benefit of zinc in children 1 to 11 months 
of age, both trials found a similar 18% reduction in 
mortality in older children (combined result RR, 0.82; 
95% CI, 0.70–0.96).

In a large trial in Bangladesh, 50% fewer deaths 
were noted in preschool-age children who received 
a zinc supplement along with oral rehydration ther-
apy for diarrhea compared to children receiving oral 
rehydration alone (Baqui et al., 2002). Another large 
effectiveness trial in India found that zinc given for 
diarrhea treatment reduced hospitalizations for diar-
rhea (OR, 0.69; 95% CI, 0.50–0.95) and pneumonia 
(OR, 0.29; 95% CI, 0.15–0.54) (Bhandari et al., 2008).

Poor Growth. A recent overview has clarified the 
extent and type of growth response that may occur 
when prepubescent children are given zinc on a daily 
basis. Thirty-three controlled trials were included in a 
meta-analysis that examined the effect of giving chil-
dren younger than 12 years doses of 1 to 20 mg zinc 
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daily for periods ranging from 8 weeks to 15 months 
(mean of approximately 7 months) (Brown, Peerson, 
Rivera, & Allen, 2002). Differences in ponderal and 
linear growth were expressed as an “effect size” ([mean 
change in treatment group – mean change in control 
group] ÷ pooled standard deviation of the difference 
between groups), weighted by sample size, expressed 
as a standard deviation. The analysis revealed modest 
but statistically significant increases in weight (0.31 
SD, p < 0.001) and height (0.35 SD, p < 0.0001), with 
larger effects seen for weight in children with lower 
weight-for-age and for height/length in more stunted 
children (Brown et al., 2002).

Reproductive Health. Zinc is required for nor-
mal maternal health, fetal growth, and development 
and parturition (Caulfield, Zavaleta, Shankar, & 
Merialdi, 1998). Experimental zinc deficiency leads 
to poor pregnancy outcomes (Apgar, 1985; Bunce, 
 Lytton, Gunesekera, Vessal, & Kim, 1994). In a recent 
meta-analysis of 16 trials (7,637 participants) in which 
pregnant women either did or did not receive zinc sup-
plements, there was a statistically significant reduction 
in preterm (less than 37 weeks’ gestation) births (RR, 
0.86; 95% CI, 0.76–0.97) (Ota et al., 2015). There was 
a similar, but not statistically significant, reduction in 
low birth weight (RR, 0.93; 95% CI, 0.78–1.12), but 
no reduction in stillbirths or births that were small for 
gestational age.

Zinc plays a known role in mammalian cell dif-
ferentiation and turnover, ontogeny of mammalian 
systems, and thymic and other lymphoid tissue devel-
opment and function (Cousins & Hempe, 1990). 
These effects could, for example, predispose individ-
uals deprived of essential zinc in utero to permanent 
impairment in immunity and host resistance (Beach, 
Gershwin, & Hurley, 1982). Evidence from trials of 
zinc supplementation in pregnancy supports a bene-
ficial effect on neonatal and infant infectious disease 
morbidity (Osendarp et al., 2001).

Micronutrient Frontiers
Public health frontiers exist in addressing micronutri-
ent deficiencies. For example, current mapping of hid-
den hunger globally is modeled on indicators of only 
three nutrients (Ruel-Bergeron et al., 2015), signaling 
a need for more comprehensive, rapid, and affordable 
approaches to assess micronutrient status, establish 
population risk, and guide interventions (Cole et al., 
2013). In particular, there are needs in the following 
areas:

 ■ Articulate plausible pathways by which micronu-
trients protect health and prevent disease, illus-
trated by the apparent roles of periconceptional 

folate in one-carbon metabolism in preventing 
birth defects (Nazki, Sameer, & Ganaie, 2014).

 ■ Clarify nutrient and disease interactions of pub-
lic health importance, illustrated by the inter-
play of iron with pathogens affecting health 
(Mwangi, Prentice, & Verhoef, 2017) and the 
likely mediating effects of the gut microbiome 
in influencing status for some micronutrients 
(Biesalski, 2016).

 ■ More clearly link micronutrient status to healthy 
eating patterns to guide dietary recommenda-
tions, requiring improvements in dietary data and 
regional food composition tables (World Food 
Programme [WFP], 2017).

 ■ Conduct better-equipped and -informed epidemi-
ologic studies and trials to establish public health 
importance of, to date, largely ignored micronu-
trients. For example, other B-complex vitamins 
in addition to folate, vitamins D (Roth et  al., 
2017) and E (Shamim et al., 2015), and selenium 
( Perkins & Vanderlie, 2016) are gaining public 
health recognition for their roles in materno-fetal 
health (Gernand et al., 2016), while supplemental 
antenatal intake of multiple micronutrients may 
affect cognitive development of offspring (Prado 
et al., 2012).

Obesity and Overweight
The following sections identify trends in overweight 
and obesity rates as well as the lifelong, detrimental 
effects caused by excess body weight and diet-related 
noncommunicable diseases.

Population Trends
Overweight and obesity are defined as abnormal or 
excessive fat accumulation on the body that may impair 
health outcomes (WHO, 2016c). Both conditions are 
rapidly increasing on a global scale: Worldwide, obe-
sity has more than doubled since 1980. Measured 
using body mass index (BMI) cut-offs, a calculation 
of mass and height, an estimated 2 billion adults suffer 
from one or both of the conditions: 600 million adults 
are obese, while 462 million adults are overweight (Ng 
et  al., 2014; WHO, 2017). Among children younger 
than age 5, undernutrition is still the most prevalent 
form of malnutrition. In contrast, among adults, over-
weight and obesity are the primary malnutrition bur-
den. Global estimates indicate overweight and obesity 
are now responsible for more deaths among adults 
than underweight (WHO, 2016c).

In the last three decades, high-income countries 
such as the United States, the United Kingdom, and 
Australia have experienced rapid increases in obesity 
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among adult men and women (Ezzati et al., 2015). How-
ever, overweight and obesity are increasingly affecting 
both children and adults in LMICs as well, not only in 
urban centers but also in peri-urban and rural areas 
(Prentice, 2005). More than half of the world’s obese 
population lives in just 10 countries, but the countries’ 
income classifications vary widely. From the largest 
to smallest shares of the obese population, and classi-
fied by the World Bank as having either high-income 
(H), middle-income  (M), or  lower-middle-income 
(LM) economies, these countries include the United 
States (H), China (M), India (M), Russia (H), Brazil 
(M), Mexico (M), Egypt (LM), Germany (H), Pakistan 
(LM), and Indonesia (LM) (Ng et al., 2014).

Childhood obesity rates continue to rise in coun-
tries of all income levels (Ells et al., 2015; Kelly et al., 
2013). In 2013, the prevalence of overweight and obese 
children and adolescents in high-income countries 
was 23.8% for boys and 22.6% for girls. In LMICs, this 
prevalence was 12.9% for boys and 13.4% for girls (Ng 
et al., 2014). Asian and African countries have almost 
half of the burden of all overweight children younger 
than age 5 (UNICEF et al., 2017).

Health Consequences
Data from 195 countries spanning 25 years show that 
excess BMI contributes to an estimated 4 million 
deaths (7.1% of all deaths) and accounts for 120 mil-
lion DALYs (4.9% of all DALYs among adults) (Afshin 
et al., 2017).

Overweight and obesity are considered major 
risk factors for NCDs, a group of comorbidities that 
include cancer, cardiovascular disease (CVD), chronic 
respiratory diseases, and diabetes (Lozano et al., 2013; 
WHO, 2014b). NCDs (covered in the Chronic Diseases 
and Risks chapter, are currently the most common 
cause of death and disability worldwide, accounting 
for more than 60% of global mortality and two of 
every three deaths (Islam et al., 2014), with increased 
rates of NCD-related deaths being found in all regions 
of the world (Ezzati & Riboli, 2013). NCD-related 
deaths occur at younger ages in LMICs, with 30% of 
NCD-related deaths occurring before the age of 60 
as compared to 13% of such deaths in high-income 
countries (Harikrishnan, Leeder, Huffman, Jeemon, & 
Prabhakaran, 2014; WHO, 2014b). CVD alone is a 
significant cause of premature death and the primary 
driver of morbidity for all NCDs, the largest burden of 
which occurs in LMICs (Zoghbi et al., 2014).  Diabetes 
prevalence among adults increased 81% from 1980 
to 2014, with this disease now affecting an estimated 
422  million adults (NCD Risk Factor Collaboration, 
2016; Korat et al., 2014).

 ▸ Causes of Malnutrition
Poverty and Food Insecurity
Malnutrition is rooted in environments character-
ized by poverty and food insecurity. Food security, 
as defined by the Food and Agriculture Organization 
(FAO, 2017a), “exists when all people have physical, 
social, and economic access to sufficient, safe, and 
nutritious foods that meet their dietary needs and 
food preferences for an active and healthy life.” There 
are four dimensions of food security: availability, 
economic and physical access, utilization, and stabil-
ity over time. Food production, international trade, 
transport networks, and food storage conditions facil-
itate food availability within markets, while household 
incomes, poverty, and food prices influence household 
access to foods. Food utilization refers to how foods 
are prepared, used, and distributed within the home, 
and to how efficiently individuals are able to absorb 
and metabolize the nutrients from those foods. Indi-
viduals with frequent or chronic infections may have 
impaired absorption of nutrients, hindering their abil-
ity to efficiently utilize the foods that they consume. 
Finally, stability is influenced by environmental fac-
tors, such as weather or seasonal patterns; political 
factors, such as stable governance structures and trade 
agreements; and economic factors, such as unemploy-
ment or fluctuating food prices.

Tracking food insecurity is done in a variety of 
ways—through household surveys assessing access 
or food purchases over a given period, by monitoring 
food production and food prices, or through moni-
toring of population nutritional status. At the national 
level, the FAO (2017a) tracks the prevalence of under-
nourishment, which is defined as the proportion of 
the population whose dietary energy consumption 
is lower than that required to meet a basic need for 
light activity levels. This metric is constructed using 
 national-level data from food balance sheets, which 
estimate the food availability within a country by 
summing the food production and imports and 
subtracting the exports, foods not used for human 
consumption, and food wastage. Using the popula-
tion demographic structure and their known caloric 
requirements, one can estimate the degree to which 
the food energy availability within a country meets the 
needs of that country’s population. Finally, household 
surveys are used to estimate the degree of inequity in 
access to foods within a population (FAO, 2017a).

The undernourishment metric is used for 
cross-country comparisons and for tracking trends 
over time. Since 1990, there have been substantial 
reductions in the prevalence of undernourishment 
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worldwide, which dropped from 18.6% in 1990 to 11% 
in 2016 (FAO, 2017a). This corresponds to a reduction 
from 991 million to 815 million people affected—a 
dramatic decrease considering the overall increase of 2 
billion persons in the total global population over that 
same time period. Progress has been uneven between 
and even within regions, however, and 2017 marked 
the first time in 15 years in which the undernourished 
population has increased. The prevalence of under-
nourishment has declined rapidly in Latin America 
and Central, East, and Southeast Asia, but has remained 
intractable in South Asia and sub- Saharan Africa.

Food security is highly correlated with poverty, 
although economic growth is not sufficient by itself 
to eliminate food insecurity and hunger. Within 
many countries, inequalities exist between urban and 
rural areas, across regions, or between various ethnic 
groups. Although inequities in intra-household food 
allocation within a household can themselves lead 
to nutritional vulnerabilities (e.g., for female chil-
dren or adult women in some cultures), variations in 
undernutrition can usually be traced to chronic food 
insecurity at the level of the household, the commu-
nity, or larger aggregates of society. Broad economic 
development initiatives may fail to have an impact on 
food security because very poor households or com-
munities may lack investment capital or the education 
or skills necessary to participate in new employment 
opportunities (FAO, 2017b). It is also apparent that 
financial crises that lead to sustained rises in food 
prices, losses of jobs, and lower real income initially 
create short-term adjustments and asset losses, which 
may then be followed by extended nutritional conse-
quences (Alderman, 2010). Food insecurity is also sig-
nificantly more likely in areas with acute or protracted 
crises arising from conflict or natural disasters (FAO, 
2017b). These complex patterns of causation highlight 
the utility of conceptualizing food insecurity and mal-
nutrition in present and intergenerational contexts.

Climate change poses an emerging threat to food 
security worldwide. Changes in the climate have 
already begun to negatively affect agricultural produc-
tivity. Wheat and maize yields have declined and cereal 
grain prices have increased following climate extremes 
in critical production regions (Intergovernmental Panel 
on Climate Change [IPCC, 2014]. In contrast, produc-
tion of cassava, an important staple crop for many pop-
ulations in Africa, is projected to increase, because this 
crop thrives in warmer temperatures and responds pos-
itively to CO2 increases. Increased CO2 will also affect 
the nutritional quality of major staple grains, with mod-
els suggesting a decrease in iron, zinc, and protein con-
tent in these foods with climate change (Myers et al., 
2014, 2015, 2017). Less is known about other effects of 

climate change on horticultural crops or livestock pro-
duction system. Marine fisheries have been impacted 
to varying degrees. Coral reef ecosystems provide food 
and other resources to 500 million people worldwide, 
but reef degradation has led to a decline in the abun-
dance of fish and invertebrate species (IPCC, 2014).

The increasing incidence and frequency of 
extreme climate events will likely affect food security 
in unpredictable ways. The 2010 heat wave in Russia 
and floods in Pakistan led to an embargo on grain 
exports, creating fear of shortages and leading to sub-
sequent price spikes (Nelson et al., 2010). Projections 
of the effects of climate change through 2050 suggest 
relatively modest global average declines on food pro-
duction capacity, but after that point, grain yields may 
decline by 14% to 29% in the second half of the cen-
tury (Nelson et al., 2010).

Conceptual Models
Two conceptual models in common use help to visual-
ize the continuum from food insecurity to undernutri-
tion, the causal factors involved, and the consequences 
of such failure to provide full nutrition and the ways in 
which health is affected.

One conceptual model (FIGURE 7-10), put forth in 
a series of papers in The Lancet focused on maternal 
and child nutrition, links the societal, underlying, and 
immediate contributors to optimal nutrition with its 
immediate and long-term health effects (Black et  al., 
2013). Building on an older undernutrition framework 
developed by UNICEF (1998), this model highlights 
that there is no single cause of optimal nutrition, but 
rather a set of contributing factors that vary in inten-
sity, duration, specificity, and proximity to the under-
nourished individual. At the immediate level, optimal 
infant and young child feeding, care practices within 
the home, and low burden of infectious disease are 
immediate supporting factors. Underlying conditions 
of food security, caregiving resources, functioning 
health systems, and clean environments are neces-
sary support systems. All of these assets are shaped by 
social and economic conditions, buoyed by leadership 
and financial resources, and backed by positive politi-
cal governance structures. This conceptual model goes 
further than the UNICEF framework, however, by 
linking causes of undernutrition to potential program-
matic actions that could be employed at multiple levels. 

The second model illustrates the interconnected-
ness of nutrition across the various stages of life, from 
generation to generation (FIGURE 7-11). If individuals 
have access to adequate diets, reside in healthy envi-
ronments, and have access to health care, they are able 
to achieve their health and developmental potential. 
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FIGURE 7-10 Framework for actions to achieve optimal fetal and child nutrition and development.

FIGURE 7-11 The intergenerational health cycle depicts behaviors, opportunities, and environmental exposures required 
to remain healthy and achieve genetic potential across stages of life. Ovals denote life stage status; short arrows follow 
activities and exposures. 
1 Physical, cognitive, motor, emotional, and maturational development.
2 Phenotype with respect to size, maturity, strength, metabolic, mental, and reproductive capacity.
3 Environment with respect to healthy ecosystems (air, water, biome), adequate food production and security, social equities and tolerance, good governance, and a supportive economy.
4 WASH = household water, sanitation, and hygiene.

Modified from the Administrative Committee on Coordination/Sub-Committee on Nutrition (ACC/SCN). (2000). Fourth report on the world nutrition situation: Nutrition throughout the life cycle. Washington, DC: International Food Policy Research Institute. Retrieved from 
http://www.ifpri.org/publication/4th-report-world-nutrition-situation. 

Reprinted from Black, R. E., et al. (2013). Maternal and child undernutrition and overweight in low-income and middle-income countries. The Lancet, 382(9890), 427–451. Copyright 2013, with permission from Elsevier.
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In the absence of this, infants may be growth restricted 
and developmentally delayed at birth, due to mater-
nal undernutrition. Subsequently, they then face a 
sequence of nutritional, health, and developmen-
tal insults, mediated by socioeconomic constraints, 
which stunt their growth throughout early life. These 
factors may lead to an increased risk of infection and 
mortality in the short term as well as developmental 
delays that may affect the individual’s potential to suc-
ceed in school and go on to achieve economic oppor-
tunities upon reaching adulthood. These exposures 
may continue through adolescence and the repro-
ductive years. If they occur among women, they can 
affect both the women themselves and their offspring. 
Stunted, undernourished women are at greater risk of 
complications during pregnancy and delivery (Black 
et  al., 2013). Their offspring are at greater risk of 
intrauterine growth restriction, preterm delivery, and 
later growth faltering (Kozuki et  al., 2015; Martorell 
& Zongrone, 2012). Nutritional factors in childhood 
and young adult life also set the stage for long-term 
chronic health conditions, such as cardiovascular dis-
ease and type 2 diabetes (Barker, 1998). This model is 
meant to illustrate the value of nutrition and health 
inputs throughout the life course and suggest oppor-
tunities for effective and timely intervention. 

Dietary Patterns Across the Life Course
A requisite for health throughout life is a diet that is 
adequate in quantity (calories), quality (nutrient den-
sity), diversity (variety of foods), and safety (hygienic) 
(Forouzanfar et  al., 2015). Further, an adequate diet 
must be affordable (i.e., reasonably priced foods), 
accessible (i.e., in physical proximity; comprise foods 
that can be prepared and cooked), and culturally 
appropriate (i.e., considering local norms and tradi-
tions) (High Level Panel of Experts [HLPE], 2017). No 
one “ideal” diet exists for optimal health, nutrition, or 
environmental benefit, as these vary based on geo-
graphic location, season, and cultural context.

Infant and Young Child Diets
The infant-to-child feeding continuum should be 
viewed as a process, involving first breastfeeding and 
then gradual transitional feeding, that results in ade-
quate nourishment to support normal growth, health, 
and development from birth through early childhood. 
The process of initiating and establishing breastfeed-
ing, followed by phasing in complementary feeding 
and the eventual transition to family foods, is illus-
trated in FIGURE 7-12. Under optimal circumstances, a 

young infant will be fed only breast milk for a period 
of 6 months after birth. “Exclusive breastfeeding” is 
therefore defined as feeding only breast milk, exclud-
ing any solids or other liquids, including water (WHO, 
2008a). Complementary feeding begins as infants are 
first introduced to other foods, typically soft or semi-
solid transitional foods. Gradually, infants will gain 
the abilities to consume solid foods and eating more 
from the family pot. During this time, breastfeeding 
frequency will wane with concurrent declines in the 
proportion of calories and nutrients from breast milk 
until the young child fully transitions to family foods. 

Striking differences in infant and young child feed-
ing practices can occur both across and within regions. 
Patterns of breastfeeding initiation, introduction of 
complementary foods, and graduation to a household 
diet, as observed in four countries, are illustrated in  
 FIGURE 7-13 (WHO, 2008b). The data from Rwanda 
(Panel A) reveals a pattern in which more than 90% of 
infants exclusively breastfeed shortly after birth, with a 
high proportion continuing to exclusively receive human 
milk through age 6 months. Beyond that age, most 
infants begin to receive solid, semi-solid, or soft foods 
with human milk. In contrast, in Burkina Faso (Panel 
B), fewer than 20% of infants are exclusively breastfed at 
birth. In this culture, most young infants receive either 
plain water or other non-milk liquids in addition to 
regular breastfeeding during the first 6 months of life, 
beyond which solid, semi-solid, or soft foods are intro-
duced while breastfeeding continues. South and South-
east Asian mothers tend to partially breastfeed their 
infants for a longer duration, indicated by a prevalence 
of any breastfeeding of 50% to 80% during the third year 
of life (Panel D), whereas a more rapid transition to the 
family diet is evident in Latin America (Panel C).  

FIGURE 7-12 The sequential phases of early childhood 
feeding.
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Reprinted from Brown, K. H., Dewey, K., & Allen, L. (1998). Complementary feeding of the young children in developing countries:  
A review of current scientific knowledge. Geneva, Switzerland: World Health Organization.
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Optimal breastfeeding and complementary feeding 
start with the initiation of breastfeeding, ideally within 
the first hour after birth (Debes, Kohli, Walker, Edmond, 
& Mullany, 2013). This ensures that the newborn will be 
exposed to the mother’s colostrum, the thick, yellowish, 
immunologically rich first fluid produced by the mam-
mary gland. While the amounts of calories or nutrients 
provided by the colostrum on the first 2–3 days of life are 
low, colostrum provides a form of an early inoculation for 
the infant, delivering maternal antibodies and immune 
factors such as secretory immunoglobulin A (IgA), lac-
toferrin, and leukocytes that protect the newborn as it 
transitions to life outside the womb (Ballard & Morrow, 
2013). In a study in Nepal and Ghana, initiating breast-
feeding more than 24 hours after birth was associated 
with a 2.4- to 3-fold increased risk of neonatal mortality 
compared to breastfeeding within 24 hours. The lowest 
risk of mortality was observed among infants breastfed 

within the first hour of birth (Debes et al., 2013). Glob-
ally, however, only about half of newborns are breastfed 
within the first hour ( Victora et al., 2016).

Early initiation of breastfeeding also supports 
the establishment of healthy breastfeeding thereafter. 
WHO recommends that exclusive breastfeeding be 
practiced for the first 6 months of life, based on the 
consensus view that, on average, breastfeeding can 
provide adequate energy, nutrients, and fluid; protect 
against infection; permit normal growth for infants 
through this age; and reduce the risk of neonatal 
and infant mortality (WHO, 2013a). During the first 
6 months of life, average human milk intakes for pop-
ulations of infants have been noted to range between 
700 and 800 mL per day in both low-income and 
 higher-income countries (Brown, Dewey, & Allen, 
1998; Dewey & Brown, 2003); this amount is adequate 
to meet the average child’s nutritional needs.

FIGURE 7-13 Distribution of breastfeeding and complementary feeding practices in Rwanda (Panel A), Burkina Faso (Panel B), 
Colombia (Panel C), and Bangladesh (Panel D).
Reprinted from World Health Organization (WHO). (2012). Indicators for assessing infant and young child feeding practices: Part 3 country profiles. Retrieved from http://apps.who.int/iris/bitstream/10665/44368/1/9789241599757_eng.pdf

0–
1

2–
3

4–
5

6–
7

8–
9

10
–1

1

Age group in months

12
–1

3

14
–1

5

16
–1

7

18
–1

9

20
–2

1

22
–2

3

100

80

60

40

20

0

Panel D: Bangladesh

100

80

60

40

20

0

0–
1

2–
3

4–
5

6–
7

8–
9

10
–1

1

Age group in months

12
–1

3

14
–1

5

16
–1

7

18
–1

9

20
–2

1

22
–2

3

Panel A: Rwanda

0–
1

2–
3

4–
5

6–
7

8–
9

10
–1

1

Age group in months

12
–1

3

14
–1

5

16
–1

7

18
–1

9

20
–2

1

22
–2

3

100

80

60

40

20

0

Panel B: Burkina Faso

Exclusively breastfed

Breast milk and non-milk liquids

Breast milk and solid, semi-solid or soft foods

Breastfed and plain water only

Breast milk and other milk/formula

Not receiving any breast milk

0–
1

2–
3

4–
5

6–
7

8–
9

10
–1

1

Age group in months

12
–1

3

14
–1

5

16
–1

7

18
–1

9

20
–2

1

22
–2

3

100

80

60

40

20

0

Panel C: Colombia

Causes of Malnutrition 291

http://apps.who.int/iris/bitstream/10665/44368/1/9789241599757_eng.pdf


Unlike infant formula, the composition of human 
milk is variable, varying within a feed, diurnally, over 
the course of lactation, between women, and across 
populations (Ballard & Morrow, 2013). The energy and 
protein content of human milk are relatively well con-
served, even under conditions of maternal undernutri-
tion (Prentice, 1995). The fat content of human milk is 
the most variable of the macronutrients, with 2–3 times 
higher concentrations of fat being found in the hind-
milk, which is expressed later in a feed, as compared 
to the initially produced foremilk (Ballard & Morrow, 
2013). The concentrations of long-chain polyunsatu-
rated fatty acids, such as docosahexaenoic acid (DHA), 
are strongly influenced by the maternal diet (Smit, 
Koopmann, Boersma, & Muskiet, 2000; Urwin et  al., 
2013). Micronutrient quality of the breast milk is less 
well understood. Concentrations of certain nutrients, 
such as folate, calcium, iron, copper, and zinc, appear to 
be largely unaffected by maternal intake or nutritional 
status, while other nutrients—notably thiamin, ribofla-
vin, vitamin B6, vitamin B12, choline, retinol,  vitamin A, 
vitamin D, selenium, and iodine—are affected by 
maternal depletion or low intake (Allen, 2012).

Beyond its nutritive properties, human milk is a 
bioactive fluid that supports optimal infant health. It 
contains a variety of growth factors that promote tissue 
growth as well as maturation and repair of the intes-
tinal mucosa (Ballard & Morrow, 2013). It also con-
tains bioactive compounds that confer immunologic 
protection to the infant, as well as regulate the inflam-
matory response to infection. Human milk oligosac-
charides (HMOs) support a healthy  microbiota—the 
complex community of bacteria that live within the 
gut, promoting proliferation of healthier gut flora, and 
reducing susceptibility to pathogenic bacteria (Bode, 
2015).

Despite the protections conferred by breast milk, 
young infants are at significantly elevated risk of mor-
bidity and mortality when other liquids are introduced 
early in their diets. In many low-income settings, con-
taminated water sources serve as a primary route of 
exposure to enteric pathogens for young infants. Even 
predominant breastfeeding among infants younger 
than 6 months, wherein the infant receives primar-
ily breast milk with only the addition of water, tea, or 
juice, is associated with a nearly 50% increased risk 
of mortality compared to exclusive breastfeeding 
(Sankar et  al., 2015). By contrast, nonbreastfeeding 
among infants in this age is associated with a 14-fold 
increased risk of mortality, driven in large part by 
diarrhea- specific mortality.

The benefits of breastfeeding extend beyond child 
survival. This feeding practice has been associated 

with a reduction in the incidence of diarrhea and 
respiratory infections, increases in child intelligence 
scores in later life, and probable reduction in risk of 
overweight (Victora et al., 2016).

At roughly 6 months of age, the energy provided 
by breast milk is no longer adequate to meet the grow-
ing infant’s needs. Unlike the strong, clear evidence 
that supports the benefits of breastfeeding, evidence 
about the benefits of specific complementary feeding 
practices have been mixed (Dewey & Adu-Afarwuah, 
2008). Complementary feeding practices are, by con-
trast, a more complex set of behaviors, influenced by 
the diversity of locally available foods.

The total energy requirements for healthy, 
breastfed infants are roughly 600 kcal/day for 6- to 
8-month-olds and increasing to 900 kcal/day for 12- 
to 23-month-olds (Dewey & Brown, 2003). While 
breastfeeding by itself is not sufficient to provide this 
amount of energy for children beyond 6 months of 
age, much of this energy need can be met by human 
milk. The added energy requirements from comple-
mentary foods for infants with “average” human milk 
intakes are 200 kcal/day at 6 to 8 months of age, rising 
to 550 kcal/day at 12 to 23 months of age (Dewey & 
Brown, 2003). The energy density of many comple-
mentary foods in low-income countries is low, how-
ever, because infants often consume watery porridges. 
To meet their energy requirements, a child needs to 
be fed at least 2–3 times per day from 6 to 12 months 
and 3–4 times per day from 12 to 24 months with food 
of sufficient energy density, at least 0.8 kcal/g. Protein 
requirements are estimated to be 1 g/kg of body weight 
per day for 6- to12-month-olds and 0.87 g/kg/day for 
1- to 3-year-olds (IOM, 2005). Protein is rarely a lim-
iting nutrient in infant diets, except when the overall 
intake of complementary foods is low (Arsenault & 
Brown, 2017).

Dietary diversity is associated with improved 
micronutrient quality of the diet and a greater like-
lihood of meeting the nutrient requirements for 
infants and young children in low-income countries 
(Khor, Tan, Tan, Chan, & Amarra, 2016; Moursi et al., 
2008; Wondafrash, Huybregts, Lachat, Bouckaert, 
&  Kolsteren, 2016). Animal-source foods, such as 
meat, fish, eggs, and dairy products, are particularly 
important sources of iron, zinc, calcium, and vitamin 
A in the diet. Dark green leafy vegetables as well as 
orange and yellow fruits and vegetables offer beta- 
carotene, a pro–vitamin A carotenoid. These nutrients 
tend to be limited in the diets of children in low- 
income settings, because their higher costs put these 
 nutrient-rich foods out of reach for many poor fami-
lies. However, even in dietary optimization studies, in 
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which theoretical optimal diets are constructed from 
locally available foods, infants would still not be able 
to meet their nutrient requirements from diet  alone 
(Hlaing et  al., 2016; Santika, Fahmida, & Ferguson, 
2009; Tharrey, Olaya, Fewtrell, & Ferguson, 2017). 
Critical gaps in iron, zinc, calcium, and some vitamins 
still exist, even in these “optimal” diets. Micronutrient 
supplementation or food fortification approaches are 
needed to fill those gaps.

Diets of Adolescent Girls
Adolescent girls are at high risk of malnutrition due 
to rapid growth in body mass (skeletal, fat, and fat-
free body mass) and nutrient loss through the onset of 
menstruation. To meet their increased nutrient needs, 
adequate amounts of iron, folate, calcium, and zinc are 
required in their diets (Salam & Bhutta, 2015).

Throughout the world, adolescent diets are often 
characterized by limited dietary diversity, with cere-
als accounting for the majority of the diet while 
fruit and vegetable intake is low (Ochola & Masibo, 
2014). In many urban areas, adolescents have high 
consumption of energy-dense, nutrient-poor snacks 
and beverages (Ochola & Masibo, 2014). A system-
atic literature review of diets in LMICs found that 
more than 50% of adolescent girls 10 to 20 years 
old had inadequate levels of zinc, calcium, vitamin 
D, folate, thiamine, and riboflavin—micronutrients 
that are necessary to support growth and positive 
pregnancy outcomes for both mother and child 
(Elliot, Lutter, Lamstein, Koniz-Booher, & Caulfield, 
2015).

A variety of social and cultural factors influence 
the diet adequacy of adolescent girls, spanning issues 
related to body image in some countries to early mar-
riages and social status in others. Adolescence is a crit-
ical window of opportunity to form independent food 
habits (Salam & Bhutta, 2015).

Diets of Women
Menstruation, pregnancy, and lactation increase wom-
en’s dietary needs throughout the life cycle. Women 
may consume enough calories for their daily energy 
needs (i.e., high-quantity diet), yet do not obtain ade-
quate quantities of micronutrients such as vitamin A 
and iron (i.e., low-quality diet) (Arimond et al., 2010). 
In 24-hour food recall surveys in six sub-Saharan 
African countries, a majority of women reported con-
suming starchy staples, but fewer than half of those 
surveyed consumed legumes and nuts, vitamin A-rich 
fruits and vegetables, dairy products, or eggs (Kothari, 
Abderrahim, Colie, & Cheng, 2014).

The state of women’s high-quantity/low-quality 
diets around the world is likely exacerbated by social 
inequities, whereby household resource allocation 
(i.e., food, water, sanitation, and health care) may 
limit women’s access to nutritious foods or inhibit 
nutrient absorption. In some settings, women’s and 
children’s food intake—particularly animal-source 
foods—may reflect their social valuation to the com-
munity and economic contribution to the household 
( Gittelsohn & Vastine, 2003). Men often have greater 
access to fats, protein, and micronutrient-rich foods 
than do women (Messer, 1997). Given the domes-
tic and work demands and constraints placed upon 
women, their social status can have intergenerational 
nutritional consequences.

How Diets Change
Substantial longitudinal data confirm that significant 
changes in consumer preferences, dietary habits, and 
micronutrient deficiency or excess have occurred 
throughout the last three decades (Mozaffarian, 
2016). From 1990 to 2013, consumption of “healthy 
foods,” or nutrient-rich foods with some evidence of 
health benefit, generally grew in all regions (Global 
Panel for Agriculture and Food Systems, 2016). 
However, some important differences in the types of 
food groups consumed are notable. Fruit consump-
tion increased throughout the world, while vegeta-
ble consumption increased in only four of the seven 
regions. Consumption of whole grains rose substan-
tially only in Southeast Asia, while consumption of 
omega-3 fatty acids declined in three of the seven 
regions.

By contrast, changes in consumption of “unhealthy 
foods,” referring to nutrient-poor foods that should be 
consumed in moderation, have been varied. Red meat 
consumption declined throughout the world except 
in East Asia, where it rose by nearly 40%. Consump-
tion of processed meat also increased in all regions, 
a trend that has been linked to certain cancers such 
as colorectal cancer (Micha, Wallace, & Mozaffarian, 
2010). Changes in salt and sodium consumption have 
been minimal in all regions. Sugar-sweetened bever-
age consumption has risen in more than half of the 
regions, with the largest increase occurring in North 
America.

Changing dietary trends reflect a variety of 
shifting conditions. The nutrition transition refers 
to shifts in dietary patterns as populations undergo 
demographic transformations, including urbaniza-
tion, globalization, shifting age distributions, and 
economic development. These shifts subsequently 
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influence epidemiologic, dietary, and lifestyle patterns 
( Drewnowski & Popkin, 1997; Popkin, 2006). As illus-
trated in FIGURE 7-14, five nutrition transitions charac-
terize changing food environments and food systems. 

The first pattern in Figure 7-15, often called the 
Paleolithic pattern for its link to hunter–gather societ-
ies or subsistence rural communities, facilitates a local, 
somewhat nutritious but limited diet (Cordain et  al., 
2005). Individuals need to travel substantial distances 
to hunt game or gather wild foods, though diets con-
tain little to no processed foods (Frassetto, Schloetter, 
Mietus-Synder, Morris, & Sebastian, 2009). They tend 
to be physically strong, but are vulnerable to infectious 
diseases, undernutrition, maternal and child mortality, 
and other health outcomes that result in a relatively 
short life expectancy. While some of these traditional 
societies still exist in the world, their livelihoods are 
largely threatened by globalization and climate change.

The second and third patterns reflect both the 
emergence of modern agriculture and periods of 
famine or “hunger seasons.” These societies are often 
rural, producing food for their own consumption, 
though some subsistence farmers also produce food 
to sell. For some communities, local, traditional 
foods (e.g., leafy green vegetables, agroforestry foods, 
legumes and pulses, traditional grains and tubers) 
remain important components of the diet, but may 

be insufficient to fill nutrient gaps, initiating a state 
of high-quantity/low-quality diets. These populations 
often have a high prevalence of wasting and stunting, 
maternal and child mortality, and shorter life spans.

The fourth and fifth patterns represent the major-
ity of the global population today. With urbanization, 
globalization, and trade liberalization, food supply 
chains are longer and more complex, offering access to 
new and diverse foods throughout the year, expand-
ing food choices, and modifying dietary preferences. 
With 3 billion more people expected to enter the 
middle class by 2030, urbanization will affect income, 
gender relations, and technological development 
(Ranganathan et al., 2016; Seto & Ramankutty, 2016). 
These shifts also affect food preferences and dietary 
patterns. Urban consumers tend to consume more 
processed, convenient, street and fast foods (Interna-
tional Panel of Experts on Sustainable Food Systems, 
2017). Highly processed foods have a longer shelf life, 
and are often more palatable, affordable, convenient, 
and easy to cook—but often lack key micronutrients 
and/or contain excess calories and sodium (Mon-
teiro et  al., 2017; Moreira et  al., 2015; Moubarac, 
Batal, Louzada, Martinez Steele, & Monteiro, 2017; 
WHO, 2015b).  Higher-income consumers in urban 
areas also demand greater quantities of animal source 
foods (Gaiha & Young, 1989; Tilman & Clark, 2014; 

FIGURE 7-14 The five patterns of the nutrition transition.
Modified from Drewnowski, A., & Popkin, B. M. (1997). The nutrition transition: New trends in the global diet. Nutrition Reviews, 55(2), 31–43. 
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 Timmer, Falcon, & Pearson, 1983). Changes in diet 
and physical activity patterns coincide with reduced 
rates of undernutrition and infectious diseases, but 
also initiate increased rates of overweight, obesity, 
and diet-related NCDs ( Popkin, 2006).

In the fifth pattern, recognition of the poor health 
outcomes in the fourth pattern triggers behavioral 
change (e.g., reducing consumption of processed 
food, increasing physical activity) that can reverse 
the preceding negative health outcomes—although 
this is currently rare, even in high-income countries 
( Popkin, Adair, & Ng, 2012). Such behavioral changes 
may reflect increased education or higher-quality 
healthcare services.

Contributions of Infection to 
Undernutrition
Infectious morbidity—particularly diarrheal  disease—
has an important effect on physical growth and rates of 
malnutrition. The negative effect of diarrhea on weight 
and often height gain of children during and after 
an episode of acute diarrhea has been documented 
in diverse low-income country settings. Neverthe-
less, the magnitude of the effect on growth faltering 
has varied widely in these studies (Black, Brown, & 
Becker, 1983). Some studies, such as those conducted 
in Guatemala (Martorell, Yarbrough, Lechtig, Habicht, 
& Klein, 1975),  Mexico (Condon-Paoloni, Joaquin, 
Johnston, deLicardi, & Scholl, 1977), and Bangladesh 
(Black et al., 1983) have reported that 10% to 24% of 
the growth faltering could be explained statistically by 
the prevalence of diarrhea. By comparison, studies in 
other countries such as Uganda (Cole & Parkin, 1977), 
 Gambia ( Rowland, Cole, & Whitehead, 1977), and 
Sudan (Zumrawi, Dimond, & Waterlow, 1987) have 
reported that diarrhea could explain as much as 40% to 
80% of observed faltering. In nearly all instances, these 
percentages of growth faltering explained by diarrhea 
were higher than those explained by other infectious 
diseases, demonstrating the quantitative importance 
of the diarrhea–growth faltering relationship. In a 
pooled analysis of data from 9  community-based 
studies, Checkley et al. (2008) determined the effects 
of diarrhea prior to 24 months of age on stunting at 
24 months: 25% of all stunting at 24 months of age was 
attributable to having at least 5 episodes of diarrhea in 
the first 2 years of life.

Infectious diseases can result in poorer weight 
gain or weight loss, which may be due to loss of appe-
tite (Brown, Black, Robertson, & Becker, 1985) or 
increased metabolic demands related to inflammation. 
With diarrhea, there may also be intentional withhold-
ing of food, as well as malabsorption of ingested food 

in the damaged intestine (Behrens, Lunn, Northrop, 
Hanlon, & Neale, 1987; Lunn, Northrop-Clewes, & 
Downes, 1991). Variation in these factors may explain 
some of the differences in the magnitude of effect in 
various low-income country settings, but it also is 
necessary to consider factors such as the etiology of 
diarrhea, the age pattern of infection, the feeding pat-
tern and dietary intake, treatment practices, and the 
length of the convalescent period.

To date, relatively few studies have examined the 
differential effect of diarrhea due to specific etiologic 
agents on growth. In Bangladesh, enterotoxigenic 
Escherichia coli and Shigella species were found to 
have the strongest effects on growth, whereas rotavi-
rus and other enteropathogens, in part due to their 
lower prevalence, did not have a significant effect 
(Black et al., 1984b). In Peru, researchers had similar 
findings regarding these pathogens (Lee et al., 2014). 
The seasonal pattern of particular enteropathogens 
causing diarrhea may explain part of the seasonality 
in growth seen in some low-income country settings.

In regard to clinical syndromes, dysentery (bloody 
diarrhea) and persistent diarrhea (defined by WHO as 
an episode lasting 14 days or more) have particularly 
important adverse effects on the growth of children 
(Black, 1993). As one might expect, the magnitude of 
the weight deficit is inversely related to the duration of 
the diarrheal episode. Persistent diarrheal episodes usu-
ally occur in children who also have a higher burden of 
diarrhea, so that both the persistent episodes and the 
high prevalence of diarrhea adversely affect growth.

Both asymptomatic and symptomatic infections 
can have an adverse effect on growth. Infection with 
C. parvum, with or without illness, in Peruvian chil-
dren was associated with a reduction in weight gain, 
after controlling for other variables (Checkley et al., 
1998). Even though the effect size was smaller with 
asymptomatic infections than with symptomatic 
ones, because of their higher prevalence asymptom-
atic infections had a greater overall impact on growth 
compared to symptomatic infections. After experi-
encing an illness, children have the potential to grow 
more rapidly than they were growing previously; this 
phenomenon is known as “catch-up growth.” Chil-
dren with a C. parvum infection in the first 6 months 
of life did not have catch-up growth, such that this 
disease had a long-lasting adverse effect on linear 
growth, whereas children with infections at an older 
age did show some catch-up growth. A study in 
seven LMIC populations found that Campylobacter 
infection in early childhood was associated with 
growth shortfalls, increased intestinal permeability, 
and local and systemic inflammation (Amour et al., 
2016).
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Asymptomatic infection in the small intestine, 
as occurs in the disorder referred to as environmen-
tal enteric dysfunction or environmental enteropathy, 
may have a substantial effect on the growth of children 
(Keusch et  al., 2014). This disorder is characterized 
by inflammation, increased intestinal permeability, 
and malabsorption. The continuous ingestion of large 
quantities of fecal bacteria in settings with poor san-
itation and hygiene may be critical in the pathogen-
esis of tropical enteropathy. An accelerated immune 
response triggered by the increased small bowel per-
meability may divert nutrients to the production of 
proteins involved in the response to infection and 
other immune factors instead of supporting the child’s 
growth (Campbell, Elia, & Lunn, 2003). Reduced 
nutrient absorption, along with a poor-quality diet, 
may also contribute to growth faltering in this disor-
der (Humphrey, 2009).

The feeding practices of a child at the time of 
illness can modify the effect of diarrhea on growth. 
Infants who are exclusively or predominantly breast-
feeding tend to experience fewer adverse effects of 
diarrhea (Launer, Habicht, & Kardjati, 1990). This 
relationship may arise because breastfeeding amelio-
rates the severity of the illness or because breastfeed-
ing generally seems to be continued without reduction 
in most circumstances during illness (Brown et  al., 
1985; Hoyle, Yunus, & Hen, 1980), whereas other 
foods may be reduced due to medical or cultural prac-
tices or anorexia because of the illness. Children in the 
first 6 months of life who are exclusively or predomi-
nantly breastfed may have less severe consequences of 
diarrhea or other infectious diseases (Khin-Maung-U 
et  al., 1985; Launer et  al., 1990; Rowland, Rowland, 
& Cole, 1988). Conversely, if very young children 
get diarrhea, they may experience long-term height 
 deficits—effects that may be greater than if they devel-
oped diarrhea at an older age (Checkley, Epstein, 
 Gilman, Cabrera, & Black, 2003).

Diarrhea has a lesser effect on growth among chil-
dren whose usual dietary intake is greater or of bet-
ter quality (Brown et  al., 1988) and among children 
who receive food supplements, compared to chil-
dren with poorer diets or those not receiving food 
supplements in the same setting (Lutter et al., 1989). 
Catch-up growth after a diarrheal episode is usually 
possible without specific supplementary feeding, due 
to the child’s increased consumption of available food. 
However, the opportunity for catch-up growth may be 
limited by the duration of the healthy period between 
illnesses. Studies in Bangladesh (Black et al., 1983) and 
Zimbabwe (Moy, Marshall, Choto, McNeish, & Booth, 
1994) have shown that, following a diarrhea episode, 

children take approximately 2 weeks to recover to their 
pre-illness weight and approximately 4 weeks to reach 
the weight that would have been expected if these chil-
dren had continued their rate of growth prior to the 
illness. If another illness occurs during this month-
long convalescent period, it may result in insufficient 
time for catch-up growth to occur and could add fur-
ther nutritional insult (Richard,  McCormick, Miller, 
Caulfield, & Checkley, 2014). The net effect in the 
long term is a reduction in both ponderal and linear 
growth.

Appropriate treatment of diarrheal illnesses may 
reduce the adverse effects of diarrhea on growth. The 
replacement of fluid and electrolytes with oral rehy-
dration therapy may restore appetite and improve 
bowel function. Also, continued feeding during the 
illness results in improved weight gain in comparison 
to partial withholding of food during the acute phase 
(Brown et al., 1988). While antibiotics are not neces-
sary for most cases of acute diarrhea, appropriate anti-
biotic treatment of dysentery would be expected to 
shorten the illness and, therefore, minimize the period 
of adverse effects on growth. The administration of 
zinc orally in treatment of diarrhea has been shown to 
reduce the severity and duration of diarrheal episodes, 
which would be expected to reduce the corresponding 
negative effects of diarrhea on growth (Sazawal et al., 
1995). Zinc supplementation for 10 to 14 days in ther-
apy of diarrhea is recommended by both WHO and 
UNICEF (WHO, 2006).

Acute respiratory infections—predominantly 
upper respiratory infections—have a high prevalence 
worldwide. Children in low-income countries, while 
having a similar prevalence of upper respiratory 
infections as children in higher-income countries, 
demonstrate a substantially higher rate of acute lower 
respiratory infections or pneumonia (Graham, 1990). 
Most of the studies of the effects of acute respiratory 
infections on growth have included both upper and 
lower respiratory infections and have generally not 
found that the illnesses alter growth patterns. In a 
Gambian study, children younger than 2 years of age 
with acute lower respiratory infections diagnosed by 
a pediatrician lost 14.7 g of weight per day of illness, 
an loss slightly, but not significantly, greater than the 
weight reduction observed with diarrheal diseases 
(Rowland et  al., 1988). However, the prevalence of 
diarrhea was much higher than the prevalence of 
acute lower respiratory infections, so that diarrheal 
diseases explained half and respiratory infections 
only one-fourth of the observed weight deficit. Other 
studies in the Philippines (Adair et al., 1993), Papua 
New Guinea (Smith et  al., 1991), Guatemala (Cruz 
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et  al., 1990), and Brazil (Victora et  al., 1990) have 
also shown that acute lower respiratory infections 
adversely affect growth.

Acute respiratory illnesses are associated with a 
10% to 20% reduction in food intake, possibly due 
to a reduction in the child’s appetite (Brown et  al., 
1985; Mata, Cromal, Urrutia, & Garcia, 1977). As 
with other illnesses, catabolism may also play a role. 
Further studies are required to assess the magni-
tude of the adverse effects of acute lower respira-
tory infections on growth and to document whether 
modifying factors, like those found with diarrheal 
diseases, exist.

A few studies have attempted to document 
whether malaria has an adverse effect on growth 
in children in low-income countries. In Gambia, 
malaria prevalence was shown to adversely affect 
weight gain but not linear growth (Rowland et  al., 
1977). Subsequent studies in Uganda (Cole &  Parkin, 
1977) and Gambia (Rowland et  al., 1988) were not 
able to demonstrate any effect of malaria on the 
growth of children. A review of 12 studies that exam-
ined the relationship of malaria and stunting found 
mixed evidence among observational studies, but 
none of the randomized controlled trials of malaria 
interventions found an effect on stunting (Jackson & 
Black, 2017).

Although it has been believed for many years that 
measles causes a reduction in growth, this relation-
ship has proved difficult to document on a population 
basis. This difficulty arises in part because of the low 
incidence of measles found in prospective studies, 
which in some cases was due to the administration 
of measles vaccine in the study cohort. Older studies 
suggest that children with measles lose weight or have 
reduced growth velocity (Reddy, 1991). Nevertheless, 
measles has been best recognized as an illness that 
precipitates severe clinical forms of malnutrition. In 
children with previous undernutrition, measles can 
precipitate kwashiorkor or marasmus (Morley, 1964) 
as well as xerophthalmia (Sommer, 1982).

Intestinal helminthic infections in children 
in LMICs have been associated with poor growth 
(Rousham & Mascie-Taylor, 1994). However, sys-
tematic reviews of trials of anti-helminth treatment 
of infected children or mass-deworming of infected 
populations have not found a consistent benefit 
for growth in children (Taylor-Robinson, Maayan, 
Soares-Weiser, Donegan, & Garner, 2015; Welch 
et  al., 2017). This apparent inconsistency may be 
due to the effect of helminth infection on growth 
being limited to children with heavy worm infec-
tion, who constitute a very small proportion of these 

included in mass-deworming programs. (The Infec-
tious  Diseases chapter includes further information 
on such illnesses.)

 ▸ Policies and Programs to 
Address Malnutrition in  
All Its Forms

As illustrated in the framework in Figure 7-11, policies 
and programs to address the determinants of malnu-
trition may operate at the immediate causal level, by 
addressing the quality of foods available and provided, 
care practices, or infectious disease risk. Alternatively, 
they may address underlying determinants of malnu-
trition, such as food insecurity, feeding and caregiving 
resources, or access to health services and water and 
sanitation systems. If effectively scaled and utilized, 
nutrition-specific interventions can significantly reduce 
stunting, wasting, micronutrient deficiencies, and 
even overweight and obesity. These interventions tar-
get the immediate causes of malnutrition. They largely 
focus on the most nutritionally vulnerable and under-
served populations, such as women, and in particular, 
pregnant or lactating women and children younger 
than 2 years of age (Bhutta et  al., 2013; Black et al., 
2013). Examples of nutrition-specific interventions 
include micronutrient supplementation and exclusive 
breastfeeding counseling.

A growing area of research, nutrition-sensitive 
approaches address the underlying and basic determi-
nants of malnutrition. Nutrition-sensitive approaches 
can serve as delivery platforms for nutrition-specific 
interventions. Because many of these interventions 
fit within multisectoral approaches, little research has 
identified the ways in which individual interventions 
contribute or interact with larger multisectoral col-
laborations, as well as the most efficient and system-
atic measurements when considered as a “package” 
( Reinhardt & Fanzo, 2014).

Nutrition-Specific Intervention Programs
Breastfeeding and Complementary 
Feeding Promotion
Although the benefits of breastfeeding have been rec-
ognized for decades, a high proportion of infants are 
not breastfed optimally in the first 2 years of life. Breast-
feeding promotion and support programs have been 
shown to improve breastfeeding practices ( Rollins 
et al., 2016). If these interventions could be scaled up 
where needed, it has been estimated that improved 
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breastfeeding practices would prevent an estimated 
823,000 deaths in children younger than 5 years and 
could protect against about half of all diarrheal infec-
tions and about one-third of all respiratory infections 
in young children (Victora et al., 2016). Interventions 
have been developed and evaluated in a variety of 
contexts to promote, protect, and support breastfeed-
ing practices among new mothers (FIGURE 7-15). For 
example, they have included mass-media and social 
mobilization programs; legislation and policy reform; 
and counseling, support, and lactation management 
services for mothers. 

Within the health system, the most widely imple-
mented and evaluated program is the “Baby-Friendly 
Hospital Initiative,” developed and promoted by WHO 
and UNICEF (2009). A hospital can be certified as “Baby 
Friendly” when it does not accept free or low-cost human 
milk substitutes, feeding bottles, or teats and has imple-
mented the 10 steps to support successful breastfeed-
ing (EXHIBIT 7-2). A meta-analysis of this program and 
its components found that the intervention increased 
exclusive breastfeeding by 49% (95% CI, 33%–68%) and 
any breastfeeding by 66% (95% CI, 34%–107%) (Rollins 
et al., 2016). Since the program was launched in 1991, 
more than 20,000 hospitals in 156 countries have been 
designated as “Baby Friendly” and are implementing the 
program (WHO & UNICEF, 2009). 

A common reason for cessation of exclusive 
breastfeeding is the need for women to return to work 
after delivery of their infant and a lack of workplace 
protections to support lactating mothers (Rollins et al., 
2016). Only half of all countries globally have mater-
nity protection legislation mandating at least 14 weeks 
of maternity leave and, even among these, protections 
may not be available to women working in informal 
sectors (International Labor Organization, 2014). 

Although only a few studies have evaluated workplace 
supports for breastfeeding, studies evaluating mater-
nity leave policies have shown that provision of lacta-
tion rooms at work and paid break time for lactation 
are associated with significantly higher rates of exclu-
sive and continued breastfeeding (Rollins et al., 2016).

FIGURE 7-15 The components of an enabling environment for breastfeeding—a conceptual model.
Reproduced from Rollins, N. C., Bhandari, N., Hajeebhoy, N., Horton, S., Lutter, C. K., Martines, J. C., . . . The Lancet Breastfeeding Series Group. (2016). Why invest, and what it will take to improve breastfeeding practices? The Lancet, 387(10017), 491–504.
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EXHIBIT 7-2 Ten Steps to Successful Breastfeeding

Every facility providing maternity services and care for 
newborn infants should:

1. Have a written policy that is routinely 
communicated to all healthcare staff.

2. Train all healthcare staff in skills necessary to 
implement this policy.

3. Inform all pregnant women about the benefits 
and management of breastfeeding.

4. Help mothers initiate breastfeeding within a  
half-hour of birth.

5. Show mothers how to breastfeed, and how 
to maintain lactation even if they should be 
separated from their infants.

6. Give newborn infants no food or drink 
other than human milk, unless medically 
indicated.

7. Practice rooming-in (i.e., allowing mothers  
and infants to remain together 24 hours a day).

8. Encourage breastfeeding on demand.
9. Give no artificial teats or pacifiers to 

breastfeeding infants.
10. Foster the establishment of breastfeeding 

support groups and refer mothers to them on 
discharge from the hospital or clinic.

Reprinted from World Health Organization (WHO) & United Nations Children’s Fund (UNICEF). 
(2009). Baby-friendly hospital initiative: Revised. Retrieved from http://www.who.int 
/nutrition/publications/infantfeeding/bfhi_trainingcourse/en/
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In community-based settings, one-on-one pro-
gram intervention methods have included peer 
counseling, community health worker interventions, 
lactation counselors, or other healthcare worker 
counseling methods. These types of programs have 
generally succeeded in improving exclusive breast-
feeding rates by 48% (95% CI, 32%–66%). Group 
counseling or community-based social mobiliza-
tion, with or without mass-media promotion, has 
increased exclusive breastfeeding rates by 20% (95% 
CI, 3%–39%). For example, an evaluation of two 
large-scale infant and young child feeding promo-
tion programs in  Bangladesh and Vietnam found 
that there were significant improvements in exclu-
sive breastfeeding practice for infants residing in 
communities targeted with intensive interpersonal 
counseling coupled with mass- media promotion of 
breastfeeding (Menon et al., 2016). In Bangladesh, the 
prevalence of exclusive breastfeeding in intervention 
communities improved by 36 percentage points (95% 
CI, 21.0–51.5) compared to communities not exposed 
to the program. In Vietnam, the increase was nearly 
28 percentage points (95% CI, 17.7–38.1). In India, 
a randomized evaluation of a program implemented 
by Anganwadi workers, traditional birth attendants, 
and other local providers reported a 17-fold increased 
odds of exclusive breastfeeding to 6 months of age 
and a 30% lower prevalence of diarrhea at 3 months 
of age in communities that received the intervention 
(Bhandari et al., 2003).

Marketing practices by breast milk substitute 
manufacturers significantly undermines breastfeed-
ing promotion and support programs. Compelling 
case studies in the 1970s drew attention to these 
marketing practices and the associated risk of infants 
becoming sick, malnourished, or dying from con-
taminated or diluted breast milk substitutes (Muller, 
1974). This recognition led to the adoption of the 
International Code of Marketing of Breastmilk Sub-
stitutes at the 34th World Health Assembly in 1981. 
This code outlines the responsibilities of govern-
ments, health systems, and companies in the market-
ing and manufacture of breast milk substitutes. As of 
2016, 135 countries had enacted legislation contain-
ing all or many provisions of the International Code 
(WHO, UNICEF, & International Baby Food Action 
Network [IBFAN], 2016), which represents signifi-
cant progress in recent years at building an enabling 
environment to support breastfeeding. However, 
enforcement of these policies remains a challenge in 
many countries, and only 6 countries reported hav-
ing dedicated funding to support monitoring and 
enforcement.

Complementary feeding intervention programs 
target infants and young children between the ages 
of 6 and 24 months, at the time when they transition 
from exclusive breastfeeding to solid foods and their 
family diets. Interventions to improve complemen-
tary feeding practices have been diverse, differing 
in their approach to addressing key behaviors and 
types of foods or supplements promoted (Dewey & 
 Adu- Afarwuah, 2008). Most intervention programs 
have implemented some or all of the key recommen-
dations in the Guiding Principles of Complementary 
Feeding (EXHIBIT  7-3; Pan American Health Organi-
zation [PAHO], 2003), focusing on either providing 
education or behavior change recommendations, 
providing supplement packets that could be used for 
“home fortification” of complementary foods, or pro-
viding foods to improve the diversity or nutrient qual-
ity of the infant diets. 

Education and counseling interventions have been 
found to have a modest effect on improving linear 
growth (mean effect size, 0.20; range, 0.04–0.64) and 
intake of iron-rich foods (Dewey & Adu-Afarwuah, 
2008). Interventions with the largest effect sizes were 
those that stressed the importance of animal-source 
foods for young children (Guldan et al., 2000; Penny 
et  al., 2005). More recently, large-scale evalua-
tions of social and behavior change interventions in  
Bangladesh, Vietnam, and Ethiopia have been 
reported. While these programs have been largely 
effective at improving reported complementary feed-
ing practice, notable improvements in child growth 
have not been observed (Kim et al., 2016; Menon et al., 
2016; Rawat et al., 2017). The intervention in Bangla-
desh did, however, report significant improvements in 
child language and motor developmental outcomes 
(Frongillo et al., 2017). In general, these types of pro-
grams have not been as effective for food-insecure 
communities as the provision of food supplements 
or fortified food products (Dewey & Adu-Afarwuah, 
2008), likely because of lack of access to high-quality, 
nutrient-dense foods among poorer households.

A few trials have examined the effects of inter-
ventions designed to improve responsive feeding 
behaviors. Responsive feeding is rooted in respon-
sive parenting practices more broadly, reflecting the 
reciprocal interactions between parents and children 
(Black & Aboud, 2011). Interventions have focused on 
helping parents to navigate the progression of infant 
feeding development, responding appropriately to 
infant hunger and satiety cues, and creating a pleasant 
and supportive environment during feeding. In set-
tings where underweight is a substantial public health 
concern, interventions have been found to improve 
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feeding practice, but effects on weight gain have been 
mixed (Black & Hurley, 2017). In settings where over-
weight is of concern, the interventions have similarly 
improved feeding practice and some studies (though 
not all) have found lower rates of weight gain in the 
intervention group (Black & Hurley, 2017).

Three randomized controlled trials have evaluated 
the impact of providing animal-source foods on young 
children’s growth. A study conducted in Zambia, the 
Democratic Republic of Congo, Guatemala, and Paki-
stan evaluated the efficacy of daily consumption of 
meat in comparison to a micronutrient-fortified corn–
soy blend for infants 6–18 months of age. The authors 
reported no significant differences between groups in 
growth, anemia, or iron status between groups (Krebs 
et  al., 2012). A second study evaluating the efficacy 
of daily consumption of caterpillar cereal for infants 
6–18 months of age also reported no significant ben-
efits on growth, though the prevalence of anemia was 
significantly reduced (Bauserman et al., 2015). In con-
trast to the meat trial, the comparison group received 
their usual diet, which was unlikely to be fortified with 
micronutrients. A third efficacy trail in the highlands 
of Ecuador evaluated the impact of the daily provision 
of eggs for infants 6–15 months of age in comparison 
to a control group consuming their usual diet (Ian-
notti et al., 2017). In this trial, the researchers reported 

significant improvements in child growth and a nearly 
50% reduction in the prevalence of stunting between 
groups. While these findings are promising, the study 
warrants replication in other settings to determine if 
the effects can be generalized more broadly.

Even with the best available foods, it is very 
challenging for families to meet the micronutrient 
requirements for infants and young children, such 
that nutrient gaps tend to persist, particularly in iron, 
zinc, calcium, and vitamin A (Arsenault, Hijmans, 
& Brown, 2015; Ferguson, Chege, Kimiywe, Wies-
mann,  & Hotz, 2015). Food supplementation inter-
ventions have often offered some type of fortified food 
products, such as a fortified cereal/legume blend, for-
tified milk powder, or a fortified lipid-based nutrient 
supplement. The effects of these types of interven-
tions on growth have varied, but efficacy trials have 
reported generally modest effects on linear growth 
of approximately 0.3 standard deviation (Dewey & 
Adu- Afarwuah, 2008). The effects on anemia and 
iron status have been more consistently positive, 
with a mean reduction in the prevalence of anemia 
of 13 percentage points across all studies (Dewey & 
 Adu- Afarwuah, 2008). Since the publication of a sys-
tematic review in 2008, many studies have sought to 
evaluate the efficacy of fortified lipid-based nutrient 
supplements (LNS) for the prevention of stunting. 

EXHIBIT 7-3 Guiding Principles of Complementary Feeding

1. Practice exclusive breastfeeding from birth to 6 
months of age, and introduce complementary 
foods at 6 months of age while continuing to 
breastfeed.

2. Continue frequent, on-demand breastfeeding until 
2 years of age or beyond.

3. Practice responsive feeding, applying the principles 
of psychosocial care.

4. Practice good hygiene and proper food handling 
by washing caregivers’ and children’s hands 
before food preparation and eating, storing 
foods safely and serving foods immediately after 
preparation, using clean cups and bowls when 
feeding children, and avoiding the use of feeding 
bottles.

5. Start at 6 months of age with small amounts of 
food and increase the quantity as the child gets 
older, while maintaining frequent breastfeeding.

6. Gradually increase food consistency and variety 
as the infant gets older, adapting to the infant’s 
requirements and abilities.

7. Increase the number of times that the child is fed 
complementary foods as he or she gets older. 
For the average healthy breastfed infant, meals of 
complementary foods should be provided 2–3 
times per day at 6–8 months of age and 3–4 times 
per day at 9–11 and 12–24 months of age, with 
additional nutritious snacks offered 1–2 times per 
day, as desired.

8. Feed a variety of foods to ensure that nutrient 
needs are met. Meat, poultry, fish, or eggs as well 
as vitamin A–rich fruits and vegetables should be 
eaten daily. Vegetarian diets cannot meet nutrient 
needs at this age unless nutrient supplements or 
fortified products are used.

9. Use fortified complementary foods or vitamin–
mineral supplements for the infant, as needed.

10. Increase fluid intake during illness, including 
more frequent breastfeeding, and encourage the 
child to eat soft, varied, appetizing, favorite foods. 
After illness, give food more often than usual and 
encourage the child to eat more.

Reprinted from Pan American Health Organization (PAHO) & World Health Organization (WHO). (2003). Guiding principles for complementary feeding of the breastfed child. Retrieved from http://www 
.who.int/nutrition/publications/guiding_principles_compfeeding_breastfed.pdf
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While there is some variation in their composition, 
these supplements typically provide 100–200 kcal/
day and are fortified with approximately 1 RDA of 
most vitamins and minerals. They are often made 
from a peanut or soy protein base, with added milk 
powder and oil (Arimond et  al., 2015; Chaparro & 
Dewey, 2010). While some results are still pending, 
most studies have reported modest improvements 
in growth and anemia status (Abbeddou et al., 2017; 
Adu-Afarwuah et  al., 2008; Christian et  al., 2015; 
Dewey et  al., 2017; Hess et  al., 2015; Iannotti et  al., 
2014; Maleta et al., 2015).

Fortified cereal/legume blends and lipid-based 
nutrient supplements have also been evaluated as 
methods of preventing or treating moderate acute 
malnutrition, defined as a weight-for-length z-score 
between −2 and −3 (Lazzerini, Rubert, & Pani, 2013). 
If the problem is left unaddressed, children may prog-
ress to severe wasting, requiring more intensive treat-
ment protocols (described in the next subsection). 
Acute malnutrition may occur in emergency situa-
tions, seasonally, and endemically, so it is likely that 
both short-term and long-term programs address-
ing the immediate needs as well as the underlying 
determinants of wasting, such as food insecurity 
and poor-quality water, sanitation, and hygiene, are 
needed (de Pee et al., 2015).

Management of Severe Acute 
Malnutrition
Although it affects only a small fraction of all under-
nourished children, severe acute malnutrition (SAM) 
has received programmatic attention because of its 
high case fatality rate without timely treatment. Severe 
wasting, the largest component of SAM, has an attrib-
utable fraction for child deaths of 7.4%, compared to 
12.6% for moderate and severe wasting together and 
44.7% for all undernutrition (Black et al., 2013).

For programmatic purposes, SAM is defined 
as a weight-for-height that is more than 3 stan-
dard deviations below the WHO growth standard 
median (considered severe wasting or marasmus), 
or bilateral pitting edema (edematous malnutrition 
or  kwashiorkor), or a mid-upper arm circumference 
of less than 115 mm in children 6–59 months of age 
(WHO, 2013b). It is preferable to assess both weight-
for-height and MUAC because these measurements 
may identify different children at risk. When screen-
ing populations of children for SAM, it is easier to use 
MUAC, since color-coded measurement tapes can be 
administered by workers with limited training. These 
two forms of SAM may occur together when a child 

with marasmus develops edema; marasmic kwash-
iorkor has the highest case fatality rate of the three 
forms of SAM. The proportion of SAM accounted for 
by kwashiorkor varies by world region, being high 
in southern Africa and lower elsewhere (Trehan & 
Manary, 2015).

In programs providing treatment for SAM, it is 
essential that the child be assessed for clinical com-
plications that would require inpatient therapy—for 
example, dehydration, high fever, respiratory distress, 
lethargy, or severe anemia. In addition, it is important 
to assess anorexia by providing a test feeding of ready-
to-use therapeutic food (RUTF). Specific diseases that 
need treatment, such as HIV/AIDS or tuberculosis, 
should also be considered.

For children with SAM with complications who 
are admitted to a health facility, WHO (1999, 2013b) 
has published a standard protocol for treatment. 
It includes initially treating infections, generally 
with intravenous antibiotics. A two-phase feeding 
approach with two therapeutic formulas, milk F75 
and milk F100, is used, with the formulas gradually 
being replaced by solid foods. A blended food supple-
ment, such as corn–soy or wheat–soy, or an RUTF can 
be used after the acute phase to continue the nutri-
tional rehabilitation. Children can be transferred to 
outpatient care when their medical complications and 
edema are resolving and the child is alert and has a 
good appetite (WHO, 2013b). Vitamins and minerals 
should be provided in the food or as supplements. The 
availability of RUTF has allowed the shortening of the 
inpatient period from previously 30 days to only 5 to 
10 days (Collins et al., 2006).

Children with SAM without complications can 
enter a feeding program based on the community 
management of acute malnutrition (CMAM) model. 
With active surveillance for SAM, a large proportion 
of cases will be identified early in the illness without 
complications and, therefore, will be eligible for com-
munity management. Children beginning treatment 
may benefit from oral antibiotics for 7 days (Trehan 
et al., 2013). CMAM is based on provision of RUTF, 
the most common form of which is a peanut paste 
fortified with macronutrients and micronutrients 
to meet standards set by WHO (WHO, World Food 
Programme, UN System Standing Committee on 
Nutrition, & UNICEF, 2007). Children can be pro-
vided with a 1- to 2-week supply of RUTF at a dose of 
about 150–200 kcal/kg/day (Trehan & Manary, 2015). 
Frequent evaluation of the child every 1 to 2 weeks 
is important. Treatment should continue until weight-
for-height is at least –2 SD or MUAC is greater than 
125 mm, depending on which enrollment criterion 
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was used. Although some children may meet these 
criteria sooner, treatment can take 10 to 12 weeks.

In well-managed programs that combine inpa-
tient care if needed and CMAM with active surveil-
lance for SAM, two-thirds to three-fourths of cases 
can be treated in the community, with the overall case 
fatality rate during treatment being kept as low as 5% 
(Collins et  al., 2006). A systematic review of stud-
ies of treatment outcomes and a Delphi process was 
used to derive benchmarks for outcomes of treatment 
(Lenters, Wazny, Webb, Ahmed, & Bhutta, 2013). For 
inpatient treatment of complicated SAM, the esti-
mated CFR was 14% (range, 5%–30%) and the recov-
ery rate was 71% (range, 25%–95%). For CMAM, the 
CFR was estimated at 4% (range, 2%–7%) and the 
recovery rate at 80% (range, 50%–93%).

Because most SAM treatment programs fol-
low children only until discharge criteria are met or 
for a short period thereafter, little is known about 
 longer-term outcomes. The existing studies show 
substantial rates of relapse to SAM and of death, 
possibly due to return to impoverished and food- 
insecure households or to underlying disease, such 
as HIV/AIDS (Bhandari et  al., 2016; Kerac et  al., 
2014). These findings emphasize the need to provide 
economic, nutritional, and medical support post dis-
charge to the family through social protection and 
health programs.

Micronutrient-Deficiency Prevention 
Programs
As micronutrient deficiencies often occur where 
dietary quality is poor and lacking in variety, micro-
nutrient deficiency prevention programs have his-
torically utilized three complementary approaches: 
(1)  supplementation; (2) fortification, extended to 
include biofortification of staple crops and micro-
nutrient powders for home use (WHO, 2016b); and 
(3) dietary diversification, achieved by education, 
homestead food production, or other approaches, as 
detailed later in this section. The choice of strategy 
should be guided by the mix, extent, and severity of 
deficiencies, and the potential reach of programs to 
effectively cover those persons in need.

Supplementation. Supplementation programs are 
widely used to address micronutrient deficiencies. 
WHO recommends the supplement interventions 
listed in TABLE 7-12, based on reviews of the evidence 
demonstrating efficacy or effectiveness at preventing 
micronutrient deficiencies and reducing morbidity or 
mortality. 

Pregnancy. In high-risk populations, current 
WHO guidelines suggest that women be supplemented 
with iron–folic acid (IFA) throughout pregnancy, as 
this intervention is estimated to reduce risks of ane-
mia by 70% and iron deficiency by 57% (Pena-Rosas 
et al., 2015). While questions exist about whether to 
supplement women with iron in  malaria-endemic 
areas, to date there is not strong evidence that IFA sup-
plementation is associated with adverse risks in these 
settings (Mwangi et al., 2017), indicating it is prudent 
to both supplement and treat malaria as indicated 
during pregnancy. WHO also recommends use of cal-
cium supplements during pregnancy. Preeclampsia 
and eclampsia are a leading cause of maternal mortal-
ity and preterm birth, and it has been estimated that 
calcium supplementation may reduce these risks by 
20% and 24%, respectively (Hofmeyr, Lawrie, Atallah, 
Duley, & Torloni, 2014).

Many countries have adopted IFA and calcium 
supplementation recommendations as part of their 
national antenatal care guidelines, although low atten-
dance, coverage, and stock-outs are frequent prob-
lems (Sununtnasuk, D’Agostino, & Fiedler, 2016). 
In such settings, facility-based IFA distribution has 
been complemented by community health workers 
who may reach women earlier in pregnancy and be 
less vulnerable than facilities to stock-outs (Kavle & 
Landry, 2017). There are also challenges to adding cal-
cium supplements to IFA, which should be taken as 
three or four divided doses per day, preferably with 
food and apart from IFA supplements. Social support 
from family members and peers has been reported to 
improve IFA and calcium supplementation adherence 
(Martin et  al., 2017), although more work needs to 
be done to improve adherence while delivering these 
interventions at scale.

Given that multiple micronutrient  deficiencies 
typically coexist in poorly nourished popula-
tions, it is rational to consider replacing IFA with a 
 multiple-micronutrient supplement during preg-
nancy that, although a higher-cost product, addresses 
a broader spectrum of nutritional deficiencies and 
utilizes the same delivery systems as IFA supple-
ments. Multiple-micronutrient supplements have 
been compared to IFA in large field trials in Indone-
sia ( SUMMIT Study Group, 2008) and Bangladesh 
(West et  al., 2014), and in smaller trials in a dozen 
other countries. These studies reveal overall reduc-
tions of 8% to 15% in low birth weight, preterm birth, 
and stillbirth; some evidence of a reduction in risk of 
infant mortality; and a smaller but significant reduc-
tion in SGA infants (Smith et  al., 2017). Benefits of 
multiple- micronutrient supplementation have been 
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particularly noted when begun early in pregnancy 
(West et al., 2014), and among infants born to under-
nourished or anemic women (Smith et al., 2017).

Infancy and Childhood. High-potency vitamin A 
supplementation is the most common, direct strategy 
to prevent health consequences attributable to vitamin 
A deficiency in preschoolers. It is typically delivered 
as a 200,000-IU oral dose (half-dose to infants 6–11 
months of age) in a gelatinous capsule or as an oily 
syrup every 4 to 6 months. While improving serum 

retinol concentrations for only a few months, this 
intervention’s protection against xerophthalmia and 
child mortality can last for 6 to 12 months (Palmer, 
West, Dalmiya, & Schultink, 2012).

Scaled-up vitamin A supplementation programs, 
which were launched in the 1970s and expanded 
globally in the 1980s and 1990s, exist in more than 
80 countries (Wirth et al., 2017). Supplementation 
typically exists as a stand-alone (vertical) activity or 
is packaged with other child health interventions, 

TABLE 7-12 WHO Recommended Micronutrient Supplementation Interventions

Recommendation Dosage Rationale Reference

Women of Reproductive Age

Intermittent iron and folic 
acid supplementation

60 mg iron + 2,800 µg folic acid taken 
weekly

Prevention of anemia (WHO, 2011c)

Pregnancy

Iron–folic acid tablets 60 mg elemental iron + 400 µg folic acid 
taken daily

Prevention of anemia 
and iron deficiency

(WHO, 2016b)

Calcium 1,500–2,000 mg taken daily Prevention of 
preeclampsia

(WHO, 2016b)

Infants and Children

Semi-annual vitamin A 
supplementation

100,000 IU (6- to 11-month-olds)
200,000 IU (12- to 59-month-olds)

Prevention of vitamin 
A deficiency and child 
mortality

(WHO, 2011d)

Zinc supplementation 20 mg per day for 10–14 days (Treatment)
5–10 mg per day (Prevention)

Treatment and 
prevention of diarrhea

(WHO, 2006)

Multiple micronutrient 
powders for 6- to 
23-month-olds and  
2- to 12-year-olds

10–12.5 mg elemental iron + 300 µg 
retinol + 5 mg zinc + additional 
micronutrients to achieve 100% of the 
RNI taken at a target of 90 sachets over 
a 6-month period

Prevention of anemia 
and iron deficiency

(WHO, 2016a)

Iron supplements 10–12.5 mg elemental iron (6- to 
23-month-olds)
30 mg elemental iron (24- to 
59-month-olds)
30–60 mg iron (5- to 12-year-olds)
Taken daily and in conjunction with 
malaria management strategies in 
malaria-endemic areas

Prevention of anemia 
and iron deficiency

(WHO, 2016a)
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such as deworming, immunizations, growth moni-
toring, and nutritional screenings. On average, such 
programs reach approximately 65% of the targeted 
beneficiaries (Klemm, Palmer, Greig, Engle-Stone, & 
Dalmiya, 2016). Supplementation should be shifted 
to other preventive strategies when hyporetinolemia 
(less than 0.70 µmol/L) is less than 5% in the target 
population, coupled with supportive evidence of an 
adequate dietary vitamin A intake in high-risk popu-
lations (Palmer et al., 2012).

Extensive evidence indicates that zinc supplemen-
tation started during diarrhea can reduce the severity 
and duration of illness (Lazzerini & Wanzira, 2016), 
supporting a recommendation that zinc supplements 
be provided with oral rehydration therapy for diar-
rhea (WHO, 2006). To date, zinc supplementation 
coverage has been low due to inconsistent zinc tab-
let supplies, inadequate healthcare provider knowl-
edge, and lack of public demand (Lamberti, Fischer 
Walker, Taneja, Mazumder, & Black, 2015; Lamberti 
et al., 2015). These problems require greater focus on 
supply chain management, training of providers, and 
 community-based advocacy to raise awareness, pro-
mote demand, and realize the public health impact 
of this efficacious intervention. Modest, consistent 
benefits of longer-term supplementation on child 
growth, morbidity, and survival have been observed 
(Mayo-Wilson et al., 2014), but have not led to recom-
mendations for universal supplementation.

Iron supplements have long been recommended 
to prevent iron-deficiency anemia in children. How-
ever, a long-standing debate over whether prophylactic 
iron may be contraindicated where malaria is endemic 
was fueled by the findings of a randomized trial in a 
falciparum malaria-endemic area of  Zanzibar; in that 
study, preschool-child iron supplementation signifi-
cantly increased the risk of severe illness leading to 
hospitalization, death, and adverse clinical events due 
to malaria (Sazawal et al., 2006). Stratification in a sub-
sample suggested that these adverse effects may have 
been restricted to non-anemic children. Given these 
findings, for a period of time, WHO had recommended 
that universal iron supplementation not be imple-
mented in malaria-endemic areas without screening 
individuals for iron deficiency (World Health Orga-
nization Secretariat, 2007). Routine iron-deficiency 
screening proved challenging due to lack of simple, 
easily interpretable iron biomarkers for use in com-
munity settings. Thus, the net effect of this recom-
mendation was that iron supplementation programs 
were halted for nearly 10 years. Updated guidance now 
encourages iron supplementation in both nonmalarial 
and malaria-endemic settings in tandem with the pre-
vention and treatment of malaria (WHO, 2016a).

Like pregnant women, children in low-income 
settings are likely to have multiple micronutrient defi-
ciencies. The previously mentioned supplement regi-
mens target only a single nutrient deficiency, leaving 
unaddressed the challenge of multiple micronutri-
ent deficiencies. Two supplemental approaches have 
been proposed: (1) multiple- micronutrient pow-
ders, which are single-serving sachets of a micro- 
encapsulated nutrient mix designed to be added to a 
child’s meal (also known as point-of-use fortification), 
and (2) lipid-based nutrient supplements, also pro-
vided in single-serving sachets, usually combined in 
an approximately 100-kcal paste made from peanut, 
soy, and/or milk powder to which micronutrients are 
added as fortificants.

In several field trials in low-income countries, 
multiple-micronutrient powders have been found to 
reduce anemia and iron deficiency as effectively as iron 
syrups or drops (De-Regil, Suchdev, Vist, Walleser, 
& Pena-Rosas, 2011; Salam, MacPhail, Das,  & Bhu-
tta, 2013) and a multiple-micronutrient supplement 
(Adu-Afarwuah et  al., 2008). Micronutrient powder 
delivery has been implemented in at least 22 countries, 
through health facilities and community distribution 
(UNICEF & Centers for Disease Control and Pre-
vention [CDC], 2013). The sachets each cost approx-
imately $0.03, or $2.70 for a 90-day course. Recent 
trials with LNS have also found that these  lipid-based 
products offer significant benefits in preventing ane-
mia and reducing iron deficiency ( Abbeddou et  al., 
2017; Siega-Riz et al., 2014).

Fortification. Food fortification offers a poten-
tially sustainable approach to combat micronutri-
ent deficiencies. Foods that are fortifiable include 
sugar, salt, vegetable oil, flour, staple cereals, and 
condiments such as soy sauce, fish sauce, and bouil-
lon cubes. Large-scale fortification has the potential 
to effectively replete populations with one or more 
deficient nutrients without significantly changing 
dietary behavior. Fortification is achieved by add-
ing nutrient premixes to food items, typically at the 
point of production, in a controlled and regulated 
manner. An alternative approach, known as biofor-
tification, involves selective breeding of staple grains, 
tubers, and beans to incorporate more micronutri-
ents; it is increasingly becoming available as a means 
to increase micronutrient consumption and status 
(Bouis & Saltzman, 2017).

Globally, the oldest, most widespread, and most 
successful fortification program has been universal 
salt iodization. Salt iodization involves dry mixing 
or spraying food-grade salt with potassium iodate or 
iodide (Mannar & Dunn, 1995), targeting an iodine 

304 Chapter 7 Nutrition



concentration of 20 to 40 parts per million (ppm) to 
deliver, on average, 150 µg of iodine per person per 
day (WHO, UNICEF, & International Council for 
Control of Iodine Deficiency Disorders [ICCIDD], 
2007). Prior to 1990, 130 countries were classified 
as iodine deficient, but by 2011 salt iodization pro-
grams had been scaled up to reach two-thirds of the 
world’s population, reducing the number of deficient 
countries to 32 (Hodge, 2016). Despite successes, cov-
erage remains sub-optimal or intermittent in many 
regions (Knowles et  al., 2017), which can lead to a 
rapid increase in the prevalence of iodine deficiency 
( Zimmermann, 2004).

Vitamin A fortification has been under way in 
low-income countries since the 1970s, starting with 
an effective national program to fortify sugar in 
Guatemala, which was later expanded into Central 
America, Africa (Zambia), and Southeast Asia (Phil-
ippines). Fortification of monosodium glutamate (a 
flavor enhancer added to side dishes) with vitamin A 
was highly effective in reducing deficiency in Indo-
nesia and the Philippines, but never scaled up due 
to a change in the retail product’s color that raised 
marketing concerns with the producers (Sommer & 
West, 1996). The most extensive vitamin A fortifi-
cation strategy to date has occurred with vegetable 
oil; it has reached an estimated 75% of the popula-
tions in eight countries in West Africa (Sablah et al., 
2012) and is rapidly expanding into Southern Asia. 
Notwithstanding, effectiveness relies on numerous 
legislative, quality control, quality, and market cover-
age factors. Indeed, 97% of home-sampled vegetable 
oils were found to contain the prescribed 8 mg/kg of 
vitamin A in Abidjan (Cote d’Ivoire) (Rohner et al., 
2016), but only 11% of tested sugar samples in a rural 
Zambian market met the statutory level of 10 mg 
of vitamin A per kg (Green, Kabaghe, Musonda, &  
Palmer, 2017).

Presently, wheat flour fortification is mandated 
in approximately 85 countries worldwide. (Hoogen-
doorn, Luthringer, Parvanta, & Garrett, 2016). While 
it is technically possible to fortify flours with sev-
eral micronutrients, the most common fortificants 
are folic acid and iron, with the former intended to 
prevent occurrence of neural tube defects. A meta- 
analysis of eight population-based observational stud-
ies of folic acid–fortified flour programs concluded 
that these programs led to a 46% reduction in the 
incidence of neural tube defects, which translated 
into a 13% decrease in the number of neonatal deaths 
attributable to congenital abnormalities (Blencowe, 
Cousens, Modell, & Lawn, 2010). There have been few 
evaluations of the effectiveness of flour fortification on 
anemia or iron deficiency, but available data suggest 

this approach broadly improves iron status (Pachon, 
Spohrer, Mei, & Serdula, 2015).

Biofortification strategies are currently designed 
to enhance the iron, zinc, or vitamin A–precursor 
carotenoid content of staple crops such as sweet 
potato, cassava, maize, beans, rice, and pearl millet 
to provide 30% to 100% of the estimated average 
requirements for these nutrients (Bouis & Saltz-
man, 2017). Evaluation trials have demonstrated 
significant improvements in micronutrient status, 
reflected by improved iron status indicators fol-
lowing consumption of iron-fortified beans among 
women in Rwanda (Haas et al., 2016) and consump-
tion of iron-fortified pearl millet by children in India 
(Finkelstein et al., 2015). Likewise, consumption of 
carotenoid-biofortified orange-fleshed sweet pota-
toes raised the vitamin A status of young children 
in Mozambique (Low et al., 2007). While controlled 
orange maize trials in Zambia have shown minimal 
effects of carotenoid fortification on serum retinol in 
children, intake was accompanied by improved (esti-
mated) liver vitamin A reserves (Gannon et al., 2014) 
and function, indicated by dark-adapted pupillary 
responsiveness to light (Palmer et  al., 2016), sug-
gesting that consuming biofortified maize provided 
a broad dietary safety net in a population with mar-
ginal vitamin A status.

Regardless of the nutrients or vehicles used, for-
tifying a population’s food supply to prevent micro-
nutrient deficiencies requires legislation, political 
commitment, collaboration with industry, adherence 
to quality control, a plan for financial solvency, sus-
tained market penetrance, societal engagement, and 
routine product monitoring under ambient condi-
tions of use (Luthringer, Rowe, Vossenaar, & Garret, 
2015).

Dietary Diversification. Micronutrient deficiencies 
emerge from a diet chronically lacking in nutritious 
food. In its quest to prevent chronic diseases across 
the course of life, to which micronutrient deficien-
cies may contribute, the WHO has long advocated a 
diet rich in diversity, including vegetables and fruits 
(Nishida, Uauy, Kumanyika, & Shetty, 2004). Popu-
lation studies in low-resource settings over the past 
30  years have consistently revealed low intakes of 
multiple micronutrients among women of repro-
ductive age (Lee, Talegawkar, Merialdi, & Caulfield, 
2012; Torheim, Ferguson, Penrose, & Arimond, 2010) 
and diets with low dietary diversity among children. 
Yet population evidence remains exceedingly sparse 
associating the usual dietary nutrient intakes with 
risk of multiple micronutrient deficiencies in women 
and children. Evidence exists that both (1) nutrition 
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counseling, social marketing, and behavior change 
efforts that promote nutrient-rich foods and (2) small-
scale, homestead food production strategies that tar-
get poor, rural households can increase household 
availability or intakes of dark green leaves (Smitasiri, 
Attig, & Dhanamitta, 1992), eggs (de Pee et al., 1998), 
and other carotenoid-rich foods (Sommer & West, 
1996; Talukder, Islam, Klemm, & Bloem, 1993). In 
terms of effects on status, while iron- and vitamin 
A–fortified complementary feeding in a small num-
ber of trials involving young children have generally 
reduced anemia and hyporetinolemia, respectively, 
zinc- fortified foods have not affected plasma zinc con-
centration (Dewy & Adu-Afarwuah, 2008). Nor have 
nutrition education trials generally lowered the risk 
of anemia, although in one setting (Burkina Faso), 
a 2-year integrated agriculture and behavior change 
intervention may have marginally improved hemo-
globin levels in young children (Olney, Pedehombga, 
Ruel, &  Dillon, 2015). Otherwise, virtually no trials 
exist that have tested the effects of dietary diversifica-
tion on micronutrient status or risk of deficiencies in 
women or children, revealing both gaps in the litera-
ture and areas that are ripe for further research.

Choice of Interventions
Economic optimization models have been developed 
to help choose the most efficient strategy for a country, 
given regional variations in dietary intakes (Brown, 
Engle-Stone, Kagin, Rettig, & Vosti, 2015; Vosti, 
Kagin, Engle-Stone, & Brown, 2015). Population 
monitoring and evaluation are essential to improve 
program coverage of designees and assure efficient 
use of resources. There are also risks associated with 
the large number of intervention possibilities. Unco-
ordinated program delivery may lead to undesirably 
high intakes of certain micronutrients in some groups 
(Klemm et  al., 2016). Nonetheless, intervention and 
monitoring options have never been greater, and will 
continue to increase, for optimizing micronutrient 
deficiency prevention in the future.

Obesity Prevention Programs
The NOURISHING framework for obesity reduc-
tion includes interventions in food environments, 
food systems, and behavioral change communica-
tion (BCC) (TABLE 7-13; Roberto et al., 2015). Most 
LMICs lack obesity-prevention policies due to the 

TABLE 7-13 World Cancer Fund Research International NOURISHING Framework for Obesity Prevention

NOURIS H ING

Food Environment Food System Behavior Change Communication

Policy Area

N Nutrition label standards and regulations on the use of claims and implied claims on food

O Offer healthy food and set standards in public institutions and other specific settings

U Use economic tools to address food affordability and purchase incentives

R Restrict food advertising and other forms of commercial promotion

I Improve nutritional quality of the whole food supply

S Set incentives and rules to create a healthy retail and food service environment

H Harness food supply chain and actions across sectors to ensure coherence with health

I Inform people about food and nutrition through public awareness

N Nutrition advice and counseling in healthcare settings

G Give nutrition education and skills

This material has been reproduced from the World Cancer Research Fund International NOURISHING framework and policy database. www.wcrf.org/NOURISHING
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higher prioritization accorded to both treatment 
and prevention of undernutrition (Dietz et  al., 
2015). For instance, one review found that only 12% 
of LMICs (14 of 116) had proposed a policy that 
addressed all four of the WHO’s NCD diet-related 
risk factors (salt consumption, fat consumption, 
fruit and vegetable intake, and physical activity), 
and 25% addressed only one risk factor (Lachat 
et al., 2013). Further, only one low- income country 
and one LMIC implemented at least one of five pol-
icy actions on the consumption of sugar sweetened 
beverages in 2014 (Popkin & Hawkes, 2016). As a 
result, much of the evidence base on obesity pre-
vention policies and programs reflects high- income 
contexts (IFPRI, 2017). 

Some studies suggest behavioral change commu-
nication (BCC) is viewed as the most valuable and 
acceptable policy action for obesity-reduction strate-
gies (Holdsworth et al., 2013). As a result, most inter-
ventions to reduce childhood obesity are school-based 
programs targeting BCC among children 6 to 12 years 
old (Mead et al., 2017; Waters et al., 2011). In LMICs, 
school-based interventions have been associated with 
significant decreases in childhood BMI and fast-food 
eating behavior scores, along with increases in healthy 
food consumption and time spent being physically 
active (Verstraeten et al., 2012).

Several Cochrane reviews have examined obe-
sity prevention and its impacts on different groups 
in different settings. One review (Waters et al., 2011) 
examined 55 studies (of which 50 were from high- 
income countries) on childhood obesity prevention 
in children age 6 to 12 years; the researchers found 
that, although there was significant heterogeneity 
of studies, some programs clearly had an impact 
on adiposity (measured as BMI). Program compo-
nents that had beneficial effects included improving 
the nutritional quality of school meals, integrating 
healthy eating into school curriculums, promot-
ing physical activity, providing parent support and 
home activities that improve diets and focus less on 
screen-based activities, and improving school food 
environments (Waters et  al., 2011). Two additional 
Cochrane reviews summarized the results of 114 
studies involving more than 13,000 children and 
young people in middle- and high-income coun-
tries/regions including Europe, the United States, 
Canada, New Zealand, Australia, Japan, and Malay-
sia. A combination of diet, physical activity, and 
behavioral change interventions was found to poten-
tially reduce weight in children age 6 to 11 years and 
in adolescents age 12 to 17 years, though there were 
limitations in the studies and variation in the results. 

In children, these interventions (which were mainly 
school-based) may have small, short-term effects in 
reducing children’s weight and BMI z-scores (Mead 
et al., 2017). In adolescents, some evidence suggested 
that the combined interventions could reduce ado-
lescent weight by an average of 3.5 kg (Al-Khudairy 
et al., 2017).

While engaging with the food industry has pro-
duced only limited success in high-income countries 
(Roberto et al., 2015), LMICs continue to struggle to 
effectively coordinate systems interventions along the 
entire food supply chain. For instance, one review of 
NCDs in LMICs found that 23 of 26 studies focused 
solely on agricultural interventions, even though 
manufactured, prepackaged foods accounted for the 
majority of unhealthy food consumption (Pullar et al., 
2016). With the rapid penetration of multinational 
food companies into LMIC markets, research suggests 
that nutrition labeling and incentives for reformulat-
ing foods for greater nutrient value will be critical to 
obesity prevention in these countries (Lobstein et al., 
2015).

Nutrition-Sensitive Programs
Given the critical window of opportunity to influence 
child growth, undernutrition, and cognitive develop-
ment, nutrition-sensitive approaches have indirect 
causal associations with reductions in malnutrition. 
These agriculture and food systems; water, sanitation, 
and hygiene (WASH); social protection; and early 
childhood development (ECD) programs have the 
potential to be brought to scale.

Agriculture and Food Systems
Several key reviews have examined the evidence to 
date on how agriculture can improve nutrition. While 
more rigorous, well-designed research is still needed, 
some lessons are emerging on which areas of agri-
culture can be constructively targeted to improve 
diets and nutrition (Girard, Self, McAullife, & Olude, 
2012; Masset, Haddad, Cornelius, & Isaza-Castro, 
2011). Nutrition-sensitive agriculture is a food-based 
approach to agricultural development that priori-
tizes nutrient-rich foods, dietary diversity, and food 
fortification at the center of the fight against malnu-
trition and micronutrient deficiencies (FAO, 2014). 
 FIGURE  7-16 illustrates the seven primary pathways 
that connect nutrition-sensitive agriculture interven-
tions to nutrition outcomes. Two pathways, based 
on service expenditures and women’s empower-
ment, are discussed in this section in terms of their 
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opportunities to improve nutrition among women 
and adolescent girls. 

Positive results from scaled-up programs have 
illustrated improvements in dietary patterns and 
intakes of specific micronutrients, including vitamin A 
(Girard et al., 2012; Reinhardt & Fanzo, 2014), but fur-
ther research is needed to determine the direct causal 
linkages, if any, to childhood nutritional status (Ruel, 
Alderman, & Maternal and Child Nutrition Study 
Group, 2013). Bringing nutrition-sensitive agriculture 
projects to scale requires identifying  context-specific 
enabling environments in relation to food systems, 
climate change and the physical environment, and 
coordination of investments and work with other 
development sectors (Hodge et al., 2015; van den Bold 
et al., 2015).

Agriculture is a critical component of food sys-
tems in which food supply chains and food envi-
ronments can shape diets and nutrition outcomes 
(HLPE, 2017). The food supply chain encompasses all 
of the activities and actors that move food through 
production to consumption, concluding with waste 
disposal (Hawkes & Ruel, 2012). The supply chain is 
often referred to as the “farm to fork” transformation 
(Matopoulos,  Vlachopoulou, Manthou, & Manos, 
2007). Changes in decision making along this path-
way can impact both food security and food’s nutri-
tional value, either positively (i.e., reductions of trans 
fats and sodium or increased micronutrient and 
macronutrient availability) or negatively (i.e., food 

loss and contamination). FIGURE 7-17 illustrates the 
ways the food supply chain can enhance or inhibit a 
food’s nutrient value. 

The last arrow in Figure 7-18, consumption and 
food utilization, refers to food environments and con-
sumer behavior. The food environment refers to the 
physical, economic, political, and sociocultural con-
texts that shape individual dietary preferences, food 
choices, and nutritional status (Global Panel on Agri-
culture and Food Systems for Nutrition [GLOPAN], 
2017;  Swinburn, Dominick, & Vandevijvere, 2014). 
Three elements of the food environment influence 
diets (HLPE, 2017):

 ■ Proximity and affordability: Physical and eco-
nomic access to food.

 ■ Food promotion, advertising, and information: 
Broadcast, print, and digital advertising; pack-
aging, labeling, and point-of-sale promotions; 
branding and sponsorships; merchandising and 
the use of licensed brand-based characters.

 ■ Food quality and safety: Regulatory mechanisms to 
ensure quality control or safety standards; availability 
of cold storage; extent to which nutrient information 
and ingredients are readily available to consumers 
(Caspi, Sorensen, Subramanian,  & Kawachi, 2012; 
Hawkes et al., 2015; Swinburn et al., 2014).

Food environments are considered “healthy” when 
they enable consumers to make nutritious dietary 
choices that may improve nutrition. Unfortunately, 

FIGURE 7-16 The pathways connecting nutrition-sensitive agricultural interventions and improvements in malnutrition.
Modified from Gillespie, S., Harris, J., & Kadiyala, S. (2012). The agriculture-nutrition disconnect in India: What do we know? Washington, DC: International Food Policy Research Institute.
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many food environments are deemed “unhealthy” 
because they promote nutrient-poor dietary choices 
through misleading marketing (i.e., product place-
ments and advertising), pricing policies, and decep-
tive labels on packaging (Baker & Friel, 2014; Malik, 
 Willett, & Hu, 2013; Monteiro & Cannon, 2012; 
Moodie et al., 2013; PAHO, 2015).

Water, Sanitation, and Hygiene
Unsafe drinking water sources, inadequate sani-
tation, and poor hygienic practices are commonly 
found in LMICs, where they may contribute to 
malnutrition either as risk factors for diarrhea or 
through subclinical intestinal infections resulting 
in environmental enteric dysfunction (Figure 7-12). 
WASH interventions aim to reduce the exposure to 
infectious agents transmitted by the fecal–oral route 
(e.g., diarrhea pathogens) or through the skin (e.g., 
intestinal worms).

The most relevant recent systematic review 
examined the effects of a variety of WASH inter-
ventions on the nutritional status of children (Dan-
gour et al., 2013). This review of 14 studies found an 

intervention benefit on height-for-age of small mag-
nitude and borderline statistical significance, but no 
effect on weight-for-age or weight-for-height. It has 
been thought that limited effects of WASH interven-
tions may reflect that previous efforts had low uptake 
or did not include sufficient attention to sanitation, 
or because comprehensive WASH interventions are 
needed.

Reducing open defecation may be of critical 
importance (Spears, Ghosh, & Cumming, 2013). 
One randomized trial of community-led total 
sanitation in Mali found a 14% reduction in the 
prevalence of stunting following implementation 
of this intervention (Pickering, Djebbari, Lopez, 
Coulibaly, & Alzua, 2015). However, another total 
sanitation trial in India did not find any effects 
on anthropometric measures in children younger 
than 5 years (Patil et al., 2014); the same was true 
in another trial of rural sanitation in India (Clasen 
et al., 2014). Furthermore, trials in Kenya, Bangla-
desh, and Zimbabwe that included comprehensive 
WASH interventions, including those related to 
water quality, sanitation, and hand washing, were 
unable to demonstrate a benefit in terms of the 

FIGURE 7-17 Maximizing and minimizing nutrition along the food value chain.
Reprinted by permission from Fanzo, J. C., Downs, S., Marshall, Q. E., de Pee, S., & Bloem, M. W. (2007). Value chain focus on food and nutrition security. Springer: Nutrition and Health in a Developing World.
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nutritional status of children (Humphrey, Prender-
gast, Ntonzini, & Gladstone, 2017; Luby et al., 2018; 
Null et al., 2018).

Early Childhood Development
Poor nutrition during the first 1,000 days of life 
(from birth to age 2) can have lifelong conse-
quences, including in areas such as a child’s cogni-
tive, nutritional, and physical development (Black, 
Gove, & Merseth, 2017). In addition, infectious 
diseases, maternal mental health, and environmen-
tal conditions can affect the young child’s mental 
development.

Early child development (ECD) programs have 
been conceptualized as providing “nurturing care” for 
infants and young children (Black, Gove, & Merseth, 
2017). This care includes nutrition, health, early learn-
ing, responsive caregiving, and safety, and is based on 
caregiver–child interactions that enable children to 
reach their developmental potential (Black, Gove, & 
Merseth, 2017). Evidence for positive benefits from 
such interventions on mental development have 
largely come from programs that supported psychoso-
cial stimulation to infants and young children through 
a variety of approaches, including home visits, group 
sessions, health center appointments, links with con-
ditional cash transfer programs, or a combination of 
these (Aboud & Yousefzai, 2016). Successful programs 
have used active learning to enable caregivers and 
paraprofessionals to adopt stimulation practices. Stim-
ulation has also been integrated with programs to pro-
mote nutrition—a relationship that makes sense given 
the role of undernutrition as a determinant of poor 
development—but the expected synergistic effects 
have not been demonstrated (Aboud & Yousefzai, 
2016).

While many ECD programs have focused on 
the first 1,000 days, the need for supporting a child’s 
development continues after the first 2 years of 
life. The platforms that are used to reach children 
after this age include childcare settings, preprimary 
schools, and primary schools (Black et  al., 2017). 
All of these are also settings where nutritional inter-
ventions can be implemented. In approaches target-
ing stunting, the emphasis has rightly been on the 
first 1,000 days of life, but there can be additional 
nutritional benefits from these programs, espe-
cially with the childcare and preprimary age groups. 
While school feeding programs have not been rec-
ommended for their nutritional benefits, they may 
enhance school attendance and learning (Bhutta 
et al., 2013).

Women’s Empowerment
Inclusive of social status, mental health, and nutri-
tional outcomes, women’s empowerment influences 
when women first have children and their associated 
nutritional status at birth, as well as resources at their 
disposal and the care they can provide. Empowered 
and educated women are more likely to maintain 
healthy infant and young child feeding (IYCF) prac-
tices (Malapit & Quisumbing, 2015).

The socioeconomic and political status of 
women impact child and maternal health through 
three primary pathways: autonomy and control of 
household resources (i.e., education and health-
care expenditures), workload and time availability 
(i.e., IYCF practices), and social support networks 
(i.e., gender-equitable education attainment and 
food distribution) (Cunningham, Ruel, Ferguson, & 
Uauy, 2015). A substantial literature indicates that 
improvements in women’s socioeconomic status 
have long-term benefits for child nutritional status 
(Kamiya, 2012), household functioning ( Quisumbing 
& Maluccio, 2003), and education equity (Yoong, 
 Rabinovich, & Diepeveen, 2012). Nutrition-sensitive 
interventions targeted toward improving women’s 
empowerment must be culturally salient and sensi-
tive to local contexts, using holistic measurements 
to assess changes women’s socioeconomic status 
(Ghuman, Lee, & Smith, 2006; Yount, VanderEnde, 
Dodell, & Cheong, 2016). Women’s empowerment 
programming often incorporates social protection 
programs (discussed later in this section) and family 
planning.

Maternal Health and Family Planning
Exemplifying the vicious cycle of undernutrition, 
women’s nutritional status has direct effects on their 
children’s nutrition at birth, and potentially through-
out their lives. Three significant determinants of 
maternal and child nutrition are child marriage, the 
age of first pregnancy, and spacing of pregnancies 
(Fraser, Brockert, & Ward, 1995; Goli, Rammohan, & 
Singh, 2015). Recent evidence suggests children born 
to adolescent girls who were married before age 18 
have a 25% higher risk for stunting than children born 
to women who married as adults (Efevbera, Farmer, 
Bhabha, & Fink, 2017). Further, these children are at 
an increased risk of low birth weight and have a 50% 
higher risk of perinatal death as compared to new-
borns of older mothers (Santhya, 2011; Viner et  al., 
2011). Lastly, pregnancy complications are the pri-
mary cause of death (complications of preterm deliv-
ery) for children younger than age 5 and the second 
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leading cause of mortality in adolescent girls world-
wide (UNICEF, 2015; WHO, 2011c).

Effective interventions to reduce child marriage 
rates in LMICs include social protection programs 
conditional on school attendance and reproductive 
health education and services (Kalamar, Lee-Rife, 
& Hindin, 2016). Provision of low-cost or free con-
traception is cost-effective, ameliorating the high 
unmet demand for pregnancy prevention methods. 
Nevertheless, one analysis found that only 75% of 
women in 76 countries were able to access contra-
ception, demonstrating a remaining gap in coverage 
(UN, 2015b). Family planning counseling can help 
women space out pregnancies to reduce child mor-
tality (Ganatra & Faundes, 2016; Zakiyah, van Asselt, 
Roijmans, & Postma, 2016).

Health
An expansive body of literature has demonstrated 
that the public health sector is key for delivering 
high-impact and cost-effective nutrition-specific and 
nutrition-sensitive interventions (Bhutta et al., 2013), 
including interventions directed toward both under-
weight and overweight/obesity. To address malnutri-
tion among children, targeted health interventions 
generally aim to manage and prevent nutrition- related 
diseases or provide counseling on nutrition through 
the healthcare system. Among underweight popula-
tions, immunization packages, antibiotics, and BCC 
messaging about both non-communicable and com-
municable diseases, such as pneumonia and diarrhea, 
intestinal worms, malaria, and tuberculosis, are often 
delivered through the health system ( Boschi-Pinto, 
Dillip, & Costello, 2016; Buse & Tanaka, 2011). 
Among overweight children, interventions aim to 
teach healthy eating patterns, prevent and/or treat dia-
betes, and encourage weight loss and physical activity, 
but have not shown much success (Foster, Farragher, 
Parker, & Sosa, 2015). Recent innovations in delivery 
strategies, including mobile-health technologies and 
community-led platforms, represent avenues through 
which nutrition-sensitive interventions can be brought 
to scale (Kahn, Yang, & Kahn, 2010; WHO, 2010a).

Education
Children of mothers who no formal education are the 
most at risk of poor nutrition, regardless of socioeco-
nomic status and rural or urban residence (Alderman &  
Headey, 2014; Hasan, Soares Magalhaes, Williams, & 
Mamun, 2016; Subramanyam, Kawachi, Berkman, & 
Subramanian, 2011). In turn, the strongest predictor 
of childhood nutrition status is maternal education 

(Alderman & Headey, 2014; Wamani, Tylleskär, 
Åstrøm,  Tumwine, & Peterson, 2004). The pathways 
through which maternal education influences child 
nutrition include improved health-seeking IYCF, 
WASH behaviors, and promotion of diverse food con-
sumption (Burchi, 2010; Casanovas et  al., 2013; Sal-
eem, Mahmud, Baig- Ansari, & Zaidi, 2014).

Nutrition-sensitive education interventions 
include both primary or secondary schooling and 
nutrition education. In more than 100 LMICs, pub-
lic investment in primary and secondary education 
have been shown both to improve women’s health 
outcomes and to reduce stunting among children 
(Headey, 2013). Recent evidence suggests the thresh-
old for significant stunting reductions is 10 years of 
schooling (senior secondary level and above), but 
completion of primary school can significantly reduce 
wasting and underweight (Makoka & Masibo, 2015).

Nutrition education must be culturally sensitive 
and adapted to local contexts. Educated women who 
have greater access to appropriate nutrition informa-
tion have more opportunities for employment, higher 
earning power, and healthier children (Semba et  al., 
2008).

Social Protection
Social protection programs aim to intervene at key 
leverage points during the lifespan, reducing vul-
nerability and investing in human capital among 
low- resource populations (HLPE, 2012; Tirivayi, 
Knowles,  & Davis, 2016). The most cost-effective 
social protection programs linked to improvements 
in nutrition outcomes include school feeding pro-
grams and subsidies or vouchers for child education 
and health services (Akresh, de Walque, & Kazianga, 
2013; Bundy & Alderman, 2012; Lagarde, Haines, & 
Palmer, 2007). Other effective social protection pro-
grams include conditional or unconditional cash 
transfers (CCT and UCT, respectively). Both types of 
programs provide supplementary income in an effort 
to stabilize household income and provide resilience 
against economic shocks, when families would oth-
erwise skip meals or buy inexpensive, nutrient-poor 
foods (Fenton et al., 2016; FAO, 2015). Evidence sug-
gests poverty alleviation programs have direct effects 
on individual nutrition outcomes, particularly child 
anthropometry (Headey, 2013; Leroy, Ruel, & Ver-
hofstadt, 2009). Programs are most successful when 
accessible foods are both nutritious and diverse, 
intra-household allocation is equitable, and imple-
mentation is coordinated among multiple sectors 
(FAO, 2012; Ruel et al., 2013).
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The Future of Nutrition-Sensitive 
Approaches
Despite the success of nutrition-sensitive interven-
tions for a variety of nutritional, dietary, and devel-
opment outcomes, many programs have yet to be 
adequately funded or brought to scale. Policy makers 
in LMICs face significant obstacles in implementing 
multisectoral programs. Inequities in public services 
provision, limited program reach, funding gaps, and 
substantial understaffing are all challenges that must 
be overcome in program implementation. Project 
responsibilities may overlap between the Ministries 
of Health, Education, and Agriculture, as well as the 
dispersed activities of nongovernmental organizations 
(NGO)s and civil society groups. To date, the limited 
indicators and metrics used to track success and mon-
itoring mechanisms have failed to demonstrate their 
ability to effect improvements in health and nutri-
tion outcomes (Gill & Stewart, 2011; van den Bold, 
 Quisumbing, & Gillespie, 2013).

Enabling Environments for Improved 
Nutrition
Good governance is defined as the use of public author-
ity, agencies, and funding to provide effective and 
transparent public services that can withstand chang-
ing political or socioeconomic contexts over time 
(Acosta Mejia & Fanzo, 2012; Solon, 2006). Nutrition 
governance is therefore the prioritization and funding 
of nutrition programming in national policy agendas 
(WHO, 2010b). Characteristics to assess the quality 
of nutrition governance in any given country include 
the adoption of a national nutrition policy or dietary 
guidelines, regular nutrition monitoring and surveil-
lance, and the existence of a funding line for nutrition 
in annual budgets (FAO, 2015).

Enabling environments, which are embedded 
within the theory of good nutrition governance and 
the political economy of nutrition, are deliberate 
actions incorporated into political and policy pro-
cesses that build and sustain momentum for effective 
program implementation and enforcement (Gillespie, 
Haddad, Mannar, Menon, & Nisbett, 2013; Gillespie, 
Menon, & Kennedy, 2015; Haddad, 2013). Five pri-
mary components are often used to gauge the enabling 
environment for nutrition (Acosta Mejia & Fanzo, 
2012; Haddad, 2013):

 ■ Policy makers must politically commit to nutri-
tion, by ensuring that the issues of undernutri-
tion as well as overweight and obesity are visible 

and prominent on the national development 
agenda.

 ■ There must be substantive allocation of funding 
for both nutrition-sensitive and nutrition-specific 
interventions.

 ■ Government agencies or ministries must effec-
tively coordinate—both vertically from national 
to local levels and horizontally—the various stake-
holders working in the country on evidence-based 
nutrition programs.

 ■ Governments must invest in the systemic, 
institutional, and human capacity needed to 
implement and deliver nutrition programs and 
interventions.

 ■ Good policy requires transparency, accountabil-
ity, efficiency, and cost-effectiveness—all of which 
require solid monitoring and evaluation mecha-
nisms with robust national data information sys-
tems (Arora, Chauhan, John, & Mukhopadhyay, 
2011).

With enhanced cooperation between govern-
ments, NGOs, and the global nutrition community 
since the start of the twenty-first century, the enabling 
environment for nutrition has improved. Though 
undernutrition has yet to be fully eradicated, the time-
line in FIGURE 7-18 illustrates the increased visibility, 
funding, coordination, and accountability mecha-
nisms over the last two decades.

How has nutrition governance been measured? 
One such measure is the Hunger and Nutrition 
Commitment Index (HANCI), developed in the 
early 2010s to rank 45 governments on their politi-
cal prioritization of reducing hunger and malnutri-
tion through legal frameworks, policies, and public 
expenditures (te Lintelo & Lakshman, 2015). Because 
most political commitments are voluntary, other, 
more expansive accountability mechanisms include 
the Global Nutrition Report and the Scaling Up 
Nutrition Movement.

Transparency and accountability have proved 
to be the most challenging components of nutrition 
governance in the twenty-first century. Five of the six 
primary challenges identified by (Balarajan & Reich, 
2016) that impede progress in the political economy of 
nutrition also incorporate accountability and themes 
from the study of political economy, as illustrated in 
FIGURE 7-19. 

First, while some nutrition outcomes may be 
immediate, many multisectoral interventions often 
require years to demonstrate their impact. Data are 
the most readily available means to hold nutrition 
actors accountable to their commitments, but results 
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may not always be linear or easily quantifiable. Fur-
ther, the variety and quantity of interventions make 
it difficult to compare results (Swinburn et al., 2015).

Second, “institutional homelessness” refers to the 
multisectoral nature of nutrition-sensitive interven-
tions (Pinstrup-Anderson, 1993). Countries approach 
the design and responsibility for nutrition policy in a 
variety of ways; for example, nutrition responsibilities 
can be housed in the health or agriculture ministry, or 
may even be addressed by a stand-alone agency.

Third, and relatedly, fragmentation of owner-
ship reflects nutrition policy’s malleability (Morris, 
Cogill,  & Uauy, 2008). Effective nutrition-sensitive 
interventions must be gender sensitive and culturally 
salient, targeted to a precise population (Ruel et  al., 
2013). In turn, opinions on the most relevant solution 
may differ widely among researchers, nutritionists, 
policy makers, community or religious leaders, and 
the population itself—and this discord impedes trans-
parency and slows the policy process.

Fourth, nutritionists have low capacity, pri-
marily working at the local level. Policy makers 
are generally not nutritionists, complicating the 

FIGURE 7-18 Timeline of global commitments, policies, and research priorities in the fight against undernutrition.
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FIGURE 7-19 The six political economy factors of nutrition 
policy.
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operationalization, accountability, and scaling-up 
of effective interventions from the local level to the 
national level.

Last, and relatedly, policy makers often scruti-
nize the private sector, unsure of their role in the 
fight against malnutrition. Despite this skepticism, 
NGOs and civil society organizations often work 
in tandem with public agencies to research and 
implement nutrition interventions, particularly in 
LMICs.

EXHIBIT 7-4 provides an overview of recent research 
that suggests strengthened accountability and trans-
parency of systems is one of the key components in 
the continuing fight to eliminate overweight, obesity, 
and diet-related NCDs (Swinburn et al., 2015).

Discussion Questions
1. The same population may be affected by multi-

ple micronutrient deficiencies, although people 
at different life stages and certain socioeconomic 
or geographic groups may be more vulnerable to 

individual nutrient deficiencies. Discuss ways in 
which single-micronutrient deficiency preven-
tion strategies might be combined, integrated, 
or coordinated to achieve cost-effective control.

2. A lower-middle-income country may be afflicted 
with both high rates of childhood undernutri-
tion and a rising epidemic of obesity among its 
lower socioeconomic groups while undergoing 
a nutrition transition. Discuss the challenges 
that this situation poses for the country’s gov-
ernment in developing food and nutrition pol-
icies as well as national dietary guidelines for 
healthy eating.

3. The Ministry of Health of a lower-income coun-
try has decided to institute a national nutrition 
surveillance system to monitor the country’s 
most pressing child and maternal nutrition 
problems. Discuss the kinds of nutritional prob-
lems, target groups, approaches to assessment, 
options for routine contact in the community, 
and types of agencies to organize into a surveil-
lance system to guide the ministry.

EXHIBIT 7-4 Obstacles for Nutrition Governance in the Fight Against Obesity

In the last two decades, worldwide efforts to reduce obesity have been marked by poor progress. WHO’s (2013) 
Global Action Plan for the Prevention and Control of NCDs set voluntary, international objectives through 2020 for 
improvements in health outcomes. The primary target for obesity—that is, to halt the rise in diabetes and obesity—
recognizes the institutional, physical, psychosocial, and political complexities inherent in the political economy of 
obesity.

Researchers suggest obesity rates have plateaued or increased in most LMICs due to two conflicting core narratives 
over who is responsible for taking action to reduce those rates: The individual (consumers should make nutritious choices) 
or society (government should provide leadership through intervention) (Swinburn et al., 2015). Worldwide, most policies 
and programs have assumed the former, making it difficult to collect data, identify enabling environments, or hold 
powerful nutrition actors accountable.

The food industry, which devotes millions of dollars to lobbying for processed foods, has successfully opposed 
government efforts to create food-based obesity policies (Moodie et al., 2013; Popkin, 2013). Suggestions for enhancing 
accountability and transparency include managing private-sector conflicts of interest (i.e., food marketing to children, 
industry-sponsored nutrition studies), government monitoring, and improved engagement with civil society. The creation 
of data-sharing networks, such as the International Network for Food and Obesity/NCDs Research, Monitoring, and Action 
Support (INFORMAS), is effectively increasing collaboration between governments and NGOs in Europe and parts of Asia 
(Swinburn et al., 2013), but must be expanded to LMICs in the coming years to accelerate progress toward worldwide 
obesity-reduction targets.

Research has also contributed to the rise of awareness and advocacy to reduce the prevalence of obesity. Similar to 
the foundational The Lancet series on maternal undernutrition, two The Lancet series on obesity were published in 2011 
and 2015. The first series focused on identifying the drivers of the obesity pandemic, economic and health burdens, and 
weight physiology. The second The Lancet series explored developments in effective policies, systems, and programs to 
reduce “obesogenic” food and built environments—the physical spaces, cultural traditions, and taste preferences that 
inhibit individuals from making nutritious diet choices and, therefore, contribute to overweight and obesity. Nutrition-
sensitive interventions in obesogenic environments are ongoing, with proponents attempting to identify context-
specific and culturally salient mechanisms with which to encourage nutritious food choices and initiate substantial 
reductions in obesity prevalence.
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CHAPTER 8

Chronic Diseases and Risks
Gillian P. Christie, Sandeep P. Kishore, David J. Heller, and Derek Yach

DISCLOSURE STATEMENT

Statements made and opinions expressed in this chapter are those of the authors and should not be construed as 
representing an official position of the organizations where the authors are employed.

 ▸ Introduction

In the 1920s, Yale University’s Charles-Edward 
Amory Winslow taught that the goal of each 
generation was to redefine the unacceptable. 

With chronic diseases now arguably “the social jus-
tice issue of our generation,” this chapter intends to 
redefine the unacceptable by building a renewed 
case on the imperative to invest in and advocate for 
chronic disease prevention (Horton, 2015). It calls 
for young professionals and continuing students to 
engage in sustained and coordinated actions to com-
bat the growing burden of chronic disease on global 
populations.

This chapter covers three objectives: (1) define 
and outline the global prevalence of chronic diseases, 
their health and economic impact, and their four 
key risk factors; (2) describe stakeholder efforts to 
date in chronic disease prevention; and (3) propose 
stakeholder actions—both policies and systems of 
care—that can further control the rising prevalence of 
chronic diseases.

 ▸ The Burden of Chronic 
Disease: Causes and Impacts

Defining Chronic Diseases
At its founding in 1946, the World Health Organization 
(WHO) defined health as “a state of complete physical, 
mental, and social well-being and not merely the absence 
of disease or infirmity.” At that time, most human death 
and disease was due to acute, infectious diseases from 
which people either recovered or died. Today, chronic 
conditions—those that cause illness gradually over the 
course of many months or years—have become the lead-
ing cause of human disability and death. Chronic dis-
eases are among the greatest threats to the state of global 
human health that WHO was founded to protect.

Chronic diseases often emerge in middle age, 
after a long exposure to adverse social, environmen-
tal, genetic, behavioral, and lifestyle factors. Such 
diseases can affect the young and healthy—including 
children—and can emerge quickly and without warn-
ing. For example, an adolescent newly diagnosed 
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with type 1 diabetes and a seemingly healthy young 
woman who suffers an acute stroke due to undiag-
nosed high blood pressure both suffer from chronic 
disease. In affluent countries as well as in low- and 
middle-income countries (LMICs), chronic diseases 
often disproportionately affect lower-income persons 
and communities. Although most chronic conditions 
are not “infectious” in the typical sense, emerging evi-
dence suggests that chronic conditions such as dia-
betes and atherosclerotic cardiovascular disease tend 
to cluster in families and communities with common 
lifestyle and environmental risk factors. These risk fac-
tors can transmit disease from one person to another 
in a social unit through shifts in behavior.

Despite their many forms, most chronic dis-
eases have common underlying characteristics. These 
include a few common risk factors that act inde-
pendently and synergistically; a long latency between 
cumulative exposure to risk and disease outcomes; a 
high degree of preventability; a low cure rate, neces-
sitating decades of treatment and care coordination; 
considerable comorbidity; and strong linkages to pov-
erty and socioeconomic development. Chronic dis-
eases are predominantly caused by noninfectious risk 
factors, but can be caused or exacerbated by infection 
as well. The leading chronic diseases include cardio-
vascular disease, stroke, chronic respiratory diseases, 
cancer, diabetes, human immunodeficiency virus 
(HIV)/acquired immunodeficiency syndrome (AIDS), 
mental illness, and traumatic injury. Fortunately, all 
of these conditions—and the morbidity and mortal-
ity they cause—are preventable and treatable through 
policies and programs that treat a few common risk 
factors, such as unhealthy diet, tobacco use, physical 
inactivity, and alcohol and other substance misuse.

Epidemiology of Chronic Diseases: 
Rising Risk
In the past 100 years, chronic and largely noncommuni-
cable diseases have silently overtaken infectious diseases 
as the leading cause of death and disability worldwide 
(Stuckler, 2011). Initially proposed by Abdel Omran in 
1971, this “epidemiologic transition” to chronic, non-
communicable diseases began in the early twentieth cen-
tury in high-income countries such as the United States. 
Pneumonia, tuberculosis, and gastrointestinal infec-
tions were the leading killers in 1900, and by the early 
twenty-first century had spread to lower-income coun-
tries. This transition, which is largely due to improve-
ments in sanitation, vaccination, and antibiotics that 
significantly curbed disease and death from infection, 
increased global life expectancy from 61.7 years in 1980 
to 71.8  years in 2015. Nevertheless, achieving further 
advances in longevity will require a different approach, 
as human life expectancy now chiefly depends on the 
growing toll of chronic diseases (Global Burden of Dis-
ease [GBD] Collaborators, 2016). Each year, chronic 
diseases kill an estimated 39 million people, with cardio-
vascular diseases the leading cause of death (17.9  million 
people), followed by cancers (8.8 million people) and 
respiratory diseases (3.8 million people) (GBD Col-
laborators, 2016). Most of these deaths (approximately 
28 million) occur in LMICs (WHO, 2017b). TABLE 8-1 
identifies the 10 leading causes of death globally based 
on income, while TABLE 8-2 indicates changes in deaths 
from chronic diseases over time.

Individual Risk Factors for Chronic Disease. A 
few common, modifiable behavioral risk factors accu-
mulate over the lifespan and drive the majority of all 

TABLE 8-1 The Ten Leading Causes of Deaths in the World, and in Low-, Middle-, and High-Income Countries, 2015

Disease or Injury
Deaths  
(per 100,000)

Percentage 
Change 
(1990–2015) Disease or Injury

Deaths 
(per 
100,000)

Percentage 
Change 
(1990–2015)

World Low-Income Countries

1. Cardiovascular diseases 243.1 2.4 1.  Lower respiratory 
infections

80.4 −52.5

2. Neoplasms 118.9 11.0 2. Malaria 64.5 −64.1

3.  Diarrhea/lower respiratory 
infections/other

 67.3 −55.4 3.  Diarrheal diseases 59.0 −66.1

4. Chronic respiratory  51.5 −22.4 4.  Ischemic heart 
disease

47.9 −4.6
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Disease or Injury
Deaths  
(per 100,000)

Percentage 
Change 
(1990–2015) Disease or Injury

Deaths 
(per 
100,000)

Percentage 
Change 
(1990–2015)

5.  Diabetes/urogenital/
blood/endocrine diseases

46.3 44.1 5. HIV/AIDS 44.5 76.4

6.  HIV/AIDS and tuberculosis 31.3 −7.5 6. Tuberculosis 33.6 −43.9

7. Neurologic disorders 30.7 46.8 7.  Hemorrhagic 
stroke

29.2 −18.0

8. Neonatal disorders 29.4 −55.7 8.  Neonatal 
preterm birth 
complications

23.4 −51.2

9. Unintentional injuries 25.0 −31.5 9.  Neonatal 
encephalopathy 
due to birth 
asphyxia and 
trauma

21.9 −43.2

10. Transport injuries 19.9 −12.7 10.  Protein-energy 
malnutrition

21.6 −66.5

Middle-Income Countries High-Income Countries

1. Cardiovascular diseases 237.0 25.3 1.  Ischemic heart 
disease

193.1 −16.0

2. Neoplasms 100.0 24.6 2.  Alzheimer’s 
disease

71.2 66.3

3. Chronic respiratory 61.3 −26.0 3. Ischemic stroke 65.5 −15.8

4.  Diabetes/urogenital/
blood/endocrine diseases

46.4 59.0 4. Lung cancer 51.4 12.2

5.  Diarrhea/lower respiratory 
infections/other

42.2 −64.9 5.  Lower respiratory 
infections

39.7 30.2

6.  HIV/AIDS and tuberculosis 24.4 −29.1 6.  Chronic 
obstructive 
pulmonary 
disease

37.4 12.1

7. Transport injuries 23.8 −2.0 7.  Hemorrhagic 
stroke

35.4 −15.8

8. Unintentional injuries 22.5 −42.8 8. Colorectal cancer 28.8 15.6

9. Neonatal disorders 19.2 −69.2 9. Diabetes 18.9 17.6

10. Cirrhosis 18.7 3.1 10. Self-harm 18.2 1.1

Data from Institute of Health Metrics and Evaluation (IHME) at the University of Washington, 2015.
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chronic disease, from diabetes to cancer to cardiovas-
cular conditions (FIGURE  8-1 and FIGURE  8-2). These 
include unhealthy diet, tobacco use, abuse of alco-
hol and other substances, and low physical activity 
(TABLE 8-3). Chronic disease is also preventable through 
adherence to prescription medications and promotion 
of mental well-being, among other factors. Collectively, 
these risk factors drive a substantial portion (up to 
60%) of the global burden of disease, both directly and 
by causing other risk factors for chronic disease such as 
elevated cholesterol, glucose, and blood pressure levels.

To explain the shift in chronic diseases from 
affluent countries, and predict its onset in LMICs, 
Omran conceptualized three stages of disease epide-
miology: pestilence and famine, receding epidemics, 
and degenerative and human-made chronic diseases. 
Three major sets of determinants drive the transition 
toward the third “chronic disease” stage in each coun-
try: ecobiologic changes; socioeconomic, political, and 
cultural changes; and medical and public health inter-
ventions. Omran correctly predicted that chronic dis-
eases would eventually impose a greater burden in all 
countries in the coming decades. In practice, however, 
chronic diseases have not displaced acute infectious 
diseases in LMICs. Rather, these countries suffer from 
a polarized and protracted double, triple, or quadru-
ple burden of disease (Frenk, Bobadilla, Sepúlveda & 
Cervantes, 1989; Mayosi et al., 2009).

The four major chronic disease risk factors 
presented in Figure  8-1 are leading causes of the 
changes Omran described, especially with respect to 

TABLE 8-2 Changes in Deaths from Selected Chronic Diseases, 2005–2015

Chronic Disease
Deaths, 2005 
(thousands)

Deaths, 2015 
(thousands) Percent Change (%)

Overall 34,835.6 39,804.2 14.3

Neoplasms 7,492.8 8,764.6 17.0

Cardiovascular diseases 15,933.7 17,921.0 12.5

Chronic respiratory diseases 3,709.1 3,795.5 2.3

Neurologic disorders 1,671.0 2,258.9 35.2

Mental and substance use disorders 305.9 324.9 6.2

Drug use disorders 128.8 169.9 31.8

Diabetes, urogenital, blood, and 
endocrine diseases

2,635.3 3,409.3 29.4

Musculoskeletal disorders 76.2 90.1 18.2

Note: Between 2005 and 2015, global deaths from chronic diseases increased by 14.3%. The greatest changes were in neurologic disorders; drug use disorders; and diabetes,  
urogenital, blood, and endocrine diseases.

Dietary risks

Tobacco

Alcohol & drug use

Low physical activity

Unsafe sex

Sexual abuse & violence

Malnutrition

0 50 100 150

Neoplasms
Cardiovascular diseases
Chronic respiratory
Cirrhosis
Digestive diseases
Neurological disorders
Mental & substance use
Diabetes/urog/blood/endo
Musculoskeletal disorders
Other non-communicable
Transport injuries
Unintentional injury
Self-harm & violence

Deaths per 100,000

Note: Four modi�able risk factors – dietary risks, tobacco, alcohol 
and drug use, and low physical activity – contribute to a 
signi�cant majority of chronic diseases globally. Figure 
represents both sexes, all ages, 2015.

FIGURE 8-1 Risk factors contributing to chronic diseases.
Reproduced from Institute for Health Metrics and Evaluation (IHME). (2017). GBD Compare. Seattle, WA: IHME, University of 
Washington. Available from https://vizhub.healthdata.org/gbd-compare/
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FIGURE 8-2 Risk accumulation over the lifespan.

Risk Factor
Deaths  
(per 100,000)

Percentage 
Change 
(1990–2015) Risk Factor

Deaths 
(per 
100,000)

Percentage 
Change 
(1990–2015)

World Low-Income Countries

1.  High systolic blood 
pressure

145.2 7.1 1. Child wasting 77.9 –73.0

2. Smoking 86.9 −8.2 2.  High systolic blood 
pressure

76.4 –9.2

3.  High fasting plasma 
glucose

71.1 39.2 3.  Household air 
pollution

75.6 −42.4

4. High total cholesterol 58.5 0.2 4. Unsafe sex 70.5 11.7

5.  Ambient particulate 
matter pollution

57.5 −12.2 5. Unsafe water source 53.3 −65.7

6. Diet high in sodium 56.0 7.2 6. Unsafe sanitation 40.1 −66.5

(continues)

TABLE 8-3 Ranking of Risk Factors: Ten Leading Risk Factor Causes of Death by Income Group, 2015

START OF 
EMPLOYMENT
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EMPLOYMENT
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Note: As behavioral risk factors build up over the life course, they can lead to chronic diseases later in life. In many countries, 
governments bear the burden of costly treatments for debilitating diseases at the end of life.
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Reproduced from Vitality Institute Commissioners. (2014). Investing in prevention: A national imperative. Retrieved from: http://thevitalityinstitute.org/commission. 
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Risk Factor
Deaths  
(per 100,000)

Percentage 
Change 
(1990–2015) Risk Factor

Deaths 
(per 
100,000)

Percentage 
Change 
(1990–2015)

World Low-Income Countries

7. High body mass index 53.7 28.3 7.  Ambient particulate 
matter

39.9 −42.7

8. Diet low in whole grains 42.6 4.3 8.  No access to hand-
washing facility

37.1 −62.0

9. Diet low in fruits 39.7 2.9 9. Child underweight 29.1 −77.6

10.  Household air pollution 
from solid fuels

38.7 −39.2 10.  High fasting plasma 
glucose

28.2 2.2

Middle-Income Countries High-Income Countries

1.  High systolic blood 
pressure

147.4 42.0 1.  High systolic blood 
pressure

199.3 −17.2

2. Smoking 86.2 12.8 2. Smoking 139.6 −12.0

3. Diet high in sodium 74.9 23.6 3. High total cholesterol 100.3 −23.1

4.  High fasting plasma 
glucose

72.9 66.0 4.  High fasting plasma 
glucose

87.5 3.7

5.  Ambient particulate 
matter

62.2 −1.95 5. High body mass index 84.3 3.9

6. High total cholesterol 49.5 53.8 6.  Diet low in whole 
grains

50.0 −16.5

7. High body mass index  48.5 86.8 7. Diet high in sodium 47.6 −14.4

8. Diet low in whole grains  46.9 28.3 8.  Ambient particulate 
matter

46.0 −19.3

9. Diet low in fruits  44.1 21.1 9.  Low glomerular 
filtration

44.8 4.8

10. Household air pollution  40.2 −43.6 10. Diet low in fruits 43.8 −14.6

Countries grouped by socio-demographic index as per IHME classifications.
Data from Institute of Health Metrics and Evaluation (IHME) at the University of Washington, 2015.

TABLE 8-3 Ranking of Risk Factors: Ten Leading Risk Factor Causes of Death by Income Group, 2015 (continued)

socioeconomic, political, and cultural determinants 
of health. For example, rates of cigarette smoking 
and other tobacco use have declined in many high- 
income countries due in part to increased awareness 
of the chronic disease risks associated with this factor. 
Nonetheless, tobacco use has risen steadily in many 
lower-income countries—countries where tobacco 
was previously either unaffordable or unavailable, or 

fell outside local cultural norms. As a result, WHO 
(2017c) estimates that 80% of the world’s 1 billion 
smokers now live in LMICs. Similar transitions have 
been reported in consumption of energy-dense, 
low-nutrition foods, as well as use of alcohol and other 
recreational substances. Although the causes of these 
shifts are complex, increasing disposable income, 
increasing contact with high-income countries and 
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their cultural norms, and aggressive marketing from 
food, beverage, alcohol, and tobacco industries all play 
a role in their emergence.

Macro Determinants of Chronic Disease. Chronic 
diseases are caused by multiple individual-level risk 
factors, and are also driven by health determinants 
at the level of entire economies and societies. These 
factors often correlate with levels of economic devel-
opment, but society does not need to wait for rapid 
economic growth to take action against chronic dis-
eases (see Exhibit 8-6, “Eight Myths of Chronic Dis-
ease Burden and Control,” later in this chapter).

Global Population Aging
Populations around the world are living longer due to 
two demographic changes: (1) increases in life expec-
tancy among older adults and (2) declines in fertility 
rates among younger adults. In 2015, the average life 
expectancy at birth was 71.4 years of age. Babies born 
in the year 1900 would not normally live beyond age 
50 (National Institute on Ageing, 2011). Since then, sci-
entific and behavioral advances, such as reductions in 
maternal mortality in childbirth, childhood undernutri-
tion, and poor access to safe drinking water and sanita-
tion, have driven the increases in life expectancy and led 
to a better understanding of the epidemiology under-
lying modifiable prevention risk factors. Discoveries 
such as advances in antibiotics and vaccines, as well as 
screening tools, have yielded more recent health gains.

It is expected that the global population age 60 and 
older will increase from 900 million in 2015 to 2 bil-
lion in 2050, increasing this group’s share from 12% to 
22% of the global population. The size of this popula-
tion will also surpass the number of children younger 
than age 5 by 2020 (WHO, 2015a). Japan is the first 
country where the proportion of older adults exceeds 
30%, but most of North America, Europe, China, and 
Russia will follow suit by 2050 (WHO, 2015b).

Despite people living longer, they are living longer 
in poorer health. James Fries’s Compression of Mor-
bidity Hypothesis proposes that with public health 
intervention, “the age of onset of chronic illness may 
be postponed more than the age at death, squeezing 
most of the morbidity in life into a shorter period with 
less lifetime disability.” In other words, a larger pro-
portion of life can be healthy. Many countries, how-
ever, have failed to follow this trend (Fries, Bruce, & 
Chakravarty, 2011). In the United States, life expec-
tancy increased from 75.2 years to 78.2 years (3 years) 
between 1990 and 2010, though healthy life expec-
tancy increased by only 2.3  years, from 65.8  years 
to 68.1  years (Salomon et  al., 2013). Thus, longer 

life does not necessarily mean more freedom from 
chronic disease.

Globalization and Trade
Following World War II, nations signed the General 
Agreement on Tariffs and Trade (GATT) to coordinate 
international trade agreements. Between 1948 and the 
early 1990s, tariffs on trading products declined from 
40% to 4%. GATT was eventually replaced with the 
World Trade Organization (WTO) in 1995.

Global trade agreements impact the cost of goods 
sold in a given country. Based on price differentials 
(and cultural preferences), the type and quantity of 
products and services vary among countries, and their 
trade can impact chronic disease risks. Production of 
palm oil, for example, takes place largely in Southeast 
Asia (led by Indonesia and Malaysia) and requires 
large-scale tropical rainforest deforestation. Palm oil 
contributes to many chronic diseases, including heart 
diseases and type 2 diabetes. Despite the health and 
environmental concerns, palm oil is produced inex-
pensively and sold on the international market, where 
it appears in packaged foods as well as toothpaste and 
detergent. The World Wildlife Fund estimates that 
50% of packaged goods sold in supermarkets contain 
palm oil. Unregulated global trade agreements per-
mit continued production and consumption of palm 
oil, despite the product’s clear contributions to poor 
health and environmental damage (Yach et al., 2010).

Agricultural Subsidies
Governments provide agricultural subsidies to farmers 
to their boost incomes and influence the cost and sup-
ply of selected commodities. In many countries, agri-
cultural policies are not aligned with health goals. The 
United States, for example, offers the majority of its 
agricultural subsidies to producers of grains, livestock, 
and dairy products. This leads to a surplus of these 
commodities and shortages of other foods such as 
fruits and vegetables. Farmers are penalized for grow-
ing “specialty crops,” including fruits and vegetables, if 
they have received subsidies for planting other crops.

Despite evidence that fruits and vegetables pre-
vent chronic disease, there is an estimated 22% supply 
shortage in the amount of fruits and vegetables needed 
for the world’s population to meet their daily recom-
mended servings, due in part to policies that penalize 
their cultivation (Siegel, Ali, Srinivasiah, Nugent,  & 
Narayan, 2014). Meanwhile, subsidized unhealthy 
commodities such as grains, meats, and dairy, which 
are often found in low-nutrition, high-calorie “junk” 
foods, are over-produced.
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 ▸ Categories of Chronic Disease
This section details leading types of chronic disease 
that emerge from preventable risk factors. Each major 
category of chronic disease is described in terms of the 
trends in its prevalence and severity. These categories 
include neoplasms; cardiovascular diseases; chronic 
respiratory diseases; diabetes, urogenital, blood, and 
endocrine diseases; neurologic, mental, and substance 
use disorders; and musculoskeletal disorders.

Quantifying Chronic Disease: Deaths  
and Years of Life Lost
Measurement of health in across high-, middle-, and 
low-income countries has centered on deaths, years 
of life lost (YLLs), and disability-adjusted life years 
(DALYs) (EXHIBIT 8-1). 

Neoplasms
Neoplasms include all benign and malignant cancers, 
which are caused by uncontrolled growth of cells that 
invade and spread to distant sites of the body (WHO, 
2016a). The global prevalence of neoplasms increased 
by 17% between 2005 and 2015 (TABLE 8-4). This trend 
is largely due to preventable changes in lifestyle (e.g., 
sedentary behavior, tobacco, and alcohol use) asso-
ciated with cancer as well as exposure to environ-
mental pollutants and toxins that cause cancer. In 
men, the leading neoplasms causing death are lung, 
prostate, colorectal, stomach, and liver cancers. For 
women, they include breast, colorectal, lung, uterine, 
 cervix, and stomach cancers (WHO, 2016a). 

Recent data estimate that 30% of cancer deaths 
could be prevented by modifying underlying risk 
factors. Beyond behavioral risks, regular preven-
tive screenings can assist with early detection by 

TABLE 8-4 Changes in Global Deaths from Selected Neoplasms, 2005–2015

Neoplasm
All-Age Deaths, 2005 
(thousands)

All-Age Deaths, 2015 
(thousands)

Percentage Change, 
2005–2015 (%)

Overall 7,492.8 8,764.6 17.0

Esophageal cancer 459.3 439.0 −4.4

Stomach cancer 824.5 818.9 −0.7

Colon and rectum cancer 675.5 832.0 23.2

Liver cancer 726.7 810.5 11.5

Tracheal, bronchus, and lung cancer 1,434.5 1,722.5 20.1

Nonmalignant skin cancer 36.3 51.9 42.9

Breast cancer 439.8 533.6 21.3

Ovarian cancer 133.8 161.1 20.4

Prostate cancer 277.4 365.9 31.9

Brain and nervous system cancer 190.4 228.8 20.1

Data from Global Burden of Disease (GBD) Collaborators. (2016). Global, regional, and national life expectancy, all-cause mortality, and cause-specific mortality for 249 causes of death,  
1980−2015: A systematic analysis for the Global Burden of Disease Study 2015. The Lancet, 388 (10053), 1459–1544.

EXHIBIT 8-1 Mortality Versus YLLs Versus DALYs

 ■ Mortality: Measure of the number of deaths within 
a given population.

 ■ Years of life lost (YLLs): Measure that estimates the 
average number of years a person would have lived if 
he or she had not died prematurely. Incorporates the 

age at which death occurs by weighing more heavily 
deaths at a younger age.

 ■ Disability-adjusted life years (DALYs): Measure of 
the time lived with disability combined with the time 
lost due to premature mortality.

342 Chapter 8 Chronic Diseases and Risks



identifying abnormal cells that may develop into can-
cer, improving the effectiveness of treatment on sur-
vival (Vitality Institute, 2016).

Cardiovascular Diseases
Cardiovascular diseases are the leading cause of death 
globally. These include diseases of the heart vessels 
and valves, such as ischemic heart disease and rheu-
matic heart disease, as well as diseases involving other 
blood vessels, such as cerebrovascular disease, hyper-
tensive heart disease, and peripheral arterial disease 
(WHO, 2016b). Between 2005 and 2015, global deaths 
from cardiovascular diseases increased by 12.5%, with 
the greatest percent increases due to hypertensive and 
ischemic heart diseases (TABLE 8-5). 

Cardiovascular diseases are largely preventable 
through interventions that target behavioral risk fac-
tors. Many of these risk factors are similar to those for 
neoplasms and cancer, including sedentary behavior, 
diets poor in fruits and vegetables, and tobacco use. 
These behavioral risks, in addition to nonmodifiable 
risk factors such as male gender and advanced age, con-
tribute to development of silent chronic conditions that 
culminate in overt cardiovascular disease—for exam-
ple, high blood pressure, elevated cholesterol levels, 
and elevated fasting glucose levels. Approximately 75% 
of all cases of cardiovascular diseases occur in LMICs.

Chronic Respiratory Diseases
Chronic respiratory diseases are diseases in the air-
ways and other structures of the lung. The most 
common are chronic obstructive pulmonary disease 
(COPD), pneumoconiosis, and asthma. Tobacco use is 
the leading risk factor underlying chronic respiratory 

diseases, although air pollution, occupational chemi-
cals and dusts, and lower respiratory infections during 
childhood all increase the risk of developing chronic 
respiratory diseases (WHO, 2016c). Chronic respira-
tory diseases are largely incurable, but can be man-
aged through treatments that improve shortness of 
breath and dilate air passages.

Deaths from chronic respiratory diseases increased 
by 2.3% between 2005 and 2015 (TABLE 8-6). The rela-
tively small increase in mortality from chronic respira-
tory diseases is largely a result of the effective tobacco 
control programs that have been implemented in 
recent decades. 

Diabetes, Urogenital, and Endocrine 
Diseases
Deaths associated with diabetes, urogenital, blood, 
and endocrine diseases increased 29.4% between 
2005 and 2015 (TABLE  8-7). The majority of these 
deaths are attributable to type 1 and 2 diabetes mel-
litus (EXHIBIT 8-2 explains the difference between the 
types). Persons with type 1 diabetes are entirely depen-
dent on insulin injections to survive, but persons with 
type 2 diabetes can also take oral medication to help 
the body use its existing insulin. Type 2 diabetes is 
both preventable and treatable with behavioral mod-
ifications, including changes to diet, physical activity, 
medications, and regular blood glucose screenings. 
The Diabetes Prevention Program is one approach to 
addressing diabetes (EXHIBIT 8-3).   

Neurologic Disorders
Neurologic disorders are diseases of the central 
and peripheral nervous systems, which include the 

TABLE 8-5 Changes in Global Deaths from Selected Cardiovascular Diseases, 2005–2015

Cardiovascular Disease
All-Age Deaths, 2005 
(thousands)

All-Age Deaths, 2015 
(thousands)

Percentage Change, 
2005–2015 (%)

Overall 15,933.7 17,921.0 12.5

Rheumatic heart disease 333.2 319.4 −4.1

Ischemic heart disease 7,648.4 8,917.0 16.6

Cerebrovascular disease 6,020.9 6,326.1 5.1

Hypertensive heart disease 760.5 962.4 26.5

Data from Global Burden of Disease (GBD) Collaborators. (2016). Global, regional, and national life expectancy, all-cause mortality, and cause-specific mortality for 249 causes of death,  
1980−2015: A systematic analysis for the Global Burden of Disease Study 2015. The Lancet, 388 (10053), 1459–1544.
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TABLE 8-7 Changes in Global Deaths from Diabetes, Urogenital, Blood, and Endocrine Diseases, 2005–2015

Diabetes, Urogenital, Blood, 
and Endocrine Diseases

All-Age Deaths,  
2005 (thousands)

All-Age Deaths,  
2015 (thousands)

Percentage Change, 
2005–2015 (%)

Overall 2,635.3 3,409.3 29.4

Diabetes mellitus 1,150.2 1,519.0 32.1

Chronic kidney disease 937.7 1,234.9 31.7

Data from Global Burden of Disease (GBD) Collaborators. (2016). Global, regional, and national life expectancy, all-cause mortality, and cause-specific mortality for 249 causes of death,  
1980–2015: A systematic analysis for the Global Burden of Disease Study 2015. The Lancet, 388 (10053), 1459–1544.

TABLE 8-6 Changes in Global Deaths from Selected Chronic Respiratory Diseases, 2005–2015

Chronic Respiratory Disease
All-Age Deaths,  
2005 (thousands)

All-Age Deaths,  
2015 (thousands)

Percentage Change, 
2005–2015 (%)

Overall 3,709.1 3,795.5 2.3

Chronic obstructive pulmonary disease 3,100.5 3,188.3 2.8

Pneumoconiosis 31.9 36.1 13.2

Asthma 449.9 397.1 −11.7

Data from Global Burden of Disease (GBD) Collaborators. (2016). Global, regional, and national life expectancy, all-cause mortality, and cause-specific mortality for 249 causes of death, 
1980−2015: A systematic analysis for the Global Burden of Disease Study 2015. The Lancet, 388 (10053), 1459–1544.

EXHIBIT 8-2 Diabetes: What’s the Difference?

 ■ Diabetes mellitus (diabetes): Disease caused 
by an increased concentration of glucose in the 
blood, due to dysregulation of insulin, the hormone 
that removes glucose from the bloodstream. This 
condition arises either from the pancreas not 
producing enough insulin (type 1 diabetes) or from 
the body not effectively being able to use the insulin 
it produces (type 2 diabetes). Type 2 diabetes is far 
more common (95%), and is caused by hormonal 

changes arising from excess body weight, excess 
intake of sugars and carbohydrates, and physical 
inactivity.

 ■ Urogenital diseases: Diseases affecting the urinary 
tracts, including the kidneys, ureters, bladder, or 
urethra, or the reproductive organs (Nature, 2016).

 ■ Endocrine diseases: Diseases affecting hormonal 
glands such as the thyroid, ovaries, testes, pancreas, 
and pituitary gland.

Data from World Health Organization (WHO). (2016d). Retrieved from: http://www.who.int/topics/diabetes_mellitus/en. 

brain, spinal cord, and cranial and peripheral nerves. 
Deaths from neurologic disorders increased by 35.2% 
between 2005 and 2015, due largely to an increase in 
age- related conditions such as Alzheimer’s disease 
and Parkinson’s disease as global life expectancy and 
median age have increased (TABLE 8-8).  

Alzheimer’s disease, the most common form 
of dementia, is characterized by memory loss and 

deterioration of cognitive abilities that interfere 
with daily activities. Symptoms of Parkinson’s dis-
ease include tremors, slowed movement, and rigid 
muscles. Both diseases are incurable, but treatments 
exist to alleviate their symptoms to some extent. 
It is estimated that the number of people affected 
by dementia will double every 20  years (WHO, 
2006a). Both Alzheimer’s and Parkinson’s diseases, 
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like other neurologic disorders, are associated with 
social stigma in many countries, which may cause 
persons suffering from these conditions to delay 
evaluation and treatment.

Mental and Substance Use Disorders
WHO (2014) defines mental health as “a state of 
well-being in which every individual realizes his or 
her own potential, can cope with the normal stresses 
of life, can work productively and fruitfully, and is 
able to make a contribution to her or his commu-
nity.” Although the slogan “no health without men-
tal health” aims to integrate physical and mental 
health, on a practical level the two often occupy sep-
arate worlds of treatment and prevention (Horton, 
2016). Between 2005 and 2015, all-age deaths from 

mental and substance use disorders increased by 6.2% 
(TABLE 8-9) (GBD Collaborators, 2015). 

The global productivity loss attributable to poor 
mental health is approximately $1 trillion each year, 
or 10 billion days of lost work (Mnookin, 2016). This 
global cost of mental disorders is predicted to reach 
$6 trillion by 2030, an increase of 240% from 2010. 
With that said, mental and substance disorders are 
treatable with cost-effective interventions such as 
cognitive-behavioral therapy and oral medication 
(see the Global Mental Health chapter for more details 
on mental health). Access to mental health care can 
increase participation in the workforce, improve 
functioning at work, and reduce rates of absenteeism.

As with neurologic disorders, the stigma asso-
ciated with poor mental health often inhibits effec-
tive treatment. This stigma can contribute to social 

TABLE 8-8 Changes in Global Deaths from Selected Neurologic Disorders, 2005–2015

Neurologic Disorders
All-Age Deaths,  
2005 (thousands)

All-Age Deaths,  
2015 (thousands)

Percentage Change, 
2005–2015 (%)

Overall 1,671.0 2,258.9 35.2

Alzheimer’s disease and other dementias 1,380.8 1,908.2 38.2

Parkinson’s disease 82.4 117.4 42.4

Epilepsy 119.0 124.9 5.0

Global Burden of Disease (GBD) Collaborators. (2016). Global, regional, and national life expectancy, all-cause mortality, and cause-specific mortality for 249 causes of death, 1980–2015:  
A systematic analysis for the Global Burden of Disease Study 2015. The Lancet, 388 (10053), 1459–1544.

EXHIBIT 8-3 Diabetes Prevention Program

The Diabetes Prevention Program (DPP) was an evidence-based program to demonstrate that lifestyle changes (modest 
weight loss through dietary changes and increases in physical activity) or pharmacologic therapy (through the oral drug 
metformin) can prevent or delay the onset of type 2 diabetes. The program was administered to 3,234  participants at 
27 centers across the United States. Participants, who were 45% racial and ethnic minorities, were initially classified as having 
prediabetes, meaning they had abnormally high blood glucose levels but had not yet developed diabetes. The study found 
that the lifestyle intervention resulted in a 58% reduction in the risk of developing diabetes (U.S. Department of Health and 
Human Services [DHHS], National Institutes of Health, & National Institute of Diabetes and Digestive and Kidney Diseases, 
2008). The pharmacologic therapy group taking metformin reduced their risk by 31%. With the effectiveness of the DPP, 
organizations such as Omada Health (2016) have emerged to translate the program to an online platform. Following rigorous 
testing, the U.S. Centers for Medicare and Medicaid Services announced that Omada Health’s program would be reimbursed 
for at-risk seniors in 2016.

Data from US Department of Health and Human Services, National Institutes of Health, and National Institute of Diabetes and Digestive and Kidney Diseases. (2008). Diabetes prevention 
program (DPP). National Institutes of Health. Retrieved from: https://www.niddk.nih.gov/about-niddk/research-areas/diabetes/diabetes-prevention-program-dpp/Documents/DPP_508.pdf  
and Omada Health. (2016). Medicare will cover diabetes prevention program for at-risk seniors. Omada Health. Retrieved from: https://www.omadahealth.com/news/medicare-will-cover 
-diabetes-prevention-program-for-at-risk-seniors.
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isolation, low self-esteem, and fewer chances for suc-
ceeding in maintaining employment, undertaking 
education, and securing housing.

Substance Use Disorders
A substance in this context is “a psychoactive com-
pound with the potential to cause health and social 
problems.” The most severe manifestation of a sub-
stance or drug use disorder is addiction (DHHS, 
2016). Deaths from drug use disorders rose by 31.8% 
between 2005 and 2015 (TABLE 8-10). 

The rising global substance-related mortality is 
being driven by opioid, cocaine, and amphetamine 
use disorders. In the United States, recent studies sug-
gest increases in substance-related mortality among 
 middle-aged white men, but not in other ethnic groups 
such as blacks and Latinos (Case & Deaton, 2015). In 
2016, the Office of the U.S. Surgeon General released 
its first report on addiction and substance abuse, 
which outlined several solutions with global appli-
cability. These include new policies and programs, 
investment in expanding the scientific evidence base, 
and a cultural shift in how addiction is viewed and 

treated, as the stigma of substance dependence often 
impairs access to treatment.

Musculoskeletal Disorders
Musculoskeletal disorders relate to the body’s move-
ment system, including the joints, ligaments, mus-
cles, nerves, and tendons. They are the most common 
cause of severe long-term pain and physical disability 
worldwide. Deaths from musculoskeletal disorders 
increased by 18.2% between 2005 and 2015, largely a 
result of aging global populations (TABLE  8-11). New 
technologies—particularly those focused on artificial 
intelligence and robotics—are emerging that have the 
potential to enable people to maintain their move-
ment in older age. 

Country-Level Analysis
With the burden of chronic diseases becoming more 
prevalent in LMICs through the epidemiologic tran-
sition, various countries are attempting to tackle the 
prevention and management of chronic diseases. 
TABLE  8-12 identifies the levels of major chronic 

TABLE 8-10 Changes in Global Deaths from Drug Use Disorders, 2005–2015

Drug Use Disorders
All-Age Deaths,  
2005 (thousands)

All-Age Deaths,  
2015 (thousands)

Percentage Change, 
2005–2015 (%)

Overall 128.8 169.9 31.8

Opioid use disorders 94.2 122.1 29.6

Cocaine use disorders 7.4 11.1 49.7

Amphetamine use disorders 7.3 12.2 67.5

Data from Global Burden of Disease (GBD) Collaborators. (2016). Global, regional, and national life expectancy, all-cause mortality, and cause-specific mortality for 249 causes of death,  
1980–2015: A systematic analysis for the Global Burden of Disease Study 2015. The Lancet, 388 (10053), 1459–1544.

TABLE 8-9 Changes in Global Deaths from Selected Mental and Substance Use Disorders, 2005–2015

Mental and Substance  
Use Disorders

All-Age Deaths,  
2005 (thousands)

All-Age Deaths,  
2015 (thousands)

Percentage Change, 
2005–2015 (%)

Overall 305.9 324.9 6.2

Alcohol use disorders 157.4 137.5 −12.6

Data from Global Burden of Disease (GBD) Collaborators. (2016). Global, regional, and national life expectancy, all-cause mortality, and cause-specific mortality for 249 causes of death,  
1980–2015: A systematic analysis for the Global Burden of Disease Study 2015. The Lancet, 388 (10053), 1459–1544.
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diseases and their associated risk factors for a selec-
tion of upper-, middle-, and low-income countries. 

Despite the growing prevalence of chronic dis-
eases in many LMICs, governments have been slow 
to introduce effective interventions. For example, 
80% of the world’s tobacco smokers reside in LMICs, 
yet few of the governments in these countries have 

introduced excise taxes on tobacco. If a 33% price 
increase on tobacco cigarettes were implemented glob-
ally, 22   million to 65 million smoking-related deaths 
would be averted over the next 50 years—almost 90% 
of those deaths would occur in LMICs (Gaziano  & 
Pagidipati, 2013). TABLE  8-13 highlights the most 
cost-effective interventions for chronic diseases in 

TABLE 8-11 Changes in Global Deaths from Musculoskeletal Disorders, 2005–2015

Musculoskeletal Disorders
All-Age Deaths, 2005 
(thousands)

All-Age Deaths, 2015 
(thousands)

Percentage Change, 
2005–2015 (%)

Overall 76.2 90.1 18.2

Rheumatoid arthritis 26.5 30.0 13.2

Data from Global Burden of Disease (GBD) Collaborators. (2016). Global, regional, and national life expectancy, all-cause mortality, and cause-specific mortality for 249 causes of death,  
1980–2015: A systematic analysis for the Global Burden of Disease Study 2015. The Lancet, 388 (10053), 1459–1544.

TABLE 8-12 Country-Level Data on Chronic Diseases and Risk Factors for Selected Countries

Chronic Disease 
Indicator

High Income: 
United States

Upper Middle 
Income: China

Middle 
Income: India

Lower Middle 
Income: Nigeria

Low Income: 
Rwanda

Risk Factors (DALYs per 100,000)

Tobacco 3,324.50 3,166.13 2,080.53 355.4 627.69

High body mass 
index (BMI)

3,295.25 1,576.46 1,261.52 510.75 492.64

Dietary risks 3,143.06 4,022.99 3,159.35 686.33 816.49

Alcohol and drug use 2,787.24 1,944.27 1,259.82 1,372.99 1,874.15

Low physical activity 425.12 334.74 336.10 71.5 62.45

Chronic Diseases (DALYs per 100,000)

Cardiovascular 
diseases

4,591.46 5,713.55 4,987.41 1,382.93 1,904.42

Neoplasms 4,231.83 4,285.42 1,772.68 1,300.64 1,707.27

Chronic respiratory 1,449.04 1,303.01 2,251.40 475.59 750.63

Diabetes 2,227.00 1,485.19 1,987.82 1,516.62 1,097.35

Mental and 
substance use

3,724.87 2,200.73 1,983.87 1,705.66 1,839.89

Data from Global Burden of Disease (GBD) Collaborators. (2016). Global, regional, and national life expectancy, all-cause mortality, and cause-specific mortality for 249 causes of death,  
1980–2015: A systematic analysis for the Global Burden of Disease Study 2015. The Lancet, 388 (10053), 1459–1544.
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resource-constrained environments. Country exam-
ples of effective chronic disease control strategies are 
detailed later in this chapter. 

Clinical Features of Common Chronic 
Diseases
After a chronic disease has developed, it can often be 
treated, controlled, or even cured with early detection, 
a process known as secondary prevention. Although 
some chronic conditions can be diagnosed only 
with laboratory tests and other investigations, many 
individuals display signs and symptoms that can be 
detected with minimal medical training. This allows 
physicians and community health workers alike to 
refer high-risk persons for further specialized testing. 
TABLE 8-14 summarizes common clinical signs of key 
chronic conditions. 

Comorbid Conditions
Comorbidity refers to the simultaneous occurrence 
of two or more disorders in one person. A common 
chronic disease comorbidity is diabetes and cardio-
vascular disease. Heart attacks, for example, are sig-
nificantly more common in people with diabetes, 

as are deaths following a first heart attack (Interna-
tional Diabetes Federation, 2003). Similarly, high 
cholesterol and hypertension are both causative of 
and concomitant with coronary heart disease and 
cerebrovascular disease, and both are growing more 
common with urban development (see EXHIBIT 8-4). 
In addition, persons with chronic conditions have 
a greater risk of developing mental disorders such 
as depression (WHO, 2003a). The proportion of 
patients with depression who also have other com-
mon chronic diseases, such as cardiovascular disease, 
diabetes, and cancer, ranges from 22% to 33% (WHO, 
2003a).

There are also interactive effects between certain 
infectious and noninfectious diseases. Several infec-
tious agents cause cancer: Hepatitis B virus causes 
liver cancer; human papillomavirus (HPV) causes 
cervical cancer; Helicobacter pylori causes stomach 
cancer; HIV causes several cancers, including Kaposi’s 
sarcoma and non-Hodgkin’s lymphoma; and Schisto-
soma haematobium causes bladder cancer (Stewart & 
Kleihaus, 2003). All of these cancers are common in 
LMICs, especially where resources for treatment are 
inadequate. Vaccines to prevent these infections and 
effective drugs to treat them could greatly reduce the 
cancer burden in these countries.

TABLE 8-13 Cost-Effective Interventions for Chronic Diseases in Resource-Constrained Environments

Risk Factor/Disease Interventions

Tobacco use  ■ Tax Increases
 ■ Smoke-free indoor workplaces and public places
 ■ Health information and warnings
 ■ Bans on tobacco advertising, promotion, and sponsorship

Harmful alcohol use  ■ Tax increases
 ■ Restricted access to retailed alcohol
 ■ Bans on alcohol advertising
 ■ Reduced salt intake in food

Unhealthy diet and physical 
inactivity

 ■ Replacement of trans fat with polyunsaturated fat
 ■ Public awareness through mass media on diet and physical Inactivity

Cardiovascular disease (CVD)  
and diabetes

 ■ Counseling and multidrug therapy for people with a high risk of developing 
heart attacks and strokes (including those with established CVD)

 ■ Treatment of heart attacks with aspirin

Cancer  ■ Hepatitis B immunization to prevent liver cancer (already scaled up)
 ■ Screening and treatment of precancerous lesions to prevent cervical cancer

Note: NCD = noncommunicahle disease.
Reprinted from From Burden to “Best Buys”: Reducing the Economic Impact of Non-Communicable Diseases in Low- and Middle-Income Countries, World Health Organization, Copyright 2011.
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TABLE 8-14 Clinical Features of Common Chronic Conditions

Conditions Typical Clinical Features Diagnostic Requirements

Hypertension No obvious symptoms Measure blood pressure using standardized 
procedures

Hyperlipidemia No obvious symptoms Measure total cholesterol, high-density 
lipoprotein cholesterol, and triglyceride levels in 
fasting blood samples

Obesity Fatigue, daytime somnolence, excessive 
snoring, and osteoarthritis

Measure height (meters) and weight (kilograms); 
calculate body mass index (BMI) = weight/
height2; measure waist circumference

Diabetes Malaise, excessive thirst, excessive urination, 
hunger, blurred vision, and tendency to 
develop infections

Measure fasting or random blood glucose, 
perform glucose tolerance test, or check blood 
hemoglobin A1c (HbA1c) level

Asthma Wheezing, difficulty with breathing, and 
coughing (bronchospasm) relieved by 
asthma medication

Peak flow measurements and other lung 
function tests, chest x-ray, and relief of 
symptoms with bronchodilators

Chronic  
bronchitis

Productive cough for 3 months per year in  
2 consecutive years, shortness of breath, and 
frequent chest infections

Lung function tests, chest x-ray

Myocardial 
infarction (heart 
attack)

Sudden onset of severe crushing chest pain 
that could radiate down left arm, to the neck 
or jaw, with associated sweating, faintness, 
shortness of breath, and nausea

Clinical examination, electrocardiograph, blood 
tests for cardiac enzymes

Cerebrovascular 
disease (stroke)

Sudden weakness; loss of motor or sensory 
function, usually unilateral; inability to speak; 
vision disturbances; or unconsciousness

Neurologic and full clinical examination, head 
computed tomography (CT) scan if available, 
identify underlying causes

Angina Central chest pain precipitated by exertion 
and relieved by resting

Electrocardiograph, pain relieved by angina 
medication

Transient  
ischemic attack

Same presentation as stroke—weakness, 
loss of motor or sensory function, inability to 
speak, or vision disturbance—but resolving 
within 24 hours

Neurologic and full clinical examination, head CT 
scan if available, identify underlying causes

Neoplasms  
and cancers

Unexplained loss of weight, malaise, and 
tiredness

Full clinical examination; biopsy, imaging, and/or 
special blood tests as appropriate

Finally, there are interactions between chronic 
disease risk factors and nonchronic infectious dis-
eases. Tobacco increases the death rate from tubercu-
losis (TB)—a common disease of poverty—in those 
persons already infected with the TB bacterium. In 
India, smokers are 4.5 times more likely to die of TB 
than are nonsmokers (Gajalakshmi, Peto, Kanaka, & 

Jha, 2003). An estimated 80% of TB-infected patients 
smoke. As a result, tobacco is probably the major cause 
of death in treated TB patients (Yach &  Raviglione, 
2004). 

The current burden of chronic diseases reflects 
cumulative risks over people’s lifetimes. The accumu-
lation of chronic disease risk begins in fetal life, and 
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marches forward starting early in infancy and child-
hood (FIGURE 8-3). Thus, emerging evidence supports 
starting health promotion efforts during pregnancy 
and early childhood and continuing prevention efforts 
throughout the life course (Institute of Medicine, 
2010). 

Early-life and prenatal risk factors—such as sub-
optimal diet, early termination of breastfeeding, expo-
sure to tobacco and alcohol, exposure to indoor air 
pollution from biomass fuels, and repeated respira-
tory infections—are important for the development of 
chronic diseases in adulthood. Recent research from 
birth cohort studies has documented how and when 
these life course influences happen (Aboderin et  al., 
2001; Batty & Leon, 2002). Some life-course influ-
ences are disease-specific, whereas others are cohort- 
specific, but nearly all depend on a few risk factors. 
For example, 80% to 90% of patients who develop 
clinically significant congenital heart disease and 
more than 95% of patients who have experienced a 
fatal congenital heart disease event have at least one 
of the major cardiac risk factors—smoking, diabe-
tes, hypertension, or hypercholesterolemia (Canto 
&  Iskandrian, 2003). Studies also indicate that early 
postnatal nutrition permanently affects the major 

components of the metabolic syndrome that deter-
mine the individual’s propensity to cardiovascular 
disease (Singhal & Lucas, 2004) and that influences 
in fetal life and early childhood are related to systolic 
blood pressure (Levitt et al., 1999).

Chronic obstructive pulmonary disease and lung 
dysfunction in adults are also the result of cumula-
tive exposures that start early in life. South African 
studies have shown that what were assumed to be 
genetic differences in lung size are probably due to 
early childhood respiratory infections occurring in 
crowded homes where biomass fuel is used, combined 
with tobacco use and adverse occupational exposures 
(Goldin, Louw, & Joubert, 1996). A recent population 
survey of chronic bronchitis in 5,671 men and 8,155 
women in South Africa estimated that 25% of these 
cases were due to tobacco use, 14% to occupational 
exposure, and 10% to past TB. In women, these frac-
tions were 14% for use of smoky domestic fuel, 10% 
for past TB, and 11% for tobacco use (Ehrlich et al., 
2004). This study demonstrates how multiple assaults 
on the lung—including infectious agents, fuel use, 
exposure at work, and tobacco use—are important in 
chronic lung disease. All of these factors have been 
shown to be related to poverty as well.

EXHIBIT 8-4 Hypercholesterolemia and Hypertension in Africa

After many decades of scientific debate, data from large community-based trials in the 1970s and 1980s proved that high 
total blood cholesterol levels are an independent major risk factor for atherosclerotic chronic diseases such as coronary 
heart disease and cerebrovascular disease (strokes). Total blood cholesterol levels vary considerably between populations 
with different dietary patterns. For example, people in Africa who follow traditional diets may have lower blood cholesterol 
levels than people in Europe or the United States, including those who migrated from LMICs and adopted typical Western 
lifestyles.

These differences are present from a young age. In Johannesburg and Soweto, South Africa, Steyn and colleagues 
(2000) found that the mean total cholesterol level in ethnically African and multiracial 5-year-old children was 3.9 mmol/L, 
compared with 4.1 mmol/L for Indian children and 4.4 mmol/L for white children. Several studies in Africa have shown 
that total cholesterol levels usually differ between urban and rural settings independent of ethnicity, reflecting the effects 
of urbanization on increasing total cholesterol levels (Knuiman, Hermus, & Hautvast, 1980; Seftel et al., 1993; Swai et al., 
1993).

It is estimated that between 10 million and 20 million people in sub-Saharan Africa alone have hypertension and, 
further, that adequate hypertension treatment could prevent approximately 250,000 deaths in this region (Cappuccio, 
Plange-Rhule, Phillips, & Eastwood, 2000). Unfortunately, hypertension is universally underdiagnosed and inadequately 
treated, such that extensive end-organ damage and premature death are often seen. Furthermore, hypertension 
frequently coexists with other chronic diseases such as diabetes.

Early surveys in sub-Saharan African countries showed that the lowest prevalence of hypertension occurred in the 
lowest-income countries; as affluence increased, however, prevalence increased. Researchers also found that hypertension 
is more common in urban than rural settings (Nissinen, Bothig, Granroth, & Lopez, 1988). The Kenyan Luo migration study 
conducted by Poulter and colleagues (1990) showed that people migrating from traditional rural villages on the northern 
shores of Lake Victoria to the urban settings of Nairobi had higher body weights, blood pressure, pulse rates, and urinary 
sodium–potassium ratios than those who remained in the rural areas. This result suggests a marked change in the diet 
of the new arrivals in Nairobi, including higher salt and calorie intakes, along with a reduced potassium intake due to 
consumption of fewer fruits and vegetables.
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 ▸ Global Costs and 
Consequences of Chronic 
Diseases

Although chronic diseases will exact a grave finan-
cial toll if not addressed by global stakeholders, their 
potential impact on other aspects of human well- 
being, such as environmental welfare and socioeco-
nomic inequity, is also severe. This section explores 
the global costs and consequences of chronic diseases.

Direct Economic Costs
By 2030, it is estimated that the cost of chronic diseases 
will amount to $30 trillion worldwide (Bloom et  al., 
2011). In the United States, for example, chronic dis-
eases are the primary healthcare cost drivers, with dia-
betes ($101 billion), heart disease ($88 billion), and low 
back and neck pain ($86 billion) being the top three in 
terms of healthcare expenditures (Dieleman et al., 2016). 
Chronic diseases not only threaten the fiscal integrity 
of health budgets and shorten productive work careers, 
but also undermine the long-term sustainability of sys-
tems that deliver universal health coverage (Greenberg, 
Leeder, & Raymond, 2016). Unfortunately, chronic dis-
eases remain greatly underfunded in LMICs (Clinton & 
Sridhar, 2017). None of the major health development 
funders, such as the Bill and Melinda Gates Founda-
tion, WHO, World Bank, Global Fund to Fight HIV/
AIDS, TB and Malaria, and Global Alliance of Vaccine 
Initiatives, is dedicated exclusively to chronic diseases.

Further Macroeconomic Impacts
Indirect productivity losses due to chronic diseases will 
affect the global economy because premature death and 
disability will dampen the engine of productivity and 
reduce economic growth in LMICs (Leeder, Raymond, 
Greenberg, Liu,  & Esson, 2004). Some economists 
argue the potential returns for high-income-country 
investors from LMICs could be higher than from high- 
income countries over the long term (Clark & Hebb, 
2002; Heller, 2003; Kimmis, Gottchalk, Armendariz, & 
 Griffith-Jones, 2002). If chronic diseases do dimin-
ish productivity as predicted, the effects will, there-
fore, impact both wealthy countries and lower income 
countries alike. Both multinational corporations and 
pension funds face risks from this source, as demon-
strated by the HIV/AIDS pandemic, which showed that 
chronic conditions can place heavy financial burdens 
on a company when treatment is expensive.

Impact on Health Inequalities
In 1952, Gunnar Myrdal asserted that people are 
sick because they are poor, and they become poorer 
because they are sick. This downward spiral certainly 
occurs with chronic diseases. Increased cumulative 
exposure to risk factors over the life course, com-
bined with social and economic inequalities, leads to 
inequalities seen in later adult life.

Chronic diseases impose a significant burden on 
low-income populations. In high-income countries, 
the relationships among poverty and cardiovascu-
lar disease, cancer, diabetes, and their associated risk 

FIGURE 8-3 A life course approach to chronic disease prevention.
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Reprinted from Aboderin, I., Kalache, A., Ben-Shlomo, Y., Lynch, J. W., Yajnik, C. D., Kuh, D., & Yach, D. (2001). Life course perspectives in coronary heart disease, stroke and diabetes: Key issues and implications for policy and research. Geneva, Switzerland: World Health 
Organization. Retrieved from http://apps.who.int/iris/bitstream/10665/67173/1/WHO_NMH_NPH_01.4.pdf
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factors are well described, and chronic diseases drive 
health inequalities by social class, ethnicity, and gender 
(Aboderin et al., 2001; Batty & Leon, 2002; Brands & 
Yach, 2001; Kogevinas, Pearce, Susser,  & Boffetta, 
1997; Mackenbach et  al., 2000; Marmot, Adelstein, 
Robinson, & Rose, 1978; Wong, Shapiro, Boscardin, & 
Ettner, 2002).

In LMICs, the poorest populations already exhibit 
the highest risk of tobacco and alcohol use (Jha & 
Chaloupka, 2000), but the relationship with interme-
diate risk factors and diseases is complex and varies 
between countries:

 ■ India: Currently, rates of hypertension, choles-
terol, diabetes, and cardiovascular disease increase 
directly with socioeconomic status (Singh et  al., 
1999; Vikram et  al., 2003). Yet, high rates of 
hypertension and elevated cholesterol levels are 
now being measured in urban slums (Misra et al., 
2001), and tobacco consumption is higher among 
the most poorly educated. Death rates from TB—a 
disease associated with poverty— are four times 
higher among people who smoke relative to non-
smokers (Gajalakshmi et al., 2003). Poorer people 
also suffer from relatively higher rates of com-
plications from diabetes, owing to their frequent 
exposure to multiple risk factors (Ramachandran, 
Snehalatha, Vijay, & King, 2002).

 ■ Brazil: In urban Brazil, research in the 1980s 
demonstrated an inverse relationship between 
socioeconomic status and smoking and alco-
hol consumption in men and women (Duncan 
et al., 1993). Researchers also found inverse links 
between socioeconomic status and hypertension 
in men, and between sedentary lifestyle and obe-
sity in women.

 ■ Jamaica: Obesity increases with income level 
strongly in men and weakly in women (owing to 
high levels of obesity among the poorest women) 
(Mendez et  al., 2004). The relationships among 
income, diabetes, and hypertension, however, 
are nonlinear. In women, plotting diabetes and 
hypertension prevalence against income forms 
a U-shaped curve, with the highest rates of dia-
betes found in the poorest women. Obesity and 
diabetes are strongly related, especially among 
poor women. The lack of a strong income gradi-
ent in hypertension or diabetes—despite a strong 
relationship between income and obesity—might 
be partly attributable to greater adverse effects of 
obesity among the poor.

 ■ China: A U-shaped relationship exists between 
socioeconomic status and hypertension in women. 
This result in part reflects the fact that poorer 

women tend to have lower body mass indices and 
to smoke less but engage in less physical activity; 
the reverse is true for the wealthiest group (Bell, 
Adair, & Popkin, 2004).

Owing to long and often variable lag times 
between exposure to risk factors and disease onset, the 
relationships among poverty, exposure to chronic dis-
ease risks, and development of disease remain unclear 
in LMICs. Over time, accumulation of risk among 
low-income groups will likely increase as availability 
and marketing of products associated with a West-
ern lifestyle (e.g., higher-fat, higher-calorie foods) 
increases in tandem with economic development. In 
the long term, this trend could worsen associations 
between chronic diseases and poverty.

Obesity data provide an example. Until the late 
1980s, socioeconomic status and obesity tended to 
be inversely related in high-income populations and 
directly related in low- and middle-income popu-
lations (Sobal & Stunkard, 1989). In other words, 
in LMICs, obesity was associated with more afflu-
ent groups. More recently, however, work from Bra-
zil has shown that over time female obesity shifts 
toward  lower-income groups in economically more 
developed regions and urban areas (Monteiro, 
Conde, Lu, & Popkin, 2004). Although low socioeco-
nomic status still confers protection from obesity in 
low- income nations, once the gross national prod-
uct (GNP) reaches a value of approximately $2,500 
per capita, obesity rates correlate directly with low 
socioeconomic status (Monteiro et al., 2004; Peña & 
 Bacallao, 2000).

A recent study in the United States and China 
illustrates this point (Kim, Symons, & Popkin, 2004). 
Using a composite lifestyle index (LI) that included 
data on diet, smoking, alcohol, and physical activ-
ity, the authors found an inverse relationship exists 
between socioeconomic status and the LI in the 
United States, whereas a direct relationship exists 
in China. This result suggests that policy makers in 
LMICs should not wait for a social class gradient to 
appear in the occurrence of chronic disease (or risk 
factors) before implementing disease-preventive and 
health-promoting policies.

A growing challenge is the rise of health inequali-
ties among the elderly. With the global population age 
60 years and older forecast to more than triple in the 
next 45  years, the size of this gap will increase sub-
stantially (WHO, 2008a). In LMICs, where the pro-
portion of older people is growing fastest, the lack of 
pension schemes and deteriorating traditional social 
security arrangements act together to worsen the 
burden of health inequalities (Commission on Social 
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Determinants of Health, 2008). Although health 
inequalities in the elderly tend to be smaller than in 
younger populations, they remain an important and 
poorly understood public health challenge (von dem 
Knesebeck, 2010). Older women, especially widows, 
are particularly affected because they tend to be poorer 
and more susceptible to chronic diseases (Women 
and Gender Equity Knowledge Network [WGEKN], 
2007). The Health and ‘The Economy’ chapter provides 
more information on the relationship between health 
and the economy.

 ▸ Impact on Sustainable 
Development and the 
Environment

Sustainable development, which in recent decades has 
linked economic and political development with envi-
ronmental stewardship, has long impacted chronic 
disease control strategies and priorities, including 
the United Nations’ recent Sustainable Development 
Goals. Global research and policy agreements now 
agree that chronic disease proliferation and environ-
mental threats are inextricably linked.

Sustainable Development and  
Planetary Health
In 1987, the Bruntland Commission proposed what is 
now the commonly accepted definition of sustainable 
development: “development that meets the needs of 
the present without compromising the ability of future 
generations to meet their own needs” (World Com-
mission on Environment and Development, 1987). 
Realizing the linkages between human health and the 
environment, the Commission aimed to place envi-
ronmental issues on the agenda of the United Nations. 
It provided the foundation for the 1992 Earth Summit 
in Brazil, which culminated in Agenda 21 and the Rio 
Declaration on Environment and Development, and 
later for the Commission on Sustainable Development 
(EXHIBIT 8-5). 

The outputs from UNCED established that human 
health was both an input and an output of sustainable 
development. In other words, sustainable develop-
ment cannot be achieved if there is a high prevalence 
of chronic disease, whereas human health cannot 
be maintained without healthy environments (von 
Schirnding, 2002). Conversely, if left unchecked, driv-
ers of chronic disease can and will impact sustainable 
environmental growth—for example, through global 

demand for energy-dense foodstuffs, such as refined 
grains and red meats, that consume more produc-
tion resources than vegetables; or use of fossil fuels to 
power automobiles in lieu of more physically energetic 
transport choices such as walking or biking.

Chronic diseases have multiple causes and effects, 
at the level of both individuals and society. Studies of 
chronic diseases’ impact—and the best ways to control 
it—have debunked several prior assumptions com-
monly held in global health and development circles 
(EXHIBIT 8-6). 

 ▸ Stakeholder Responses to the 
Growing Burden of Chronic 
Disease

The causes of chronic diseases are many and com-
plex, and arise at both individual and population 
levels. Nevertheless, control of chronic disease is pos-
sible, though it requires creative thinking, avoidance 
of myths and false assumptions, and engagement of 
multiple stakeholders. A variety of stakeholders have 
begun to tackle this burden worldwide. This section 
explores their responses to the growing burden of 
chronic diseases.

EXHIBIT 8-5 The United Nations’ Summits on 
Sustainable Development

 ■ United Nations Conference on Environment 
and Development (UNCED: 1992, Rio de Janeiro, 
Brazil): The primary output was Agenda 21, a 
nonbinding, voluntary action plan voted on by 178 
governments to achieve sustainable development. 
The UN General Assembly established the Rio 
Declaration on Environment and Development to 
coordinate follow-up from the conference.

 ■ World Summit on Sustainable Development 
(2002, Johannesburg, South Africa): The World 
Summit evaluated progress from the UNCED. The 
Johannesburg Declaration was the result of the 
summit, which espoused multilateralism to achieve 
the objectives of sustainable development.

 ■ United Nations Conference on Sustainable 
Development (2012, Rio de Janeiro, Brazil): The 
output was an outcome document to facilitate 
action promoting a sustainable future for the 
planet for present and future generations. This 
conference began to establish the Sustainable 
Development Goals, to build on the Millennium 
Development Goals.
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EXHIBIT 8-7 Government Levers to Influence Public Health

 ■ Taxes: A tax is a financial charge imposed by 
a government to fund public expenditures. 
Governments often introduce taxes on products 
harmful to human health, such as tobacco and 
alcohol products, and more recently sweetened 
beverages. Differential taxes—that is, taxes 
proportionate to the health risk of a product—are 
particularly effective in deterring unhealthy behaviors 
and generating additional income for government 
(Pomeranz, 2016).

 ■ Access restrictions: Governments frequently 
introduce restrictions on the availability of harmful 
products. For example, minimum age restrictions on 
the purchase of tobacco and alcohol products limit 
their use by children and adolescents. Restrictions on 
purchasing times and locations are also common.

 ■ Educational campaigns: Educational campaigns 
inform a population on a specific health issue, such as 
physical activity or diet. This approach may also include 
compulsory labeling on nutrition content in foods.

EXHIBIT 8-6 Eight Myths of Chronic Disease Burden and Control

Myth 1: We can wait until infectious diseases are controlled.
Reality: As development progresses, chronic diseases do not smoothly displace acute diseases. Many countries have a 

double burden of disease; thus we must deal with both and develop the health system accordingly. Further, some 
infectious diseases are chronic in nature (e.g., HIV/AIDS).

Myth 2: Economic growth will improve all health conditions.
Reality: Economic development can improve health in LMICs, yet economic growth can also exacerbate chronic diseases.
Myth 3: Chronic diseases are diseases of affluence.
Reality: Chronic diseases are not solely diseases of affluence in high-income countries and in most LMICs. Low 

socioeconomic status leads to cumulative exposure to risk factors, greater comorbidity, and decreased access to 
quality health care.

Myth 4: Chronic diseases are diseases of the elderly.
Reality: Chronic diseases in LMICs are no longer just diseases of the elderly. Instead, chronic diseases in these countries 

affect a much higher proportion of people during their prime working years, compared to high-income countries.
Myth 5: Chronic diseases result from freely adopted risks.
Reality: Chronic diseases cannot be blamed solely on the failure of individual responsibility, because the cultural and 

environmental contexts in any society or community inevitably affect personal choices. Thus governments, industry, 
and others play a role in their incidence.

Myth 6: Benefits of chronic disease control accrue only to individuals.
Reality: Chronic disease control fosters positive social development and benefits societies economically, thereby 

benefiting the public as a whole. Like acute disease control, chronic disease control is an appropriate public investment.
Myth 7: Acute, infectious disease models are applicable to chronic diseases.
Reality: Interventions for acute diseases are relatively simple, whereas chronic diseases require a planned, 

proactive approach to health care, and the active participation of patients, families, and communities.
Myth 8: Treating individuals in the health sector is the only appropriate chronic disease strategy.
Reality: The medical community has focused on using traditional approaches to screen “high-risk” individuals—that 

is, those persons with a high probability of contracting chronic diseases. Yet, prevention requires a multisectoral 
commitment in addition to more comprehensive health service interventions for clinical prevention.

Government
In many high-income countries, maintaining and 
improving public health is a government responsi-
bility. Governments can introduce a variety of inter-
ventions to influence and motivate the public’s health 
behaviors (EXHIBIT  8-7). These are sometimes predi-
cated on paternalistic measures that entail modifying 
health behaviors at the population level. 

One notable example is Finland’s North  Karelia 
Project, which represented a response to the high 

cardiovascular mortality in the country, and which 
used education, community outreach, and policy and 
care delivery changes to fight cardiovascular disease in 
this northern Finnish province. This pilot project began 
in 1972. Between 1969 and 2005, age-adjusted coronary 
heart disease mortality rate among the 35- to 64-year-
old male population declined in North Karelia by 85% 
and in all of Finland by 80% (FIGURE 8-4, EXHIBIT 8-8) 
(Puska, 2016). The project formally ended after 25 years, 
though national prevention activities continue.  
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Another country making strides in curbing 
chronic diseases is Mexico. Diabetes is the leading 
cause of death and disability in Mexico, and its prev-
alence increased by 60% between 2000 and 2012. 
During the same period, hypertension increased 
by approximately 30%. Despite the large burden of 
chronic diseases in the country, access to services 
and effective interventions remains low. The national 

health system has responded by establishing a chronic 
disease department within the Ministry of Health, and 
implementing strategies to improve physical activity, 
minimize unhealthy diets, and reduce the harmful 
effects of tobacco and alcohol use.

Mexico also introduced a soda tax of 1 peso per 
liter on sugar-sweetened beverages in January 2014. 
Purchases of the taxed beverages decreased by 5.5% in 

FIGURE 8-4 Age-adjusted mortality rates of coronary heart disease in North Karelia, 1969–2005.

EXHIBIT 8-8 Why Was the North Karelia Project Successful?

 ■ Appropriate theory base: Correct and appropriate 
public health understanding of the problem that 
identified major causal risk factors in the population 
and effective interventions.

 ■ Flexible intervention: Ability for interventions to 
be modified based on practical situations and natural 
occurrences in the community.

 ■ Intensive intervention: Interventions with the 
potential to mobilize and reach a large number of 
people.

 ■ Working with the people: Collaborative approach 
with the community that established ownership by 
the people.

 ■ Community organization: Engagement with 
organizations in the community to contribute to 
practical objectives.

 ■ Work with health services: Health services must 
be supportive and form a backbone to the local 
initiatives.

 ■ Official authority: Linkage to official administrative 
structures and health authorities.

 ■ Limited targets/outcome orientation: Targeted 
interventions that were oriented to health 
outcomes.

 ■ Positive messages: Positive framing of health 
messages to overcome a challenging problem.

 ■ Bottom-up, top-down: A blended model that 
integrated approaches from the top and the 
bottom.

 ■ Working with the media: Partnerships with the 
media to disseminate information about key activities 
and results.

Data from Puska, P. (2016). Why did North Karelia-Finland work?: Is it transferrable? Global Heart, 11(4), 387–391. 
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2014, and by 9.7% in 2015. Households at the lowest 
socioeconomic level had the largest declines in pur-
chases of taxed beverages. While the tax is a starting 
point, greater advocacy and interventions are needed 
to shift the growing burden of chronic diseases in 
Mexico.

A third country addressing chronic diseases is 
Ghana, which is testing a community-based approach 
to cardiovascular disease (CVD) management and 
control through an international public–private part-
nership. The project aims to use task-shifting and new 
technology to improve the Ghana Health Service’s 
response to hypertension (high blood pressure) and 
other cardiovascular diseases, and to help patients to 
better manage these conditions (Lamptey et al., 2017). 
It includes five components:

 ■ Strengthening the health system to better manage 
hypertension services, including a referral system 
between the national health system and private 
drug outlets

 ■ Shifting screening, monitoring, and management 
services to community health officers and private 
drug outlets

 ■ Training patients to manage their own hyperten-
sion and control other risk factors

 ■ Leveraging technology to improve communica-
tion, education, clinical management, adherence, 
and health information management

 ■ Minimizing out-of-pocket costs by ensuring 
health coverage by the Ghana National Health 
Insurance Scheme (National Academies of Sci-
ences, Engineering, and Medicine, 2017)

In 1986, WHO held the First International Con-
ference on Health Promotion in Ottawa, Canada. This 
conference led to the Ottawa Charter for Health Pro-
motion, which provided a blueprint to achieve “Health 
for All” by the year 2000 (WHO, 1986). The Ottawa 
Charter proposed to situate health within the ambit 
of the individual, in addition to the broader social 

and structural context that government provides. This 
framework foreshadowed the importance of behav-
ioral economics by indicating that “the healthier 
choice [will become] the easier choice” for promoting 
health.

Behavioral economics has emerged as a comple-
mentary approach to government interventions in 
health (TABLE  8-15). Pioneered by Daniel Kahneman 
and Amos Tversky, behavioral economic theory 
acknowledges that human decision making can be 
irrational. For example, individuals give greater 
weight to payoffs that are closer in the present (termed 
“present bias”) and are more likely to select a smaller 
reward delivered in the short term than a larger award 
in the longer term (termed “hyperbolic discounting”). 
Behavioral economic strategies, aiming to nudge and 
reward individuals to reject these behaviors, have 
emerged to correct these decision-making “irratio-
nalities” (Kahneman, 2011). Though government-led, 
these approaches to behavioral economics to change 
behaviors are not paternalistic. The U.S. and U.K. 
governments have embraced behavioral economics 
by establishing behavioral insight teams that apply 
research from behavioral economics and psychol-
ogy to policy making to encourage healthy and other 
desirable behaviors. 

Business
Some companies are starting to invest in the environ-
ment and society, realizing that nonfinancial perfor-
mance impacts their financial bottom line. Moving 
beyond strategic philanthropy (charitable donations) 
and corporate social responsibility (sustainability 
activities), many companies are striving to create 
shared value (Porter & Kramer, 2011)—that is, busi-
ness models that generate economic benefit, while 
addressing societal issues. This approach rests on the 
premise that companies must generate societal benefit 
at profit. As explained in EXHIBIT 8-9, there are three 

TABLE 8-15 Government and Behavioral Economics Approaches to Health Promotion

Government Behavioral Economics

Intervention approach Paternalistic Nonpaternalistic

Target Population Individual

Examples Directing behaviors through taxes, age 
and purchasing restrictions, education 
campaigns

Nudging behaviors through financial or 
nonfinancial incentives, discounts, or rewards
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classifications of companies that operate within a 
shared value lens. 

To encourage companies to embrace this con-
cept of shared value, corporate reporting platforms 
now encourage voluntary disclosures on the extent to 
which companies address environmental, social, and 
governance (ESG) indicators (TABLE 8-16). This infor-
mation is often presented in a sustainability or inte-
grated report published by the company. 

Realizing the central role that health plays within 
the workplace, marketplace, and community, compa-
nies are beginning to explore how to report on their 

business’s impact on health. For example, companies 
are investigating ways to indicate the health status of 
their employees, the extent to which health is con-
sidered in their products and services, or how they 
improve health within the communities where they 
operate or are located.

In the workplace, many companies have intro-
duced programs to improve the health of employees 
by targeting major chronic disease risk factors, and 
thereby minimize their healthcare costs. Recent studies 
suggest a correlation between a company’s investment 
in workplace health and its financial performance, 

EXHIBIT 8-9 Classification of Companies Creating Value Beyond the Financial Bottom Line

1. Companies promoting health: The company 
develops products and services that are aligned 
with promoting better health. Companies pursuing 
this strategy most often focus on expanding the 
reach of their portfolio of offerings. Health and life 
insurers, workplace health providers, and drug and 
vaccine developers are examples.

2. Companies undergoing transformations to 
advance health: The company offers a mix of 
products and services that both promote and harm 

health. Companies adopting this approach work 
to lower the risks of their unhealthy products and 
improve the healthiness of their other offerings. 
Examples include major food and beverage 
companies.

3. Companies harmful to health: The company 
solely develops products and services that are 
harmful to human health. There is no intent 
to transform to develop healthier alternatives. 
Tobacco and firearms companies are examples.

TABLE 8-16 Corporate Reporting Platforms

Reporting Platform Description

Dow Jones Sustainability Indexes Launched in 1999 as the first global sustainability benchmark. Tracks company 
stock performance based on economic, environmental, and social criteria.

FTSE4Good Ethical investment stock market indices launched in 2001 by the FTSE Group.

Global Reporting Initiative Independent organization that helps organizations understand and 
communicate the impact of business on sustainability issues, including climate 
change, human rights, and corruption.

International Integrated Reporting 
Council

Global coalition of regulators, investors, companies, standard setters, the 
accounting profession, and nongovernmental organizations (NGOs) that 
establishes integrated reporting practices.

King Report on Corporate 
Governance

Guidelines for the governance structures and operation of companies in South 
Africa. Four reports have been issued to date: 1994 (King I), 2002 (King II), 
2009 (King III), and 2016 (King IV).

Sustainability Accounting 
Standards Board

Nonprofit organization incorporated in 2011 to develop and disseminate 
sustainability accounting standards.

United Nations Global Compact Voluntary initiative based on CEO commitments to implement universal 
sustainability principles.
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due to reduced healthcare costs, increased produc-
tivity, and improved financial gains. In a portfolio of 
U.S. companies that had received a designated work-
place health award, the rate of return outperformed 
the Standard & Poor (S&P) 500 average over a 13-year 
time frame (Goetzel et  al., 2016). This analysis was 
later replicated in South Africa using Discovery 
Ltd.’s Healthy Company Index, where the portfolio 
of healthy companies consistently outperformed the 
market (Conradie, van der Merwe Smit,  & Malan, 
2016). This work has also led to partnerships between 
businesses and community organizations to promote 
health (Oziransky, Yach, Tsao, Luterek,  & Stevens, 
2015).

United Nations
In addition to national governments and multina-
tional businesses, international agencies such as 
the United Nations are increasingly responding to 
chronic diseases. The United Nations hosted its first 
High-level Meeting on Non-communicable Diseases 
in 2011. UN member-states have agreed to convene 
a third High-level Meeting on chronic diseases in 
2018 (Mendis, 2016). Additionally, the Sustainable 
Development Goals (SDGs), which emerged in 2015 
from the Millennium Development Goals (MDGs), 
now incorporate multiple chronic disease goals and 
targets.

Sustainable Development Goals
Building on the eight MDGs proposed in 2000 and 
closed in 2015, the United Nations launched the SDGs. 
These 17 goals aim to end poverty, protect the planet, 
and ensure prosperity for all. Member-states agreed to 
the SDGs on September 25, 2015, and they came into 
force on January 1, 2016. Each goal has specific targets 
for 2030 (United Nations, 2016). The Introduction to 
this book lists all 17 goals.

Related to chronic diseases and sustainable 
development, SDG3 focuses on “good health and 
well-being.” It incorporates targets against infec-
tious and chronic diseases, with the aim of ensur-
ing healthy lives and promoting well-being for all at 
all ages (GBD SDG Collaborators, 2015). This goal 
specifically aims to reduce by one-third premature 
mortality from noncommunicable diseases through 
prevention and treatment; promote mental health 
and well-being; provide access to affordable essen-
tial medicines and vaccines to all; and strengthen the 
implementation of the World Health Organization 
Framework Convention on Tobacco Control in all 
countries.

Several other SDGs also affect chronic diseases, 
including SDG11 (sustainable cities and communi-
ties), SDG12 (sustainable consumption and produc-
tion), SDG8 (decent work and economic growth), 
SDG5 (gender equality), SDG10 (reduced inequal-
ities), SDG4 (inclusive and quality education for all 
and lifelong learning), and SDG17 (multi-stakeholder 
partnerships for the goals).

The United Nations has also launched a Global 
Compact (UNGC) that engages 8,600 businesses and 
4,000 nonbusiness organizations from more than 170 
countries. These partners have pledged to work to 
advance responsible and sustainable business prac-
tices, and invest in solutions for tackling societal chal-
lenges. The UNGC has recently announced plans to 
advance the SDGs by convening and catalyzing action 
from within the UN system, and with global busi-
nesses in the workplace, marketplace, and community.

World Health Organization
WHO is the dedicated specialized UN agency for 
health. It engages in chronic disease control both 
directly and through partnerships with other actors, 
such as member-states’ governments. For example, 
under the leadership of Gro Harlem Brundtland, the 
Framework Convention on Tobacco Control (FCTC) 
was adopted in 2003 as the first international treaty 
on tobacco control. Since 2003, 177 countries have 
worked to implement the provisions (WHO, 2003b). 
More recently, the WHO introduced a Framework for 
Engagement with Non-State Actors (FENSA), which 
includes engagement by actors, including the private 
sector, NGOs, philanthropic foundations, and aca-
demia (WHO, 2016e).

Beyond the FCTC, WHO has pioneered a variety 
of new resolutions related to chronic diseases. In May 
2016, the World Health Assembly agreed to a resolu-
tion on healthy aging. This agreement entails the cre-
ation of a global strategy and action plan on healthy 
aging between 2016 and 2020, with the overarching 
aim of having every country commit to actions that 
support older adults. For example, countries are 
expected to foster age-friendly environments, pro-
vide equitable and sustainable long-term care systems, 
and implement improved monitoring and research 
(WHO, 2015b). Stakeholders are further mobilizing to 
propose a resolution on physical activity to the World 
Health Assembly.

Lastly, WHO has led commissions related to 
chronic diseases and their associated risk factors. 
For example, the Commission on Ending Childhood 
Obesity was established in 2014. Its mandate was 
to “review, build upon and address gaps in existing 
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mandates and strategies in order to prevent infants, 
children and adolescents from developing obesity.”

Donor Agencies
Despite the prevalence of chronic diseases, donor 
agencies (both governmental and civil society) have 
to date provided scant funding to prevention and 
treatment of chronic diseases (Greenberg et al., 2016) 
for various reasons. Most notably, interventions for 
chronic disease control are complex and require sus-
tained efforts over multiple years. Their targets are, 
therefore, not usually achievable within the confines 
of a grant agreement or electoral cycle, leading to 
underfunding even in affluent nations. Perhaps for 
this reason, less than 10% of the U.S. National Insti-
tutes of Health’s (NIH) $30 billion budget is allocated 
to behavioral interventions that target major modi-
fiable chronic disease risk factors (Calitz, Pollack, 
Millard,  & Yach, 2015). Similarly, the U.S. Agency 
for International Development (USAID) has spent 
almost nothing supporting chronic disease control as 
a donor agency, for the reasons cited in EXHIBIT 8-10 
(Holmes, 2016). Beyond the NIH and USAID, the 

total budget from the U.S. government for chronic 
diseases was $0 in 2013 (Ralston, Reddy, Fuster,  & 
Narula, 2016). 

Foundations and Nongovernmental 
Organizations
The largest source of global chronic disease funding 
is foundations and NGOs, which collectively provided 
46% of total external support in 2015 (Nugent, 2016). 
Nonetheless, many remain skeptical about the extent 
to which these stakeholders can facilitate improve-
ments in health. Much of their work has focused on 
educational and awareness materials, which are often 
ineffective in modifying behaviors. Additionally, 
some argue that behavioral change, and the desire 
to change, resides at the individual—and not at the 
institutional—level.

Among foundations, the Robert Wood  Johnson 
Foundation (RWJF) is the largest philanthropic 
organization in the United States dedicated solely to 
better health. With an endowment of $9.2   billion, 
RWJF is working to build a culture of health by plac-
ing well-being at the center of every aspect of life. 
Bloomberg Philanthropies, founded by Michael 
Bloomberg, focuses on ensuring better and longer 
lives for the greatest number of people. Together with 
WHO, Bloomberg Philanthropies has established the 
Partnership for Healthy Cities, a global network of cit-
ies with $5 million in funding to develop and deliver 
interventions to save lives through the prevention of 
chronic diseases.

NCD Alliance is a network of 2,000 NGOs 
focused on chronic diseases. They have emerged as a 
recognized global leader on chronic disease policy, a 
convener of civil society movements, and a partner to 
governments and UN agencies (NCD Alliance, 2016). 
The Young Professionals Chronic Disease Network 
(YP-CDN) is another leading example of an organi-
zation founded (in 2009) to advocate for chronic dis-
eases. Since its inception, YP-CDN has expanded to 
more than 7,000 people, and focuses largely on facili-
tating access to essential medicines in LMICs. Its peti-
tions on essential medicines have led to the addition of 
2% of all medicines to the WHO Essential Medicines 
List (Young Professionals Chronic Disease Network, 
2016).

Academic Institutions
In 1913, the Rockefeller Commission’s Welch–Rose 
Report advocated for the development of schools 
of public health to fight population-level causes of 
disease. Shortly thereafter in 1916, the Rockefeller 

EXHIBIT 8-10 USAID’s Reasons for Neglecting 
Chronic Diseases

 ■ Our current job is not done. Current health 
priorities are challenging enough.

 ■ Chronic diseases occur only in higher-income 
countries and populations. This pervasive myth 
is still espoused within USAID.

 ■ Chronic diseases are not an urgent problem. 
Chronic diseases are not an issue today, but rather 
a future health priority.

 ■ The current focus works well and is well funded. 
There is no need to adapt or evolve, as existing 
health priorities demand a reliable funding stream.

 ■ Congress says no. There is a perception that the U.S. 
Congress does not want USAID to explore new topics.

 ■ There is no funding. Funding is in short supply in 
an era of financial austerity.

 ■ There are no good solutions and chronic 
diseases are not USAID’s strong point. Chronic 
diseases are complex and require a multisectoral 
approach.

 ■ USAID is contributing in some way. USAID’s 
efforts may spill over to chronic diseases.

 ■ The chronic disease community is easy to 
ignore. The chronic disease community is too 
quiet, pedestrian, and polite to demand more 
action on this front.

Data from Holmes, P. (2016). USAID: Standing by on NCD. Global Heart, 11(4), 425–427. 
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Foundation provided a grant to found the first school 
of public health, at Johns Hopkins University. To date, 
public health schools have largely focused on infec-
tious diseases. In the United States, chronic diseases 
remain absent from the curriculum in schools of pub-
lic health as well as medicine. Many other countries 
and regions, including Europe (especially the United 
Kingdom) and Canada, have made more progress in 
targeting chronic diseases in academia relative to the 
United States.

Partnerships for Chronic Disease Control: 
Challenges and Conflicts
Progress in infectious disease control is achiev-
able with additional funding for surveillance, effec-
tive treatment, and new drugs and vaccines. It also 
requires general improvements in housing and related 
infrastructure (water, sanitation, and energy). None 
of these investments are considered politically con-
tentious. In contrast, chronic disease prevention and 
control requires public health partners to urge indi-
viduals to stop smoking; eat less fat, sugar, and salt; 
engage in more physical activity; and eat more fruits, 
vegetables, nuts, and grains. These messages, and the 
policies that promote them, often prove controversial 
or even unacceptable to other stakeholders, such as 
private industry and its advocacy groups.

TABLE 8-17 summarizes policy issues prone to such 
conflict, which often requires resolution at a level of 
government outside of the health department. The 
table lists traditional opponents to healthy public pol-
icies, along with possible supporters of change. As 
noted earlier, tobacco use, unhealthy diet, and phys-
ical inactivity are major contributors to the burden of 
disease in both high-income countries and LMICs. 

For example, the call to stop smoking has unified 
a variety of opposition groups—the tobacco indus-
try itself, the hospitality and entertainment indus-
tries, farmers, advertising companies, and even some 
media outlets—frequently around false or misleading 
messages related to the economic impacts of smok-
ing. Opponents of tobacco control have perpetuated 
myths including the following:

 ■ Restaurants and pubs will go bankrupt if smoke-free 
policies are introduced. The opposite is the truth.

 ■ Finance departments will lose revenue from smug-
gling and reduced tax receipts if excise taxes increase. 
Although smuggling may have a small impact on 
revenue, it can be lessened through customs and 
excise controls.

 ■ Tobacco farmers in countries such as Zimbabwe and 
Malawi will be unemployed in a few years as tobacco 
consumption declines. Unfortunately from a public 
health perspective, tobacco consumption rarely 
drops faster than 2% per year, even in the face of 

TABLE 8-17 Supporters and Opponents of Selected Policy Issues

Major Risk Factor Policy Issue Supporters Opponents

Tobacco

Excise tax Finance, World Bank Tobacco industry

Advertising bans N/A Advertisers, media, 
libertarians

Smoke-free areas Restaurants Hospitality and restaurant 
sector

Agricultural subsidies Enlightened countries Farmers, rural voters

Advertising to children N/A Advertisers, multinational 
food companies, media

Diet, nutrition

Commodity changes, 
sugar

Fruit, vegetable farmers Sugar farmers, producers, 
lobbyists

Promotion to children Sports, gyms Sports, toys, fast-food 
industries

N/A = not applicable.
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vigorous tobacco control campaigns. At those rates, 
and in the face of continued population growth, 
the demand for leaf tobacco will remain high for 
many decades. The immediate threat to African 
tobacco farmers comes more from the introduction 
of mechanization locally and subsidies in high- 
income countries, rather than from less smoking.

Similar conflicts have emerged around sugar con-
trol policies. During the development of the WHO 
Global Strategy on Diet, Physical Activity and Health, 
simple messages regarding moderate sugar consump-
tion faced fierce opposition (A. Waxman, 2004; H. 
Waxman, 2004). Soda manufacturers have led the 
global efforts to deny that sugar causes obesity or den-
tal caries, or that specific levels of sugars are desirable. 
Sugarcane farmers in LMICs are concerned that if 
new WHO/Food and Agriculture Organization (FAO) 
guidelines on sugar consumption were applied glob-
ally, they would lose their jobs. The economic stakes 
are greater for sugar than tobacco: The lobbying com-
munity is far larger and the evidence base on the eco-
nomics of sugar use is not as well described.

For several years, proponents of antismoking cam-
paigns prepared for critiques of any efforts to control 
tobacco use. These included engaging with the FAO, 
World Bank, International Monetary Fund (IMF), 
United Nations Children’s Fund (UNICEF), and other 
UN partners, and jointly agreeing that the key tobacco 
policy goal was demand reduction. This harmony 
was later reflected in subsequent policy agreements. 
Similar work has yet to emerge with respect to many 
food policy issues, which are inherently more complex 
and involve a wider array of stakeholders. But as with 
tobacco (and opposite to what some lobbyists main-
tain), there will be only very modest impacts on the 
demand for sugar over the next few decades even if the 
WHO recommendations are fully implemented (LMC 
International, 2004).

New Initiatives
Access Accelerated. Twenty biopharmaceutical 
companies have partnered with the World Bank and 
the Union for International Cancer Control to address 
gaps in essential medicine access through a new ini-
tiative dubbed “Access Accelerated,” which addresses 
key barriers among low-income populations. The ini-
tiative combines public, private, and philanthropic 
endeavors, and is evaluated by Boston University’s 
Global Health department.

Resolve. In 2017, the former director of the U.S. 
Centers for Disease Control and Prevention (CDC) 

announced a $225 million initiative to address cardio-
vascular disease and epidemics through an initiative 
hosted at Vital Strategies, known as “Resolve.” The ini-
tiative aims to save up to 100 million lives by scaling 
up proven interventions, including improved treat-
ment of high blood pressure, elimination of artificial 
trans fats, and reduction in sodium consumption.

Other Collaborative Networks
Advocates for health promotion and chronic disease 
prevention have yet to coalesce around common mes-
sages or key themes. Different stakeholders support 
different interests within health. Until recently, pub-
lic health would not collaborate with business, while 
policy makers often focused on curative care at the 
expense of chronic disease prevention.

Businesses are increasingly forming pre- 
competitive partnerships to collectively advocate for 
better health. One example is Bupa’s Chief Medical 
Officer (CMO) Network. This group convenes world-
class clinicians to address the world’s largest problems 
through workplace health initiatives. It has decided 
to focus on behavior change within the workplace as 
the first major target area. Other examples include the 
World Economic Forum’s Council on Human-centric 
Health and the American Heart Association’s CEO 
Roundtable, which productively engages for-profit and 
nonprofit partners to fight chronic disease.

 ▸ Future Drivers for Prevention 
and Management of Chronic 
Diseases

Although existing chronic disease control work has 
been limited to date, and remains fraught by complex 
political and economic conflicts, multiple initiatives 
have demonstrated effective chronic disease control 
strategies. These tend to involve several common 
health system strategies, centered on the judicious 
use of scarce resources and on the structuring of care 
around prevention in addition to cure.

Management of Chronic Diseases by 
Healthcare Systems
Country governments, NGOs, businesses, and other 
international stakeholders have multiple tools to tar-
get the population-level determinants of chronic dis-
eases (such as rising consumption of tobacco and 
sugar-sweetened beverages) using population-level 
interventions such as taxes and public education 
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campaigns. Nonetheless, local and national health sys-
tems must also respond to chronic diseases—through 
both prevention and treatment—at the level of indi-
vidual patients and their communities. In lower- and 
higher-income countries, these interventions are still 
evolving. Most take aim at preventing or treating the 
core lifestyle risk factors for chronic disease (poor 
diet, tobacco use, sedentary activity), treating and 
preventing diseases that emerge from these conditions 
(hypertension, obesity), and treating and preventing 
the chronic conditions that emerge in turn from those 
disorders (congestive heart failure, stroke). Successful 
programs have taken many forms, but display several 
common features:

 ■ The use of non-physician healthcare workers 
(NPHWs), including community health workers 
(CHWs)

 ■ Leveraging or expanding existing programs for 
other diseases, such as HIV, to adapt to new con-
ditions such as cardiovascular disease

 ■ Using models of care that address multiple chronic 
disease simultaneously, such as hypertension and 
diabetes

These approaches use scarce resources effec-
tively in LMICs, but are increasingly being applied to 
chronic disease care in high-income countries as well. 
Further research is needed on the most efficient way to 
design and evaluate these interventions.

In LMICs, there is a profound shortage of phy-
sicians, nurses, and other qualified health providers 
for patients with both chronic and acute conditions 
(Kar, Thakur, Jain,  & Kumar, 2008; WHO, 2006b). 
In high-income countries, these providers are more 
abundant, but are often disproportionately involved 
in specialist care rather than the primary care activ-
ities most germane to prevention of chronic disease 
risk factors, and tend to concentrate in urban areas 
(Bodenheimer & Smith, 2013; Goodyear-Smith & 
Janes, 2008). As a result, local health systems have 
used staff with less formal training to complete tasks 
normally shouldered by these providers, a process 
called task-shifting (Callaghan, Ford,  & Schneider, 
2010; Federspiel et al., 2015; Joshi et al., 2014).

Task-shifting is not a new concept: Non- 
physicians functioned as health officers in nineteenth 
century France, and so-called barefoot doctors pro-
vided widespread medical care to rural China in the 
mid- twentieth century. This work inspired the univer-
sal primary care movement of the late 1970s (Heller, 
1978; Sidel, 1972) and many of the programs that 
grew out of it (Black et al., 2017; Mann, Eble, Frost, 
Premkumar,  & Boone, 2010). However, the concept 
rose to prominence in the mid-2000s as a vehicle for 

the control of HIV/AIDS in lower-income countries, 
when the uncontrolled epidemic vastly outstripped 
the human resources available for its containment 
(“The 3 by 5 Initiative,” n.d.; WHO, 2008b). By 2010, 
a systematic review of task-shifting approaches to the 
control of HIV in Africa found 51 separate studies 
with measurable outcomes (Callaghan et  al., 2010). 
These largely demonstrated that NPHWs can increase 
access to medication and other treatment, at compa-
rable cost-effectiveness to physician care models and 
with no change in quality of care.

Based on these data, delivery programs have 
increasingly used NPHWs for the screening and 
control of chronic diseases, with similar results. For 
example, studies in India and Pakistan have demon-
strated that nonphysician health workers can screen 
for persons at high risk of cardiovascular disease 
with good accuracy, agreeing with physicians in 89% 
of cases (Abegunde et  al., 2007; Joshi et  al., 2012). 
Further work has corroborated this result in South 
Africa, Guatemala, Mexico, and Bangladesh (Gaziano 
et al., 2015; Gaziano et al., 2013), and shown its feasi-
bility for other chronic conditions such as depression 
(Adams, Almond, Ringo, Shangali, & Sikkema, 2012) 
and oral and cervical cancer (Gajalakshmi, Krish-
namurthi, Ananth, & Shanta, 1996; Swai et al., 2005; 
Warnakulasuriya et  al., 1984). For some conditions, 
such as cardiovascular disease, simplified screen-
ing algorithms have facilitated this process, both 
by avoiding blood tests and other often- unavailable 
investigations, and by approximating complex deci-
sion matrices with a few key criteria that NPHWs can 
apply even with incomplete knowledge of medical 
physiology (Fernandez-Alvira et  al., 2017; Gaziano, 
Young, Fitzmaurice, Atwood,  & Gaziano, 2008; 
WHO, 2017a).

NPHWs can also provide treatment for chronic 
conditions using related algorithms. These include 
prescribing medications for conditions including 
hypertension (Kengne, Awah, Fezeu, Sobngwi,  & 
Mbanya, 2009; Ogedegbe et al., 2014; Vedanthan et al., 
2017), diabetes (Kengne et  al., 2009; Labhardt, Balo, 
Ndam, Grimm, & Manga, 2010), and asthma (Kengne 
et al., 2008), as well as counseling for conditions such 
as depression (Chibanda et al., 2011; Patel et al., 2010) 
and tobacco cessation (Siddiqi et  al., 2013). Increas-
ingly, WHO and other international organizations 
have developed algorithms that leverage task-shifting 
(as well as task-sharing, in which doctors aid NPHWs 
in providing care) for cost-effective integrated man-
agement of chronic diseases (WHO, 2004, 2017a). 
In part as a result of these successes, models using 
CHWs and other NPHWs to help patients control 
chronic conditions are now increasingly common in 
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high-income countries as well. One example is City 
Health Works (2017) in New York City.

The optimal role of NPHWs in chronic disease 
care is incompletely understood, and likely depends 
on the context of the local health system. Systematic 
reviews have demonstrated these workers’ efficacy 
(Joshi et  al., 2014; Mutamba, van Ginneken, Pain-
tain, Wandiembe, & Schellenberg, 2013; Khetan et al., 
2017), but also document such barriers as skepticism 
toward permitting NPHWs to prescribe medications, 
lack of sufficient supplies at the NPHW clinic level, 
limited formal NPHW training, and difficulty tracking 
patient records (Joshi et al., 2014). Conversely, health 
systems that provide short, practical NPHW trainings; 
that permit these workers to have sufficient autonomy; 
and that ensure they have reliable supplies for prac-
tice have reported more success (Joshi et  al., 2014). 
NPHWs are an essential tool for chronic disease care, 
but their role must be properly clarified and adapted 
to the context of the local care delivery system, in both 
high-income countries and lower-income countries.

Leveraging or Expanding Programs for 
Other Conditions
Task-shifting and NPHW-led care rose to recent 
prominence during the mid-2000s when the HIV/
AIDS pandemic in LMICs was at its height and med-
ications and human resources were severely inade-
quate to cope with the disease burden imposed by that 
pandemic. In part due to improved clinical outcomes 
in persons living with HIV and AIDS (PLWHA), 
chronic conditions have become more prevalent in 
this population as they age (Kwarisiima et  al., 2016; 
Rabkin, Kruk, & El-Sadr, 2012). Moreover, HIV infec-
tion and treatment are associated with many chronic 
conditions, such as cardiovascular disease, stroke, and 
multiple types of cancer (Narayan et al., 2014). Addi-
tionally, the mechanics of modern HIV/AIDS care—
which now usually involves universal screening, 
lifestyle counseling, and medical treatment for all per-
sons with a positive test—closely resemble validated 
approaches to the control of chronic conditions such 
as hypertension and diabetes (Chamie et al., 2012).

As a result, HIV/AIDS programs in LMICs are 
increasingly leveraging their resources to concurrently 
screen for chronic conditions in both HIV-positive and 
HIV-negative persons using physicians and NPHWs. 
The Sustainable East Africa Research in Community 
Health (SEARCH) study, for example, is a massive 
randomized trial of 300,000 persons in Uganda and 
Kenya aimed at establishing whether screening entire 
communities for HIV/AIDS—and ensuring adequate 
treatment of all PLWHA—can arrest the spread of 

HIV (SEARCH, n.d.). SEARCH has also succeeded 
in screening tens of thousands of people for hyper-
tension and diabetes in the communities, and con-
sistently linked those persons with a positive test to 
follow-up care (Chamie et  al., 2012; Kotwani et  al., 
2014). Other studies have also shown the efficacy of 
this model in other contexts (Janssens et al., 2007) and 
for other conditions such as depression (Adams et al., 
2012). AMPATH’s model, for example, has focused 
on HIV and chronic diseases such as Burkitt’s lym-
phoma since its inception in the 1990s, and now pro-
vides NPHW-led hypertension care (Vedanthan et al., 
2014). Although there are limited examples, recent 
meta-analyses have demonstrated that these programs 
are largely effective (Haldane et al., 2018). Predictors 
of success included the use of multidisciplinary teams 
such as pharmacists and other NPHWs as well as 
engagement with community leaders and members 
(Haldane et al., 2018).

Programs for chronic conditions can also be 
integrated into other existing care structures such as 
programs related to maternal and child health. As 
an example, a study is under way in northern Ghana 
that will leverage the Community-Based Health Plan-
ning and Services (CHPS) program, which has used 
community health nurses to decrease maternal and 
under-5 child mortality through education and refer-
ral, for the screening and treatment of risk factors for 
cardiovascular disease (Phillips, 2016–2018).

Integrating Multiple Chronic Conditions
Achieving control of chronic conditions in resource-
poor settings requires careful parsimony—for exam-
ple, using nonphysicians when doctors are unavailable, 
or using existing health programs rather than build-
ing new ones. Further efficiency is achievable by 
focusing on more than one chronic condition using 
the same cadre of staff and resources. Cardiovascular 
epidemiologic data demonstrate that it is less effective 
to treat persons with each major cardiovascular dis-
ease risk factor separately (such as high blood pres-
sure and smoking) than to calculate the overall risk 
of an individual based on these factors and provide 
integrated care for all such persons (WHO, 2007). 
WHO’s (2017a) HEARTS initiative is aimed at pro-
viding such care, although controversy remains over 
whether it has addressed all elements of heart disease 
care (Kishore, Heller & Vasan, 2018). A predecessor 
of the HEARTS protocol was implemented success-
fully in China and Nigeria (Mendis et al., 2010), and 
studies are under way in Jordan and Uganda, among 
other sites, to implement this approach (Collins et al., 
2017; Sandy Gove, personal communication, 2017). 
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Although models like HEARTS for the integrated 
care of diabetes, hypertension, and other cardiovas-
cular disease risk factors have become more common 
(Chamie et  al., 2012; Coleman, Gill,  & Wilkinson, 
1998; Labhardt et  al., 2010), programs that inte-
grate cardiovascular disease care with care of other 
chronic conditions such as asthma or epilepsy remain 
rare (Kengne et  al., 2008; Labhardt et  al., 2010). In 
high-income countries, where chronic diseases 
already constitute nearly the entire disease burden, 
persons who suffer from multiple concurrent chronic 
conditions often experience poor health outcomes 
and struggle to access consistent preventive care. In 
addition to CHW-led models, new research aims to 
build primary care systems focused on more effective 
management.

Characteristics of Effective Systems of  
Care for Chronic Diseases
Health care for patients with chronic conditions 
requires a fundamental change in perspective from 
the familiar acute care model. The magnitude of this 
challenge is eased somewhat by the fact that chronic 
conditions share many common features. Whereas 
biomedical management changes depending on the 
unique features of the specific disease, the general 
components of care organization and delivery for 
patients with chronic conditions are essentially the 
same. These components include a well-defined care 
plan, patient self-management, scheduled follow-up 
appointments, monitoring of outcome and adherence, 
and stepwise treatment protocols. Collectively, these 
approaches represent a significant shift in healthcare 
practices. The differences between typical current and 
desired future approaches are described in the follow-
ing subsections.

Patient-Centered Care
Patient-centered care recognizes the patient as a per-
son; fully informs patients about the risks and bene-
fits of treatment options; tailors decision making in 
response to individual patients’ values, needs, and 
expressed preferences; shares power and responsibility 
among patients and providers; and develops patients’ 
abilities to participate in their care. Across its multiple 
meanings, research shows that patient- centered care 
is crucial for obtaining good outcomes for chronic 
conditions.

Several experiences within LMICs have demon-
strated the utility of patient-centered care across 
diverse cultures and resource contexts. WHO’s 

Integrated Management of Adult Illness (IMAI) gen-
eral principles of chronic care, for example, focus on 
equipping first-level healthcare workers to provide 
patient-centered health care. Specifically, the guide-
lines and related training materials prepare such 
workers to solicit patients’ concerns and preferences, 
work in collaboration with patients to decide specific 
goals and treatment plans, and support patients in 
their daily efforts regarding prevention, medication 
adherence, and self-management.

Early results indicate that this approach is under-
standable and usable by first-level health workers. To 
date, physicians, nurses, and lay providers have been 
trained in this approach in Burkina Faso, Burundi, 
Ethiopia, Sudan, and Uganda. In Shanghai, China, a 
community-based chronic disease self-management 
program was shown to improve health status and 
reduce hospitalizations among patients with hyper-
tension, heart disease, chronic lung disease, arthri-
tis, stroke, and diabetes. Participants learned to take 
responsibility for the day-to-day management of 
their disease and the physical and emotional prob-
lems caused by their disease. The program was led 
by lay people with chronic conditions, who followed 
a detailed leader’s manual throughout the program 
(Fu et al., 2003).

Emphasis on Primary Health Care
In LMICs, patients with chronic conditions pres-
ent and need to be managed mainly at the primary 
healthcare level. This represents a departure from the 
approach used in healthcare systems that are driven 
by tertiary-care, specialty settings. Oman has success-
fully made the shift to a decentralized primary health-
care system, with health programs and activities in 
this country now being coordinated with the regional 
health services via referrals and linkages (WHO, 
2002a). Similarly, the health policy of the Islamic 
Republic of Iran is based on primary health care, with 
particular emphasis on the expansion of health net-
works and programs in rural areas.

Population-Based Care
Health care for chronic conditions is most effec-
tive when policies, plans, and practices prioritize the 
health of a defined population rather than the single 
unit of a patient seeking care. A population focus 
implies that healthcare systems assess and monitor 
the health of communities, emphasize prevention and 
promote healthy behavior, assure universal access to 
appropriate and cost-effective services, and contribute 
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to the evidence base for effective treatments and sys-
tems of care.

Cuba’s family doctor program is a notable appli-
cation of population-based care. Each family doc-
tor is responsible for the general health of the entire 
population in a small, defined area. Physicians are 
expected to provide preventive, maternal, and cura-
tive services to children and adults, and to monitor 
all patients with chronic conditions. They live in the 
communities that they serve, often residing in the 
same apartment block as their patients. In addition 
to engaging in medical consultations, Cuba’s fam-
ily doctors play an active role in promoting health 
among the communities they serve. They provide 
informal advice and counseling to community 
members, and they run regular prevention and self- 
management groups concerning a range of issues. 
They are also expected to set a positive example for 
their patients in the conduct of their day-to-day lives 
(Warman, 2001).

Proactive Care
Proactive care anticipates patients’ needs rather 
than relying on a patient-initiated, often acute 
care–focused interaction. In rural South Africa, a 

proactive noncommunicable disease management 
program for hypertension, diabetes, asthma, and 
epilepsy was established within primary health care. 
This program emphasized planned care: Clinic-held 
treatment cards and registries were introduced, and 
diagnostic and management protocols were fol-
lowed, which included regular, planned  follow-up 
with a clinic nurse. Using this proactive care 
approach, nurses were able to achieve good disease 
control among most of the patient population—68% 
of patients with hypertension, 82% of those with dia-
betes, and 84% of those with asthma (Coleman et al., 
1998).

A Model of Care: Innovative Care for 
Chronic Conditions
The WHO has developed a model based on these 
approaches. The Innovative Care for Chronic Condi-
tions (ICCC) framework provides a roadmap for deci-
sion makers who want to improve their health system’s 
capacity to manage chronic conditions (WHO, 2002b) 
(FIGURE  8-5). This framework is composed of funda-
mental components within the levels of patient inter-
actions, organization of health care, community, and 

FIGURE 8-5 The World Health Organization’s Innovative Care for Chronic Conditions framework.
Reprinted from World Health Organization (WHO). (2002). Innovative care for chronic conditions: Building blocks for action. Retrieved from http://www.who.int/chp/knowledge/publications/icccglobalreport.pdf
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policy. These components are described as building 
blocks that can be used to help decision makers pro-
gressively create or redesign a healthcare system to 
expand its capacity to manage long-term health prob-
lems. Although the framework does not prescribe 
specific changes that must be tailored to unique needs 
and resources, it highlights the need for comprehen-
sive system design or change in the requirements for 
effective care. 

Barr et  al. (2003) have also proposed an 
expanded chronic care model (FIGURE  8-6) that 
emphasizes the inclusion of elements of the popu-
lation health promotion field so that broad-based 
prevention efforts, recognition of the social deter-
minants of health, and enhanced community par-
ticipation can all be part of the work of health 
system teams as they address the prevention and 
control of chronic diseases. TABLE 8-18 compares the 
components of the expanded chronic care model 
with those of the chronic care model developed by 
Wagner and colleagues (1996).  

Comprehensive Care Applied to  
Clinical Prevention
The preponderance of evidence suggests that effec-
tive healthcare strategies for reducing risk do exist, 
but tend to be weakly implemented (Coffield et  al., 
2001). Many professional competencies for deliver-
ing effective clinical prevention are outside the scope 
and culture of clinical medicine, so healthcare pro-
fessionals frequently have little or no training in the 
skills required to improve care (Glasgow, Orleans, & 
 Wagner, 2001).

Many opportunities for better integration of the 
treatment of chronic diseases and the prevention of 
risk factor behaviors remain largely untapped. For 
example, stronger support for smoking cessation 
among patients with TB would save lives in the long 
term, and smoking cessation among patients with 
congenital heart disease is the single most effective 
intervention for reducing mortality in these patients 
who smoke. As demonstrated by the 36% reduc-
tion in the relative risk of mortality among patients 
with congenital heart disease who quit tobacco use, 
smoking is at least as important as other secondary 
prevention measures such as use of statins (a 29% 
reduction), aspirin (15%), beta blockers (23%), or 
angiotensin- converting enzyme (ACE) inhibitors 
(23%) ( Critchley & Capewell, 2003). Smoking cessa-
tion is also a priority for people with mental disorders. 
In one of the major studies on comorbidity between 
tobacco use and depression, researchers found that 
people with mental disorders are almost twice as 
likely to smoke as individuals without such disorders. 
Further, they found that people with a mental disor-
der had consumed 44.3% of all cigarettes smoked by a 
nationally representative sample in the previous days 
(Lasser et al., 2000).

Another challenge is that effective clinical 
prevention services must extend beyond the mere 
provision of information to patients. The era of 
exhortation by healthcare professionals to “eat bet-
ter” or “drop some weight” is long past: Modern, 
evidence-based interventions emphasize shared 
decision making and collaborative goal setting 
among providers and patients (Serdula, Khan,  & 
Dietz, 2003). The clearer and more personalized 

FIGURE 8-6 The expanded chronic care model.
Reproduced with permission from Barr, V. J., Robinson, S., Marin-Link, B., Underhill, L., Dotts, A., Ravensdale, D. et al. (2003). The expanded Chronic Care Model: An integration of concepts and strategies from population health promotion and the Chronic Care Model. 
Hospital Quarterly, 7, 73–82.
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TABLE 8-18 Comparison of the Chronic Care Model with the Expanded Chronic Care Model

Components of the Chronic  
Care Model

Components of the Expanded  
Chronic Care Model Examples

Health 
system—
organization 
of health care

Program planning 
that includes 
measurable goals 
for better care of 
chronic illness

Self-
management 
support

Emphasis on the 
importance of the 
central role that 
patients have in 
managing their 
own care

Self-
management/
develop 
personal skills

Enhancing skills and 
capacities for personal 
health and wellness

 ■ Smoking prevention and 
cessation programs

 ■ Seniors’ walking programs

Decision 
support

Integration of 
evidence-based 
guidelines into daily 
clinical practice

Decision 
support

Integration of strategies 
for facilitating the 
community’s abilities to 
stay healthy

 ■ Development of health 
promotion and prevention 
“best practice” guidelines

Delivery 
system design

Focus on 
teamwork and an 
expanded scope of 
practice to support 
chronic care

Delivery system 
design/reorient 
health services

Expansion of mandate to 
support individuals and 
communities in a more 
holistic way

 ■ Advocacy on behalf of 
(and with) vulnerable 
populations

Clinical 
information 
systems

Developing 
information 
systems based 
on patient 
populations to 
provide relevant 
client data

Information 
system

Creation of broadly based 
information systems to 
include community data 
beyond the healthcare 
system

 ■ Emphasis in quality 
improvement on health and 
quality of life outcomes, not 
just clinical outcomes

 ■ Use of broad community 
needs assessments that 
take into account:
 • Poverty rates
 • Availability of public 

transportation
 • Violent crime rate

Community 
resources and 
policies

Developing 
partnerships 
with community 
organizations that 
support and meet 
patients’ needs

Build healthy 
public policy

Create 
supportive 
environments

Strengthen 
community 
action

Development and 
implementation of policies 
designed to improve 
population health

Generating living and 
employing conditions 
that are safe, stimulating, 
satisfying, and enjoyable

Working with 
community groups to 
set priorities and achieve 
goals that enhance the 
health of the community

 ■ Advocating for/developing:
 • Smoking bylaws
 • Walking trails
 • Reductions in the price 

of whole-wheat flour
 • Maintaining older 

people in their homes 
for as long as possible

 • Work toward the 
development of well-lit 
streets and bicycle paths

 • Supporting the 
community in 
addressing the need for 
safe affordable housing

Reproduced with permission from Barr, V. J., Robinson, S., Marin-Link, B., Underhill, L., Dotts, A., Ravensdale, D. et al. (2003). The expanded Chronic Care Model: An integration of concepts and strategies from population health promotion and the Chronic Care Model. 
Hospital Quarterly, 7, 73–82.
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the goal, the better (Estabrooks, Glasgow,  & 
 Dzewaltowski, 2003). Skill building to overcome 
barriers, self-monitoring, personalized feedback, 
and systematic links to community resources such 
as peer support groups are other important elements 
for success (Steptoe et  al., 2003). Many healthcare 
settings deliver these kinds of interventions in 
group formats, which enhances the efficiency of 
healthcare professionals and provides the added 
element of social support (Noel & Pugh, 2002).

Comprehensive Care Applied to 
Adherence
The ICCC framework recognizes the importance 
of treatment adherence as a primary determinant 
of the effectiveness of treatment. Good adherence 
confers both health and economic benefits. Adher-
ence has been associated with improved blood pres-
sure control (Luscher, Vetter, Sigenthaler, & Vetter, 
1985) and lessened complications of hypertension 
(Morisky et  al., 1983; Psaty, Koepsell, Wagner, Lo 
Gerfo, & Inui, 1990). Despite the clear importance 
of treatment adherence, a number of rigorous 
reviews have found that in high-income countries, 
adherence among patients with chronic diseases 
averages only 50%; it is even lower in LMICs. In 
Gambia, China, and the United States, for example, 
only 27%, 43%, and 51%, respectively, of patients 
adhere to their medication regimen for high blood 
pressure. Similar patterns have been reported for 
other conditions, such as depression (range of 40% 
to 70%), asthma (43% for acute treatments and 28% 
for maintenance), and HIV/AIDS (range of 37% to 
83%) (WHO, 2003a).

Adherence is a complex behavioral process that 
is influenced by five interacting dimensions: social 
and economic factors, healthcare system factors, 
condition-related factors, therapy-related factors, 
and patient-related factors. Because each dimension 
plays an important role in determining adherence 
rates (WHO, 2003a), all of them should be considered 
when designing interventions to improve outcomes. 
The most effective interventions have been shown to 
be multilevel, targeting more than one factor with 
more than one intervention (Dickinson, Wilkie,  & 
Harris, 1999).

Contemporary perspectives have pointed out 
the importance of conceptualizing adherence as the 
active, voluntary involvement of the patient in the 
management of his or her disease, including a mutu-
ally agreed-upon course of treatment and sharing of 
responsibility between the patient and healthcare pro-
viders (Flood & Chiang, 2001). According to these 

perspectives, adherence is an active, responsible, and 
flexible process of self-management, in which the per-
son strives to achieve good health by working in close 
collaboration with healthcare staff instead of simply 
following rigidly prescribed rules.

Summary of Effective Health Care
Reviews of interventions to improve health care for 
chronic conditions have demonstrated the importance 
of using multifaceted approaches as opposed to “magic 
bullet” or “single lever” interventions (TABLE  8-19) 
(Grimshaw et al., 2001; Renders et al., 2002; Wagner 
et  al., 2001). Models of integrated, coordinated care, 
such as the ICCC framework, capture this complexity 
in an organized way. 

Several key concepts have emerged from research 
within this area. First, it is necessary to work across 
multiple levels in a coordinated fashion to effect 
meaningful change in health care for chronic dis-
eases. Second, organized systems of care—not just 
individual healthcare workers—are essential in pro-
ducing positive outcomes for chronic disease. Third, 
it is crucial to work across the disease continuum in a 
comprehensive way. Comprehensive care for chronic 
conditions must span the full range of phases from 
clinical prevention, to treatment, to rehabilitation, to 
palliation (see EXHIBIT 8-11). 

Healthcare Access and Quality
WHO has introduced a range of tools to support the 
management of chronic diseases that aim to impact 
healthcare access and quality. These have included the 
Package of Essential Medicines and Technologies for 
Non-Communicable Disease Interventions (PEN) 
and the HEARTS protocol, whose initial emphasis 
is on cardiovascular health. The HEARTS protocol 
includes the following elements:

H: healthy lifestyle

E: evidence-based treatment protocols

A: access to essential medicines and technologies

R: risk-based management

T: task-shifting and team-based care

S: systems for monitoring (WHO & CDC, 2017)

These guidelines, toolkits, and roadmaps are 
being co-developed for use at four levels: community, 
facility, district, and national, and are meant to guide 
decision making in the face of a paucity of domestic 
financing.

A growing body of work on implementation sci-
ence in the public and private sectors has emerged to 
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TABLE 8-19 Stepwise Policy and Program Targets for National Prevention and Control of Chronic Diseases

Resource 
Level

Population Approaches
Individual High-Risk 
ApproachesNational Level Community Level

Step 1: 
Core

The WHO Framework Convention 
on Tobacco Control (FCTC) is 
ratified in every country.

Tobacco control legislation 
consistent with the elements of 
the FCTC is enacted and enforced.

A national nutrition and 
physical activity policy consistent 
with the global strategy is 
developed and endorsed at the 
cabinet level, including laws.

Health impact assessment of 
public policy is carried out; priority 
areas include transport, urban 
planning, taxation, trade, and 
agriculture.

Local infrastructure plans 
include the provisions for and 
maintenance of accessible and 
safe sites for physical activity 
(e.g., parks and pedestrian-
only areas).

Health-promoting 
community projects include 
participatory actions to cope 
with the environmental factors 
that increase individuals’ risk of 
chronic diseases—inactivity, 
unhealthy diet, and tobacco 
and alcohol use.

Active health promotion 
programs focusing on chronic 
diseases are implemented in 
different settings (e.g., villages, 
schools, workplaces) and 
explicitly aim to reach poor 
communities.

Context-specific guidelines 
for chronic disease prevention 
and control have been 
adopted and are used at all 
healthcare levels.

A sustainable, accessible, 
and affordable supply of 
appropriate medication is 
assured for priority chronic 
diseases.

A system exists for the 
consistent, high-quality 
application of clinical 
guidelines and for the clinical 
audit of services offered.

A proactive follow-up 
system for patients with 
diabetes and hypertension is 
in operation.

Step 2: 
Expanded

Tobacco legislation provides for 
incremental increases in taxes on 
tobacco, and a proportion of the 
revenue is earmarked for health 
promotion.

Food standards legislation is 
enacted and enforced; it includes 
nutrition labeling.

Sustained, well-designed, 
national programs (counter 
advertising) are in place to 
promote nonsmoking lifestyles, 
consumption of fruits and 
vegetables, and physical activity.

Country standards are 
established that regulate marketing 
of unhealthy food to children.

Sustained, well-designed 
programs are in place to 
promote tobacco-free lifestyles 
(e.g., smoke-free public places, 
smoke-free sports).

Healthy diets (e.g., low-
cost, low-fat foods; fresh fruit 
and vegetables).

Physical activity (e.g., 
“movement”) in different 
domains (occupational and 
leisure).

Systems are in place for 
selective and targeted 
prevention aimed at high-
risk populations, based on 
absolute levels of risk.

Publicly financed “quit-line” 
for smokers; weight control 
line.

Step 3: 
Optimal

Policies shown to work for chronic 
disease prevention and control are 
implemented.

There is policy coherence 
between agricultural systems and 
chronic diseases.

Country standards are 
established that regulate marketing 
of unhealthy food to children.

Recreational and fitness 
centers are available for 
community use.

Opportunistic screening, case-
finding, and management 
programs are implemented.

Self-management groups 
are fostered for tobacco 
cessation and overweight 
reduction.

Appropriate diagnostic and 
therapeutic interventions are 
implemented.

Modified from World Health Organization (WHO). (2003). World health report, 2003. Retrieved from http://apps.who.int/iris/bitstream/10665/42789/1/9241562439.pdf
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champion appropriate models. For example, The Lan-
cet’s Commission on NCDs and Injuries provides tools 
for national ministries to execute better care on chronic 
diseases (The Lancet NCDI Poverty Commission, 
2017). Moreover, while antiretroviral drugs (ARVs) for 
HIV/AIDS can cost $3,500 or more annually, access to 
low-cost, first-line treatments for hypertension such as 
thiazides could be achieved for less than $20 per person 
(Partners in Health, Bukhman, & Kidder, 2013).

A Model of Care: Innovative Care for 
Chronic Conditions
New models exist on how to best tackle chronic con-
ditions in resource-poor communities. As an exam-
ple, AMPATH in Eldoret, Kenya, has pioneered 
an innovative model for caring for patients with 
chronic illnesses (FIGURE  8-7). This model is based 
on the HIV model that is shifting toward population 
health, to include income, food security, clinical care 
delivery for chronic diseases, as well as community 

partnerships and social networks that are durable and 
long-lasting.

 This shift toward population health is being mir-
rored by other academic initiatives such as global 
health partnerships amplified by the research outputs 
of the Fogarty Institute for Innovation and other global 
health institutes across the globe. A key emphasis of this 
model is team-based care and task-shifting to ensure 
that nurse- and community health worker-driven 
models are scaled appropriately, including in rural set-
tings. Adherence and linkage to care are hallmarks of 
the approach. These models are patient centered, pop-
ulation based, data driven, and proactive (rather than 
reactive).

Cost-Effectiveness
Chronic disease interventions, including medications, 
often have low costs and no patent protection. Many of 
these interventions are also listed on WHO’s Essen-
tial Medicines List, which guides national purchasing, 

EXHIBIT 8-11 Case Study: Hypertension

Two of us (DJH and SPK) have argued that an approach to medication access used for HIV/AIDS mobilization should be 
leveraged for hypertension, the leading risk for cardiovascular disease (Heller & Kishore, 2017). Leveraging lessons learned 
from HIV/AIDS and infectious disease programs, we believe it is crucial to focus on the gap—and outline steps to close it.

Antihypertensive medicines, called thiazides, can close the treatment gap for less than $20 per person per year. 
Over a decade, they could save almost 5 million lives worldwide, at a cost under $9 billion per year: significantly 
less than the estimates that galvanized the global HIV community 15 years ago. Thiazides are the initial medication 
of choice for blood pressure control in nearly all settings. Although developed in 1958, they remain a drug of 
first resort, according to the International Society for Hypertension (ISH), European Society for Cardiology, and 
others (James et al., 2014; Mancia et al., 2013; WHO, 2007). They are also generic, costing a dollar or less per year 
in developing countries (Partners in Health, Bukhman, & Kidder, 2011). Although they require annual blood tests 
and doctor visits to screen for (rare) changes in kidney function, groups such as Partners in Health (2011) have 
treated patients with hydrochlorothiazide for $4–13 per year in settings like Rwanda.

As in the early days of HIV control, conventional wisdom holds that universal hypertension treatment 
is prohibitively expensive. In 2007, WHO and ISH published guidelines arguing that only high-risk persons 
should receive antihypertensive medications, because “treatment of [hypertensive] patients with very 
low cardiovascular disease risk may be cost-effective only if inexpensive antihypertensive drugs are used” 
(WHO, 2007). Subsequent studies concurred (Gaziano, 2008; Ilesanmi, Ige,  & Adebiyi, 2012), with one case 
finding many patients spent 10% or more of their annual income on antihypertensive medications (Ilesanmi 
et al., 2012) Yet recent data suggest universal treatment is now cost-effective and a better value than HIV/
AIDS treatment at the dawn of the Global Fund and PEPFAR. Partners in Health (2011) pays $0.3 cents per 
thiazide tablet in Rwanda or $1.03 per patient-year of treatment. Patients requiring further treatment receive 
amlodipine, whose annual cost is $4.69. Each patient also receives one to two clinic visits per year at $3 each, 
as well as laboratory tests costing $0.17 per check. Conservatively, assuming that all patients require two 
medications, clinic visits, and laboratory tests per year, these results correspond to a per-patient annual cost 
of $12.90. Mills et al. (2016) report that about 32% of all adults in LMICs have hypertension—approximately 
1.039 billion people. Some 11.6% have chronic kidney disease, according to a recent systematic analysis (Mills 
et al., 2015), or other severe hypertension (9.1% in Partners in Health’s cohort) requiring treatment beyond 
thiazides and amlodipine (Partners in Health, 2011). Of the remaining 830 million, 29% are currently treated 
(Mills et al., 2016), leaving 589 million persons in need of treatment worldwide.

Reproduced from Heller D. J., Kishore S. P. (2017). Closing the blood pressure gap: An affordable proposal to save lives worldwide. BMJ Global Health 2:e000429, with permission from BMJ Publishing Group Ltd.
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procurement, and distribution at districts and facili-
ties. With the exception of oncologic products (e.g., 
trastazumab for HER2-positive breast cancers), these 
tools are cost-effective per established WHO standard 
(cost ÷ DALY is less than 3 times the gross national 
income per capita).

One fast-growing movement is coalescing around 
the use of a multidrug regimen in a single fixed-dose 
combination—known as the polypill—for use for 
cardiovascular disease. This tool could be rapidly 
deployed for primary and secondary prevention to 
promote adherence and deliver clinical results across 
meaningful population sizes at low cost.

Reorientation of Health Services to 
Address Chronic Disease
Many lives continue to be lost prematurely because of 
inadequate treatment and long-term management of 
chronic diseases, even though simple and inexpensive 
approaches to address these diseases exist. Even in 
high-income countries, the full potential of these inter-
ventions is not realized. The situation in both poorer 
countries and poor communities within rich countries 
is even less satisfactory. In most countries, effective 
means of preventing, treating, and providing palliative 
care for cancer exist, but are not broadly implemented. 
There are many opportunities for coordinated risk 
reduction, care, and long-term management of chronic 
disease. For example, smoking cessation is a priority 
for all patients who smoke; dietary and physical activ-
ity information and skill building should be provided 
to most patients in virtually all healthcare settings. 

Unfortunately, few efforts have been made to explicitly 
target poor communities with such interventions.

Considerable progress has been made in improv-
ing access to, and reducing the prices of, antiretroviral 
agents for HIV/AIDS, drugs to treat TB, and several 
vaccines. Similar progress has yet to be made for essen-
tial drugs that are required to improve survival for 
treatable cancers, diabetes, and cardiovascular disease. 
A patient with heart disease in a poor nation has the 
same right to effective drug treatment as a patient with 
malaria, tuberculosis, or HIV/AIDS. NGOs have yet to 
advocate as effectively for better access to chronic dis-
ease treatment as they have for selected infectious dis-
eases, despite the huge savings in lives and suffering that 
would result from broader access to such health care.

Continued strengthening of certain aspects of 
infectious disease control, particularly those related 
to chronic infectious diseases such as TB and HIV/
AIDS, will in turn benefit the control of cardiovascu-
lar disease, diabetes, and cancer. The same transfor-
mation of healthcare systems is required to address 
prevention and long-term disease management for 
both infectious and noninfectious chronic diseases. 
In sub-Saharan African countries, an opportunity 
exists to ensure that the new platforms for health ser-
vices delivery that are being built to expand access to 
treatment for HIV/AIDS also address noninfectious 
chronic diseases. The marginal increased invest-
ments required to provide this more comprehensive 
infrastructure would, in all likelihood, yield substan-
tial gains for public health among poor communities 
whose members already suffer from cardiovascular 
disease, diabetes, and cancer.

FIGURE 8-7 AMPATH’s framework for population health.
The Root Learning Map® visual was created by Root Inc and provided courtesy of AMPATH.
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 ▸ Summary
It is often stated that “An ounce of prevention is worth 
a pound of cure.” Yet too often, treatment is valued 
over prevention. This emphasis is maintained despite 
evidence suggesting the cost-effectiveness of preven-
tion interventions compared to treatments for chronic 
diseases. One major driving factor underlying this 
phenomenon is the time value of prevention versus 
treatment. Prevention saves statistical figures in the 
future, yet treatment saves real people today. In too 
many instances, this factor leads to treatment being 
prioritized over prevention.

This chapter has presented the urgent case for act-
ing on chronic diseases today and not tomorrow. It 
defined and outlined the global prevalence of chronic 
diseases, their health and economic impact, and their 
four key risk factors; described stakeholder efforts 
to date in chronic disease prevention; and proposed 
stakeholder actions that can further control the rising 
prevalence of chronic diseases. To fully realize these 
objectives and to place these actions and activities in 
context, FIGURE 8-8 presents a graphic of major mile-
stones in chronic disease prevention. It includes future 
predictions related to chronic diseases through the 
year 2030, when the United Nations measures prog-
ress against the SDGs. 

To assist students planning careers related to 
chronic diseases, we have also developed a roadmap 
on potential future developments in health. This road-
map (EXHIBIT  8-12) lists multiple often-uncharted 
paths for action and advocacy against chronic condi-
tions in the context of the SDGs. 

Discussion Questions
1. What are the leading risk factors that contribute 

to death and disability globally? How do these 
risk factors compare between LMICs versus 
high-income countries?

2. Given current trends in risk factors, what are 
likely to be the major causes of death and dis-
ability in LMICs versus high-income countries 
over the next decade?

3. Which policies and actions taken at national 
and international levels could influence trends 
in chronic disease and their associated risk fac-
tors? Which indicators might facilitate their 
implementation?

4. Describe how globalization could be positively 
harnessed for chronic disease prevention. In 
doing so, consider how public–private part-
nerships involving major multinational cor-
porations could play a more effective role in 
promoting health.
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EXHIBIT 8-12 Future Roadmap for Health

To encourage interest in chronic diseases and to offer 
ideas on emerging trends, this list summarizes predictions 
about global trends related to health and well-being. 
It serves to inform actions to advance the Sustainable 
Development Goals (SDGs) and advocate for chronic 
disease prevention in coming decades.

 ■ Demographic changes: Life expectancy now 
exceeds 70 years in many countries; rural workers 
are moving to cities to search for economic 
opportunities; and climate and political instability 
drives migration toward safer lands. These are 
intensifying pressures to develop healthy and 
vibrant communities.

 ■ Epidemiology structures: Declines in 
undernutrition and maternal deaths have been 
complemented by rises in overweight/obesity and 
poor mental health. Infectious disease agents—
most recently Ebola and Zika—will continue to 
threaten the resiliency of global populations. 
Strategies that encourage positive, individual 
behavioral change, and that prevent infectious 
disease outbreaks, will be critical to creating 
healthy populations and ensuring the sustainability 
of healthcare systems.

 ■ Health inequalities: Health inequalities and 
inequities between different social groups are 

widening in many countries. Individuals’ risk of poor 
health increases with declines in their socioeconomic 
position. Obesity rates, for example, are expected 
to rise in coming decades, especially among more 
disadvantaged groups.

 ■ Affordable health services: Government austerity 
and rising healthcare costs threaten the sustainability 
of health systems. This has led to increased demand 
for affordable health services. Provisions for universal 
health coverage, investments into personalized 
treatments, and workplace health programs can 
reduce healthcare costs by governments and 
employers.

 ■ Digital technologies: Rapid advances in 
technology are enabling individuals to quantify their 
health status, and can improve the well-being of 
disparate populations. These technologies empower 
individuals to better prevent, control, and treat 
disease, though associated privacy and security 
concerns must be proactively addressed to ensure 
their uptake among all populations.

 ■ Media and their consumers: Media, including 
social media, serve to spark action and investment 
by documenting events with relevance to health, 
making consumers increasingly more vocal in their 
demands for creating healthier societies.
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CHAPTER 9

Unintentional Injuries and 
Violence
Margaret Peden, Berit Kieselbach, Alexander Butchart, and Adnan A. Hyder

 ▸ Introduction

Injuries are no “accident” and violence does not “just 
happen.” Recognition that a scientific approach to 
the prevention and control of injuries and violence 

can be effective has significantly raised these condi-
tions’ profile on the public health agenda. Twenty- 
plus years ago, injuries and violence hardly merited 
 mention in the curricula of most schools of public 
health, whereas today their prevention and control is 
an integral part of a well-balanced training program 
in public health in most high-income countries and in 
increasing numbers of low- and middle-income coun-
tries (LMICs).

Injuries have traditionally been defined as physi-
cal damage to a person caused by an acute transfer of 
energy (mechanical, thermal, electrical, chemical, or 
radiation energy) or by the sudden absence of heat or 
oxygen. It is now recognized, however, that this defi-
nition is too narrow, but rather should be broadened 
to include impacts that result in psychological harm, 
maldevelopment, or deprivation (Krug, Dahlberg, 
Mercy, Zwi, & Lozano, 2002).

Injuries can be grouped in various ways, but 
most commonly are categorized with reference to 
the presumed underlying intent—that is, as inju-
ries of unintentional, intentional, and undetermined 

intent. Unintentional injuries are those where there 
is no evidence of predetermined intent—sometimes 
referred to as “accidents”—which erroneously gives 
the impression they are not amenable to prevention. 
They include injuries sustained as a result of road traf-
fic crashes, poisonings, falls, burns, and drowning, as 
well as occupational and sports injuries.

Intentional injuries result from violence, defined 
as “the intentional use of physical force or power, 
threatened or actual, against oneself, another person, 
or against a group or community, that either results in 
or has a high likelihood of resulting in injury, death, 
psychological harm, maldevelopment or depriva-
tion” (Krug et al., 2002). In addition to intentional 
injuries, victims of violence are at increased risk of 
a wide range of psychological and behavioral prob-
lems, including depression, alcohol abuse, smoking, 
anxiety, and suicidal behavior, as well as reproductive 
health problems such as unwanted pregnancy, sex-
ually transmitted diseases, and sexual dysfunction 
(Krug et al., 2002). Violence can be categorized as 
self- directed violence (violence that a person inflicts 
upon himself or herself), interpersonal violence 
(violence inflicted by another individual or a small 
group of individuals), or collective violence (violence 
inflicted by larger groups such as states, organized 
political groups, religious groups, militia groups, 
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and terrorist organizations). Self-directed violence 
includes completed suicides, attempted suicides, 
suicidal ideation, suicidal behaviors, and self-harm. 
Interpersonal violence includes child maltreatment, 
intimate- partner violence, and elder abuse—all forms 
that occur largely between family members—as well 
as youth violence and sexual violence, which occur 
largely in the community between people who are 
unrelated and may or may not be acquainted. Collec-
tive violence can be subdivided into social, political, 
and economic violence.

It is not always clear whether an injury has 
occurred from violence or an unintended cause. In 
such cases, the injury is classified as being of undeter-
mined intent, although for legal or social reasons, it 
may well be classified as an unintentional injury.

This chapter considers unintentional injuries 
and violence, including issues related to a number of 
cause-specific injuries. The latter include those injuries 
that are routinely analyzed and for which statistics are 
published by the World Health Organization (WHO); 
individually, these injuries account for the greatest 
injury burden in terms of mortality and disability- 
adjusted life-years (DALYs). They include road traf-
fic injuries, poisonings, falls, burns, and drowning, 
as well as self-directed violence, interpersonal vio-
lence (including child maltreatment, youth violence, 
intimate-partner violence, sexual violence, and elder 
abuse), and collective violence, including war.

The first section provides an overview of the 
global burden of injuries and violence. It includes 
 discussion of data sources and the challenges of 
obtaining accurate data on these types of events, espe-
cially in LMICs. The next section outlines known and 
potential risk factors for unintentional injuries and 
violence. Included here is information on the extent 
to which knowledge about risk factors in one setting 
can be applied to other settings, and especially the 
extent to which knowledge about risk factors can be 
transferred from high- income settings to low- and 
 middle-income settings.

Current evidence about effective interventions 
to prevent and control injuries and violence is then 
summarized. Again, the extent to which evidence 
of effectiveness from high-income countries can be 
extrapolated to LMICs is considered.

The last section considers the opportunities and 
challenges that exist in advancing the injury and vio-
lence prevention agenda. Issues addressed include the 
ongoing need for advocacy for prevention, the essen-
tial role of research, the significance of a workforce 

1 http://www.who.int/gho/mortality_burden_disease/causes_death/en/

trained to deal with these issues, and the role of 
national and international organizations in promoting 
the injury and violence prevention agenda, including 
international societies.

 ▸ The Global Burden of 
Unintentional Injuries  
and Violence

Data Sources
Data on unintentional injuries and violence may be 
obtained from sources both within and outside the 
health sector. Health sector data sources include 
the usual data sources for other health conditions, 
such as health information systems, vital registra-
tion systems, and hospital discharge data, in addi-
tion to sources that are more specific to injuries and 
violence, such as ambulance data and trauma regis-
tries. Sources outside the health sector cover a wide 
spectrum of resources, depending on the type and 
nature of the injuries or violence. Commonly used 
non-health- sector data sources include police data, 
transport-sector data, legal records, and insurance 
company claims. Innovative data sources for injuries 
have also been used, such as newspapers and con-
sumer reports. For both unintentional injuries and 
violence, population-based surveys are an essential 
complement to service-based sources of information, 
especially in settings where access to services such as 
health care and the police is limited, and where vic-
tims may be reluctant or unable to seek help, such as 
in cases of child maltreatment, intimate- partner vio-
lence, and elder abuse. This diversity of data sources 
makes the field of injuries and violence both unique 
and challenging—unique, in terms of the intersec-
toral nature of the information, and challenging, 
because the biases and nature of data from each 
source need to be understood.

Comprehensive global data on unintentional 
injuries and violence are available from the WHO 
as part of that organization’s Global Health Esti-
mates (GHE).1 Attempts to obtain consistent and 
internationally comparable data have been made by 
WHO since 1990. WHO data do have some limita-
tions: Notably, the information relies on death cer-
tificate data submitted to WHO from governments 
around the world. Also, in specific instances, it may 
not cover the entire country or might be incomplete; 
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for example, some countries do not classify all sub-
categories of unintentional injuries and violence. In 
addition, data on burns include only fire burns (and 
not scalds), while data on drownings do not include 
drownings due to floods. Nevertheless, its aggrega-
tion of all unintentional injuries and violence into 
one unified system of information makes the WHO 
database most useful for public health purposes, as it 
is also publicly available.

The Global Burden of Disease (GBD) database 
from the Institute for Health Metrics and Evaluation 
is another valuable source of data. These data are 
collected by a consortium of researchers from more 
than 130 countries on premature death and disability 
from more than 300 diseases and injuries. The data are 
updated regularly, and each update revises all previous 
estimates for all years (GBD 2015 DALYs and HALE 
Collaborators, 2016).

For specific types of injury, alternative data 
sources are available, and they frequently provide 
estimates that differ from those provided by WHO. 
The most comprehensive global road safety database 
is regularly compiled by WHO into a series of global 
status reports on road safety with its associated data-
base published in the Global Health Observatory.2 
Examples of regional databases include the Interna-
tional Road and Traffic Accident Database, which 
collates data from 32 Organisation for Economic Co- 
operation and Development (OECD) member coun-
tries, and OISEVI, which collates data from 20 Latin 
American countries.3 The road traffic death estimates 
from various databases may vary depending on the 
source of data—for example, vital registration (death 
certificates) versus police report forms, or whether 
these data are reported, adjusted, or estimated

WHO regularly compiles data on homicide, prev-
alence of child maltreatment, and intimate-partner 
and sexual violence in the Global Health Observatory 
(GHO),4 which is a gateway to health-related statistics 
providing data and analyses on a set of global health 
priorities.

Comprehensive data on national efforts to address 
interpersonal violence, including the existence of 
national surveys, policies, laws, prevention programs, 
and services for victims of violence, are regularly pub-
lished in WHO’s Global Status Reports (Butchart & 
Mikton, 2014).5

2 http://www.who.int/gho/en/
3 http://www.oisevi.org/
4 http://www.who.int/gho/violence/en/
5 http://www.who.int/violence_injury_prevention/violence/status_report/2014/en/
6 https://www.unodc.org/gsh
7 http://www.who.int/violence_injury_prevention/road_safety_status/2015/en/

The United Nations’ Organization on Drugs and 
Crime publishes the Global Study on Homicide every 
other year; this report includes homicide rates, trends, 
mechanisms of homicide, and information about who 
is most at risk obtained from either criminal justice or 
public health systems.6

The quantity and quality of data for different health 
outcomes from unintentional injuries and violence 
vary. Generally, more and better-quality data are avail-
able for deaths than for morbidity and disability. Data 
on the types and severity of non fatal health outcomes 
are important, yet challenging to obtain, especially 
from LMICs. Data on nonfatal health outcomes have 
primarily been derived from high-income countries, 
although in the past decade significant information on 
injuries and violence has emerged from several LMICs. 
In general, however, the state of routine health infor-
mation in LMICs has been fragile, especially in regions 
such as sub- Saharan Africa and South Asia. Thus, it is 
not surprising that these regions have little tradition of 
developing specific information sources for uninten-
tional injuries and violence. Notably,  population-based 
studies from these regions frequently suggest that the 
unintentional injury and violence burden is higher 
than that reported in national official statistics, indi-
cating that these conditions are significantly underre-
ported in official estimates.

Estimates of Unintentional Injuries and 
Violence Mortality and Disability
In the following section, data from WHO’s Global 
Health Estimates as well as the most recent global sta-
tus reports on road safety7 and violence prevention5 
are presented to demonstrate the global burden of 
injuries and violence. Additionally, specific studies 
or sources have been quoted, to highlight recent or 
unique information from LMICs.

Almost 5 million deaths occurred from all unin-
tentional injuries and violence worldwide in 2015, 
of which nearly 90% were in LMICs. Approximately 
27% of these deaths were caused by road traffic inju-
ries, with suicide and homicide accounting for 16% 
and 9.5% of deaths, respectively (TABLE 9-1). Nota-
bly, 14% of deaths were classified as “other” types of 
unintentional injury deaths, which include injuries 
such as animal bites, insect bites, and unspecified 
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injuries. Not surprisingly, injury-related death rates 
were highest for road traffic injuries, followed by sui-
cide, “other” unintentional injuries, falls, and homi-
cide (TABLE 9-2). Somewhat similar patterns were 
observed for burden of disease rates, which include 
nonfatal health outcomes (using DALYs); however, 
falls had higher rates of nonfatal health outcomes due 
to the high morbidity from such injuries (TABLE 9-3). 
Importantly, the rates were highest for all “other” 
unintentional injuries, which likely reflects the chal-
lenges inherent in coding the specific causes of non-
fatal unintentional injuries.  

Unintentional Injuries
In 2015, more than 3.5 million unintentional injury 
deaths occurred, which were collectively responsible 

for 6.3% of the global mortality burden. The vast major-
ity (90%) of unintentional injury deaths occurred in 
individuals in LMICs. The worldwide crude death rate 
for unintentional injuries was 48 deaths per 100,000 
population; the highest rate was found in the African 
region (73.4 per 100,000 population) and the lowest 
rate in the Americas (36.1 per 100,000 population). 
Unintentional injuries were also responsible for more 
than 212 million DALYs in 2015, with 91% occurring 
in LMICs and the rates being highest in those regions 
that include large numbers of LMICs.

Road traffic injuries killed more than 1.3  million 
people in 2015, making these types of injuries the 
tenth leading cause of death worldwide. Road traf-
fic injuries accounted for 2.4% of global mortality 
and resulted in a heavy death toll among people in 
all age categories. According to the Global Health 

TABLE 9-1 Distribution of Global Deaths from Injury, 2015

Cause of Injury Number of Deaths
Proportion of All Injury 
Deaths (%)

Unintentional Injuries

Road traffic injuries 1,342,265 27.2

Poisoning  107,705 2.2

Falls  646,271 13.1

Fire, heat, and hot substance burns  180,051 3.6

Drowning  359,717 7.3

Exposure to mechanical forces  201,581 4.1

Natural disasters   14,088 0.3

Other unintentional injuries  674,907 13.7

Intentional Injuries

Self-harm  788,089 16.0

Interpersonal violence  467,619 9.5

Collective violence and legal intervention  156,271 3.2

Reproduced from World Health Organization (WHO). (2016). Global health estimates 2015: Deaths by cause, age, sex, by country and by region, 2000–2015. Geneva, Switzerland: World Health 
Organization. Retrieved from http://www.who.int/healthinfo/global_burden_disease/estimates/en/index1.html
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Estimates, deaths from road traffic injuries are pro-
jected to increase in the future, becoming the sev-
enth leading cause by 2030.8 Globally, more than  
1 million of those persons killed from road traf-
fic injuries during 2013 were from LMICs, cor-
responding to 24 deaths per 100,000 population 
in low-income countries and 18.4 per 100,000 
in middle -income countries (WHO, 2015a). The 
absolute number of fatalities and the mortality rate 
resulting from road traffic injuries vary considerably 
across countries and regions, ranging from 84,143 
fatalities (9.3 per 100,000 population) from this 
cause in the European region to 323,296 deaths in the 
 Western Pacific region (17.3 per 100,000 population) 

8 http://www.who.int/healthinfo/global_burden_disease/projections/en/

( FIGURE 9-1). Although all age groups are affected by 
fatalities resulting from road traffic injuries, young 
adults—particularly males, who account for 75% of 
deaths—are at greatest risk of loss of life. Because 
this age group corresponds to the most economically 
productive segment of the population, road traffic 
injuries have serious implications for national econ-
omies (FIGURE 9-2).

Road traffic injuries are frequently defined in 
terms of the types of road users involved. Typically, 
data specify whether the users were the occupants 
of four-wheeled motorized vehicles or  pedestrians, 
cyclists, or riders of motorized two-wheeled  vehicles, 
with the latter being described as the  vulnerable road 

TABLE 9-2 Global Injury Death Rates per 100,000 Population, 2015

Type of Injury

Number 
of Deaths 
(000s)

Proportion 
of Total 
Deaths (%)

Crude Death 
Rate (per 
100,000 
population)

Age-Adjusted 
Death Rate 
(per 100,000 
population)

Unintentional Injuries 3,527 6.3 48.0 47.2

Road traffic injuries 1,342 2.4 18.3 18.2

Poisoning 108 0.2 1.5 1.4

Falls 646 1.2 8.8 8.5

Fire, heat, and hot substances burns 180 0.3 2.5 2.4

Drowning 360 0.6 4.9 4.9

Exposure to mechanical forces 202 0.4 2.7 2.7

Natural disasters 14 0.0 0.2 0.2

Other unintentional injuries 675 1.2 9.2 9.0

Intentional Injuries 1,412 2.5 19.2 19.2

Self-harm 788 1.4 10.7 10.7

Interpersonal violence 468 0.8 6.4 6.4

Collective violence and legal intervention 156 0.3 2.1 2.1

Reproduced from World Health Organization (WHO). (2016). Global health estimates 2015: Deaths by cause, age, sex, by country and by region, 2000–2015. Geneva, Switzerland: World Health 
Organization. Retrieved from http://www.who.int/healthinfo/global_burden_disease/estimates/en/index1.htm

The Global Burden of Unintentional Injuries and Violence 385

http://www.who.int/healthinfo/global_burden_disease/projections/en/
http://www.who.int/healthinfo/global_burden_disease/estimates/en/index1.htm


FIGURE 9-1 Road traffic fatality rates per 100,000 population, by WHO region, 2013.
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Reprinted from World Health Organization (WHO). (2015). Global status report on road safety, 2015. Geneva, Switzerland: World Health Organization.

TABLE 9-3 Global Injury DALYs by Sex, 2015

Type of Injury All Males Females

Unintentional Injuries 212,206,821 141,651,044 70,555,777

Road traffic injuries 76,020,322 57,247,296 18,773,027

Poisoning 6,558,469 3,708,519 2,849,950

Falls 31,509,233 18,661,115 12,848,119

Fire, heat, and hot substances burns 12,041,246 5,457,124 6,584,123

Drowning 22,655,470 15,346,187 7,309,284

Exposure to mechanical forces 15,197,575 10,504,673 4,692,902

Natural disasters 1,461,462 753,538 707,923

Other unintentional injuries 46,763,042 29,972,593 16,790,449

Intentional Injuries 78,459,927 55,488,761 22,971,166

Self-harm 37,672,153 23,897,972 13,774,181

Interpersonal violence 27,766,947 22,546,056 5,220,891

Collective violence and legal intervention 13,020,827 9,044,733 3,976,094

Reproduced from World Health Organization (WHO). (2016). Global health estimates 2015: Deaths by cause, age, sex, by country and by region, 2000–2015. Geneva, Switzerland: World Health 
Organization. Retrieved from http://www.who.int/healthinfo/global_burden_disease/estimates/en/index1.htm
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users. A recent survey undertaken by WHO (2015a) 
indicated that vulnerable road users account for 
almost half of all global deaths and contribute dispro-
portionately to deaths in LMICs (TABLE 9-4).

According to WHO estimates, 107,705 poison-
ing deaths occurred in 2015. More than 90% of these 
deaths occurred in LMICs.

Falls caused more than 646,000 deaths world-
wide in 2015, with the majority (83%) of these fatal-
ities occurring in LMICs, and the male-to-female 

ratio being quite similar but with a distinctive skew-
ing toward older age ranges (FIGURE 9-3). These num-
bers translate to an age-adjusted mortality rate of 8.5 
deaths per 100,000 population globally and a loss of 
approximately 31   million DALYs. Clearly, falls make 
an important contribution to morbidity and disability 
on a global basis.

WHO registers data only for burns that result from 
fire, heat, and hot substances; it does not tally data for 
scalds (water burns)—an important limitation of this 
data source. More than 180,000 deaths were caused by 
fires in 2015, resulting in more than 12 million DALYs 
lost. Unlike other types of injuries, more females than 
males died from fire-related burns (male-to-female 
ratio of 0.8:1.00).

Drowning is the process of experiencing respira-
tory impairment from submersion or immersion in 
liquid leading to death or morbidity (Bierens, 2006). 
In 2015, an estimated 360,000 people drowned. More 
than half of all drownings occurred in the  Southeast 
Asia and Western Pacific regions, and drowning rates 
in LMICs are more than three times higher than 
those in high-income countries (WHO, 2014a). Fur-
thermore, more than half of all drowning deaths are 
among those younger than 25 years, with this type of 
event being ranked in the top 10 causes of death in 
most regions (FIGURE 9-4). It is important to note that 
these data include only “accidental drowning and sub-
mersion”; they exclude drowning due to floods (cata-
clysms), boating, and water transport.

FIGURE 9-2 Global road traffic deaths by age, 2015.
Reproduced from World Health Organization (WHO). (2016). Global health estimates 2015: Deaths by cause, age, sex, by country 
and by region, 2000–2015. Geneva, Switzerland: World Health Organization. Retrieved from http://www.who.int/healthinfo 
/global_burden_disease/estimates/en/index1.htm
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TABLE 9-4 Road Traffic Deaths by Type of Road User, by WHO Region, 2013

Region/Area Cyclists (%)
Pedestrians 
(%)

Motorized 
Two- or Three-
Wheelers (%)

Car 
Occupants 
(%) Other (%)

Africa 4 39  7 40 11

Americas 3 22 20 35 21

Eastern Mediterranean 3 27 11 45 14

Europe 4 26  9 51 10

Southeast Asia 3 13 34 16 34

Western Pacific 7 23 34 22 14

World 4 22 23 31 21

Modified from World Health Organization (WHO). (2015). Global status report on road safety, 2015. Geneva, Switzerland: World Health Organization.
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Intentional Injuries
In 2015, almost 1.5 million deaths occurred due to 
violence, which equals 2.5% of the global mortality 
burden. Most of these deaths occur in LMICs (86%). 
Regions where the most violent deaths occurred in 
2015 included the Eastern Mediterranean region (30.6 
per 100,000), the Americas (28.3 per 100,000), and the 
African region (20.7 per 100,000). The high rate in the 
Eastern Mediterranean region was mainly driven by 
the large number of deaths related to the conflict in 
Syria. Suicide kills more than 788,089 people annu-
ally, which makes it the 17th leading cause of death 
worldwide. Interpersonal violence accounts for more 
than 467,619 deaths annually, affecting young men 
in particular (TABLE 9-5). Such violence is highly con-
centrated in terms of geographic area, and in some 

countries it is the leading cause of death in young 
people. Collective violence is responsible for 156,271 
deaths annually, with approximately one-third of these 
deaths being due to interpersonal violence. Beyond 
deaths, violence causes significant impacts on disabil-
ity and quality of life.

Self-directed violence caused the deaths of more  
than 788,000 people globally in 2015 and was asso-
ciated with more than 37 million DALYs lost. These 
injuries include suicides, attempted suicides, self- 
destructive behaviors, and self-mutilation. Although 
data on self- directed injuries are challenging to obtain, 
case studies from several parts of the world indicate 
that they are being increasingly documented globally 
( EXHIBIT 9-1).  Preventing Suicide: A Global Imperative 
(WHO, 2014b), the first global report on suicide of 
this kind, calls for more investments in data collection 

FIGURE 9-3 Global falls by age and sex, 2015.
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FIGURE 9-4 Rank of drowning among 10 leading causes of death by region and age group.

1ST
2ND
3RD
4TH
5TH
6TH
7TH
8TH
9TH

10TH
Western
Paci�c
region

Southeast
Asian
region

European
region

Eastern
Mediterranean

region

Region
of the

Americas

African
region

High-income
countries

R
an

k 
o

f 
d

ro
w

n
in

g
am

o
n

g
 1

0 
le

ad
in

g
ca

u
se

s 
o

f 
d

ea
th

1–59 Months 5–9 years 10–14 years 15–24 years

Age groups

Note: Data for all high-income countries appears as ‘high-income countries’. All WHO regions provided 
show ranking for only the LMICs within those regions.

Reprinted from World Health Organization (WHO). (2014). Global report on drowning, 2014. Geneva, Switzerland: World Health Organization. Retrieved from http://apps.who.int/iris/bitstream/10665/143893/1/9789241564786_eng.pdf
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on self-harm, while at the same time scaling up inter-
ventions to prevent suicide.

Interpersonal violence disproportionately affected 
LMICs, where more than 90% of all interpersonal vio-
lence-related deaths were estimated to have occurred. 
The estimated rate of violent death in LMICs was 7.1 
per 100,000 population in 2015, compared to 2.6 per 
100,000 population in high-income countries.

The extent of child maltreatment is difficult to 
gauge because most of this abuse goes unreported. 
Nevertheless, child maltreatment is a global prob-
lem with serious lifelong consequences for many 
of its victims. In studies of self-reported child mal-
treatment ( Stoltenborgh, van Ijzendoorn, Euser, & 

 Bakermans-Kranenburg, 2011; Euser et al., 2015), the 
data reveal that 76/1,000 boys and 180/1,000 girls 
experienced sexual abuse, 226/1,000 children reported 
physical abuse, and 363/1,000 children reported emo-
tional abuse; 163/1,000 children reported physical 
neglect, and 184/1,000 children endured emotional 
neglect. In 2015, almost 31,000 children younger than 
15 years died from homicide, although this number 
 probably underestimates the true extent of the prob-
lem. A significant proportion of deaths due to child 
maltreatment are missed because the maltreatment is 
not apparent to medical practitioners—that is, these 
deaths appear to be a result of unintentional inju-
ries such as falls or burning. In conflict and refugee 

TABLE 9-5 Intentional Injuries by Sex, 2015

Both Sexes Males Females

Intentional injuries 1,411,979 997,018 414,961

Self-harm 788,089 504,216 283,873

Interpersonal violence 467,619 380,347 87,272

Collective violence and legal intervention 156,271 112,455 43,816

Reproduced from World Health Organization (WHO). (2016). Global health estimates 2015: Deaths by cause, age, sex, by country and by region, 2000–2015. Geneva, Switzerland: World Health 
Organization. Retrieved from http://www.who.int/healthinfo/global_burden_disease/estimates/en/index1.htm

EXHIBIT 9-1 Suicides in South Asia: Case Study from Pakistan

No official data on suicides are collected in Pakistan, a conservative South Asian Islamic country with traditionally low suicide 
rates. As a result, national rates of suicide are neither known nor reported to WHO. Nevertheless, an accumulating body of 
anecdotal evidence suggests that suicide rates have been gradually increasing in Pakistan over the past few years. To date, 
both suicide and attempted suicide have been under-studied and under-researched subjects in this country. A general 
lack of trained mental health researchers in the country is partly to blame for this situation. Furthermore, a lack of interest 
by available researchers may be related to the generally held belief that suicide and attempted suicide are rare events in 
Muslim countries and, therefore, unworthy of scientific study. Other reasons behind the paucity of data may be the difficulty 
in gaining access to such data, as there are many legal, social, and cultural issues related to suicide and attempted suicide. 
Both suicide and attempted suicide are illegal acts, socially and religiously condemned, making research in this area difficult.

Police data from Sindh—one of the four provinces of Pakistan—provide a unique historical picture of trends of suicide 
over a 15-year span (1985–1999). During this period, there were 2,568 reported suicides (71% men, 39% women; ratio 
1.8:1.00). The lowest number was 90 in 1987, and the highest number was 360 in 1999. Poisoning by organophosphates 
was the most common method of suicide, followed by hanging.

A more recent review of 23 studies found young age, male gender, marriage, and low socioeconomic status to be reported 
risk factors for suicides. These data, although limited in scope, provide evidence of an important public health issue of suicides 
in Pakistan. Firearms, hanging, and organophosphorus poisoning were the most common methods of suicide. There is urgent 
need for further research on suicide in countries like Pakistan, so that interventions for suicide prevention can then be planned.

Sources
Khan, M. M., & Hyder, A. A. (2006). Suicides in the developing world: Case study from Pakistan. Suicide & Life-Threatening Behavior, 36(1), 76–81.

Khan, M. M., & Prince, M. (2003). Beyond rates: The tragedy of suicide in Pakistan. Tropical Doctor, 33, 67–69.

Shahid, M., & Hyder, A. A. (2008). Deliberate self-harm and suicides: A review from Pakistan. International Journal of Injury Prevention & Safety Promotion, 15(4), 233–241.
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settings, girls and boys may be at particular risk of sex-
ual violence, exploitation, and abuse by combatants, 
security forces, members of their communities, aid 
workers, and others.

Youth violence is defined as violence commit-
ted by or against individuals between the ages of 10 
and 29 years. In 2012, an estimated 205,303 youth 
homicides took place globally—equivalent to 562 
children and young people age 10 to 29 years being 
killed every day. Youth homicide rates vary dramat-
ically between countries. In some countries of Latin 
 America, the  Caribbean, and sub-Saharan Africa, 
youth homicide rates are 100 or more times higher 
than the rates in Western Europe and the Western 
Pacific (WHO, 2015b). In all countries, young males 
are both the main perpetrators and the main victims 
of homicide, and female rates of youth homicide are 
almost everywhere much lower than male rates. For 
every young person killed by violence, an estimated 20 
to 40 more sustain injuries that require hospital treat-
ment (Mercy, Butchart, Farrington, & Cerda, 2002).

Physical fighting and bullying are also common 
among young people. A global analysis of data from 
the Global School-Based Student Health Survey found 
that depending on the region, between 31.4% and 
46.7% of adolescents age 13 to 15 have been involved 
in physical fighting in the past year. Between 2.1% and 
5.1% of adolescents report they engaged in frequent 
physical fighting (more than 12 times) in the past year 
(WHO, 2015b).

A study of bullying in school-age children in 
40 countries (mainly in Europe) found that exposure 
to bullying varies across countries, with estimated 
exposure rates ranging from 8.6% to 45.2% among 
boys, and from 4.8% to 35.8% among girls. Adoles-
cents in Baltic countries reported higher rates of bully-
ing and victimization, whereas their peers in northern 
 European countries reported the lowest prevalence. 
Boys reported higher rates of bullying in all countries. 
Rates of victimization were higher for girls in 29 of 40 
 countries (Craig et al., 2009).

Intimate-partner violence is defined as “any behav-
ior within an intimate relationship that causes phys-
ical, psychological or sexual harm to those in the 
relationship.” Such behaviors include “acts of phys-
ical aggression—such as slapping, hitting, kicking, 
and beating; psychological abuse—such as intimida-
tion, constant belittlement, and humiliation; forced 
intercourse and other forms of sexual coercion; and 
various controlling behaviors—such as isolating 
a person from their family and friends, monitor-
ing their movements, and restricting their access to 
information or assistance” (Heise & García-Moreno, 

2002;  García-Moreno, Jansen, Ellsberg, Heise, & 
Watts, 2005). Globally, according to population-based 
self-report surveys, 30% of ever-partnered women 
have experienced intimate-partner violence at least 
once in their life (García-Moreno et al., 2013), and 
women often become victims of intimate-partner vio-
lence repeatedly. The highest prevalence of such vio-
lence appears to occur in the WHO African, Eastern 
Mediterranean, and Southeast Asian regions, where 
approximately 37% of women have reported they were 
exposed to intimate-partner violence at some point in 
their lives.

Sexual violence includes rape (by either an inti-
mate partner or a stranger), attempted rape, gang 
rape, and other forms of forced sexual acts in any set-
ting (e.g., home, work). Globally, 30% of women have 
been exposed to intimate-partner violence including 
sexual violence at least once in their lifetime. Physi-
cal and sexual violence by intimate partners overlap 
to a large extent, and surveys often do not distinguish 
between physical intimate-partner violence and sex-
ual intimate- partner violence. Global prevalence esti-
mates indicate that 7.2% of women have experienced 
sexual violence by someone other than their intimate 
partner (García-Moreno et al., 2013).

Abuse of the elderly includes physical, sexual, 
emotional, and psychological acts or neglect directed 
toward older people. It is an important type of vio-
lence, especially given the prediction that the global 
population of persons older than 65 years of age will 
reach more than 1 billion in the first half of the 21st 
century (Wolf, Daichman, & Bennett, 2002). More 
than 80% of these older people will reside in LMICs, 
where they will represent more than 12% of the pop-
ulation. Abuse of the elderly occurs in both home 
and institutional settings and is difficult to measure; 
thus, there is a persistent lack of global statistics on 
this issue.  Globally, 15.7% of older people have expe-
rienced abuse: 11.6% of older people reported they 
experienced psychological abuse, 6.8% reported 
financial abuse, 4.2% reported they had been a victim 
of neglect, 2.6% had experienced physical abuse, and 
0.9% of older people experienced sexual abuse (Yon, 
Mikton, Gassoumis, & Wilber, 2017).

Collective violence—including armed conflict with 
and between states—was estimated by WHO to cause 
more than 156,271 deaths worldwide in 2015. Men are 
more than two and a half times more likely to die from 
collective violence as compared to women. This esti-
mate includes only deaths caused directly by war; it 
does not include deaths caused indirectly by war, such 
as those that result from disruption of the health sys-
tem or those that occur after the end of war.
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Estimates of the Economic and Social Costs 
of Injury and Violence
Loss of life and health is just one dimension in explain-
ing why injuries and violence are an important public 
health problem. Other important dimensions include 
these conditions’ social and economic toll on indi-
viduals, families, and societies. Death of loved ones, 
lifelong disabilities resulting in unemployment, and 
the staggering costs of medical care for victims are 
some of the other effects of injuries and violence that 
need to be described. In addition, factors such as lost 
productivity, insurance claims, income- replacement 
activities, and family consequences are important. 
Unfortunately, such information is not readily avail-
able and is rarely collected in large parts of the world; 
as a consequence, our knowledge of the economic 
and social impacts of injuries and violence remains 
limited. This section, while not presenting a com-
prehensive review of the economic and social costs 
of all injuries and violence, provides examples of the 
breadth and—importantly—the limitations of what 
has been documented for a few specific injuries.

Costs associated with unintentional injuries have 
been studied in some high-income countries. In 
one study of unintentional injuries that occurred in 
home settings in the United States, the total societal 
cost was estimated at $217 billion; falls accounted for 
the  largest proportion (42%) of this cost (Zaloshnja, 
Miller, Lawrence, & Romano, 2005). In another study, 
focusing on childhood unintentional injuries, the total 

cost, which included loss of future work and quality 
of life, was $347 billion per year, or $17,000 per child 
injured (Danseco, Miller, & Spicer, 2000).

A few cost-focused studies have addressed unin-
tentional child injuries in LMICs. For example, anal-
ysis of more than 6,000 children younger than 15 
years of age who were hospitalized for unintentional 
injuries in China showed a mean institutional cost of 
$166 and a mean length of stay exceeding 17 days per 
injury case (Jiang et al., 2010). Further, the cost asso-
ciated with poisoning averaged $53 per case; for scald 
burns, this cost was $198 per case. A community- 
level analysis in Vietnam showed that the total 
annual cost of unintentional child injuries was more 
than $235,000—equivalent to the income of nearly 
1,800 people in the country (Thanh, Hang, Chuc, & 
 Lindholm, 2003) (EXHIBIT 9-2).

Despite the global significance of road traffic inju-
ries in terms of mortality and disability, the economic 
and social consequences of such injuries have been 
documented only in the past decade, and most coun-
tries in the world report not having undertaken costing 
exercises (WHO, 2009). Work performed by Trans-
port Research Laboratory (TRL), based on road crash 
costs from 21 high-income and LMICs, found that the 
average annual cost of road crashes was approximately 
1% of the gross national product (GNP) in LMICs, 
1.5% of GNP in countries in economic transition, 
and 2% in highly motorized countries. Based on these 
data, the researchers suggested that the annual burden 
of the economic costs of road traffic injuries globally 

EXHIBIT 9-2 Impact of Helmet Laws in Vietnam

On December 15, 2007, a new law mandating the use of helmets among motorcycle riders and passengers took effect in 
Vietnam. Strong enforcement and severe financial penalties, accompanied by public education through media campaigns 
including print, radio, and television, were established to support the law. As a result of these efforts, the helmet-wearing 
rate increased from 30% to 93% (Nguyen et al., 2013) and remained greater than 90% for both riders and passengers even 
one year after passage of the law (Pervin et al., 2009).

The increased helmet usage resulted in an 18% reduction in the risk of death and a 16% reduction in the risk of head 
injury among motorcyclists in the country (Passmore et al., 2010). It also saved individuals approximately $18 million 
in direct acute care costs and averted $29 million in individual income losses in the year following the introduction of 
the law. The combination of benefits suggests that similar policy changes could be beneficial in countries with high 
motorized two-wheeler usage but where helmet-wearing rates are low (Olson et al., 2016).

Sources
Nguyen, H. T., Passmore, J., Cuong, P. V., & Nguyen, N. P. (2013). Measuring compliance with Viet Nam’s mandatory motorcycle helmet legislation. International Journal of Injury Control and 
Safety Promotion, 20, 192–196.

Olson, Z., Staples, J. A., Mock, C., Nguyen, N. P., Bachani, A. M., Nugent, R., & Verguet, S. (2016). Helmet regulation in Vietnam: Impact on health, equity and medical impoverishment. Injury 
Prevention, 22(4), 233–238.

Passmore, J., Tu, N. T., Luong, M. A., Chinh, N. D., & Nam, N. P. (2010). Impact of mandatory motorcycle helmet wearing legislation on head injuries in Viet Nam: Results of a preliminary analysis. 
Traffic Injury Prevention, 11(2), 202–206.

Pervin, A., Passmore, J., Sidik, M., McKinley, T., Nguyen, T. H., & Nguyen, P. N. (2009). Viet Nam’s mandatory motorcycle helmet law and its impact on children. Bulletin of the World Health 
Organization, 87(5), 369–373.
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amounted to $518 billion in 2000, with the annual 
costs of road traffic injury in LMICs being approxi-
mately $65 billion, exceeding the total annual amount 
received by these countries in development assis-
tance at that time (Jacobs, Aeron-Thomas, & Astrop, 
2000). These data have more recently been reviewed 
by the World Bank and the global estimate lost to 
road traffic deaths and injuries is now estimated to be 
approximately 3% of gross domestic product (GDP) 
(Dahdah & McMahon, 2008).

Further work has attempted to document and 
compare the impact of road traffic injuries on low- 
income households in Bangladesh and India (Aeron-
Thomas, Jacobs, Sexton, Gururaj, & Rahmann, 2004; 
Prinja, Jagnoor, Chauhan, Aggarwal, & Ivers, 2015). 
In both of these countries, males who provided the 
majority of the household income were the most 
common victims of road traffic fatalities; their deaths 
reduced household income and food consumption for 
the victim’s family. The poor were also found to spend 
a much greater proportion of their income on funeral 
and/or medical costs compared to the nonpoor; as a 
consequence, road traffic injury was a contributor in 
tipping households into poverty.

Interpersonal violence is expensive. Estimates of 
the cost of violence in the United States put this figure 
at 3.3% of GDP. In England and Wales, the total costs 
from violence—including homicide, wounding, and 
sexual assault—amount to an estimated $40.2 billion 
annually. Although interpersonal violence dispropor-
tionately affects LMICs, studies addressing the eco-
nomic effects of this violence in LMICs remain scarce 
(Waters, Hyder, Rajkotia, et al., 2004). Estimates from 
LMICs indicate that the overall costs of violence are 
substantial (EXHIBIT 9-3).

Comparisons with high-income countries are 
complicated by the fact that economic losses related 
to productivity tend to be undervalued in lower- 
income countries because these losses are typically 
based on foregone wages and income. For exam-
ple, a single homicide is calculated to cost, on aver-
age, $15,319 in South Africa, $602,000 in  Australia, 
$829,000 in New Zealand, and more than $2 million 
in the United States (all monetary values have been 
converted to 2001 U.S. dollars to enable compari-
sons and to adjust for inflation and varying exchange 
rates).

Many of the studies detailing the costs of specific 
types of violence have been conducted in the United 
States. The economic burden due to newly identified 
cases of child maltreatment in one year was estimated 
at $124 billion (Fang et al., 2012). If other types of vio-
lence were included, this number would rise further. A 
costing study from East Asia and the Pacific estimated 
the associated treatment costs to mitigate negative 
health consequences of child maltreatment at 1.4% to 
2.5% of the GDP of this region (Fang et al., 2015).

Evidence abounds that the public sector—and 
thus society in general—picks up much of the tab for 
interpersonal violence. Several studies in the United 
States have shown that 56% to 80% of the costs of car-
ing for victims of gunshot and stabbing injuries are 
either directly paid by public financing or not paid at 
all; in the latter case, the costs are absorbed by gov-
ernment and society in the form of uncompensated 
care financing and overall higher payment rates. In 
LMICs, it is also probable that society absorbs much 
of the costs of violence, through direct public expen-
ditures and negative effects on investment and eco-
nomic growth.

EXHIBIT 9-3 Estimating the Economic Costs of Violence

In 2008, WHO, the U.S. Centers for Disease Control and Prevention, and the Small Arms Survey developed economic 
costing guidelines to assess the direct and indirect economic burden of interpersonal and self-directed violence (Butchart 
et al., 2008). These guidelines were subsequently tested to assess the costs of fatal and nonfatal interpersonal and self-
directed violence in Brazil, Jamaica, and Thailand. In Brazil during 2004, the direct medical cost of injuries due to violence 
(R$519 million or ~$152 million) amounted to 0.4% of the total health budget, while loss of productivity due to violence-
related injuries (R$15.5 billion or ~$4.54 billion) accounted for approximately 12% of all health expenditures, or 1.2% of 
GDP. In Jamaica, the direct medical costs of interpersonal violence in 2006 totaled J$2.1 billion (~$16.9 million)—the vast 
majority of which was concentrated among young males. Indirect medical costs were 10 times higher, exceeding J$27.5 
billion (~$222 million). Direct medical costs accounted for approximately 160% of Jamaica’s total health expenditure, 
while the combined direct and indirect impacts were equivalent to 4% of GDP. In Thailand for 2005, the direct medical 
cost of violence-related injuries accounted for approximately 4% of that country’s total health budget, while the loss of 
productivity due to violence-related injuries accounted for approximately 0.4% of GDP.

Source: Butchart, A., Brown., D., Khanh-Huynh, A., Corso, P., Florquin, N., & Muggah, R. (2008). Manual for estimating the economic costs of injuries due to interpersonal and self-directed violence. 
Geneva, Switzerland: World Health Organization.
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Studies documenting the economic effects of inter-
personal violence have used a broad range of catego-
ries to distinguish the various types of costs associated 
with this condition. Those estimating indirect costs—
including the opportunity cost of time, lost produc-
tivity, and reduced quality of life—provide higher cost 
estimates than studies that limit the costs of violence 
to direct costs alone. Other key methodological issues 
include the economic values assigned to human life, 
lost productive time, and psychological distress. The 
rates at which future costs and benefits are discounted, 
in accounting terms, also vary across studies.

 ▸ Risk Factors for Unintentional 
Injuries and Violence

As with most diseases, the causes of unintentional 
injuries and violence are considered to be multifacto-
rial. The traditional epidemiologic paradigm of host 
(including biological and behavioral), vector, and envi-
ronmental factors, which in combination contribute to 
the incidence of disease, has been readily adapted and 
applied in determining the causes of unintentional 
injury. This paradigm has been extended, however, to 
consider each factor in relation to the timing of the 
injury occurrence—that is, factors operating prior to, 
during, and following the injury that might be asso-
ciated with both the incidence and the severity of the 
injury (Haddon, 1968). In determining the causes of 
violence, especially interpersonal violence, a somewhat 
different model (described as an ecological model), 
has more commonly been utilized, which focuses on 
the interplay between individual, relationship, com-
munity, and societal factors (Krug et al., 2002).

In the past few decades, the evidence base iden-
tifying risk factors for unintentional injuries and vio-
lence has expanded dramatically, as the numbers of 
both injury researchers and research institutions have 
increased. The application of public health research 
methods, commonly used in identifying risk factors 
for other causes of death and disability, to the problems 
of unintentional injuries and violence has undoubt-
edly contributed to the growth in this knowledge. For 
example, case-control and cohort studies now likely 
contribute as much to the evidence base in the injury 
field as they do for other leading causes of death and 
disability, such as cancer and heart disease.

Most of this research has been undertaken in 
high-income countries, in large part because of the 
preponderance of researchers and research institu-
tions in these areas. Nevertheless, the evidence base 
identifying risk factors for unintentional injuries and 

violence in LMICs is growing, along with the recog-
nition that certain types of injuries and forms of vio-
lence are unique to these countries. Thus, while some 
risk factors may be common across a wide range of 
settings (e.g., alcohol misuse), other risk factors are 
unique to the environments in which they occur (e.g., 
the significance of water wells in increasing the risks 
of drowning in LMICs, or the specificity of suicide 
by self-immolation among women in some Asian 
societies).

This section summarizes known and potential 
risk factors for the leading cause-specific injuries. The 
discussion here highlights the extent to which knowl-
edge has been obtained exclusively in high-income 
countries, the extent to which this knowledge might 
be transferred to LMICs, and the areas where the evi-
dence base is still minimal.

Risk Factors for Road Traffic Injuries
Not surprisingly, given the significant burden of road 
traffic injuries, much is known about risk factors for 
such injuries, as outlined in detail in World Report 
on Road Traffic Injury Prevention (Peden et al., 2004) 
and updated most recently in the 2015 Global Status 
Report on Road Safety (WHO, 2015a). The 2004 world 
report describes road traffic injury risk in terms of 
four functions: factors affecting exposure to risk, fac-
tors influencing crash involvement, factors influenc-
ing crash injury severity, and factors influencing the 
severity of post-crash injuries

Factors Influencing Exposure to Risk
Increasing motorization is, without doubt, one of the 
main factors contributing to the increase in road traffic 
injuries worldwide and especially in LMICs. Motor-
ization rates rise with income (Kopits & Cropper, 
2003). Thus, in a growing number of LMICs whose 
economies are experiencing growth, there has been a 
corresponding increase in the number of motor vehi-
cles used in those countries. Growth rates for vehicle 
ownership are highest in the world’s emerging econ-
omies: In 2016, there were a record 72 million new 
passenger cars on the world’s roads and around half 
of these were produced in middle-income countries 
(Organization of Motor Vehicle Manufacturers, 2016).

Unfortunately, in some LMICs, traffic growth 
has included proliferation of less safe forms of travel 
(i.e., powered two-wheeled vehicles and rickshaws 
and other three-wheeled auto-rickshaws), resulting in 
concurrent increases in related injuries (OECD, 2015; 
WHO, 2015a, 2017a). This growth in powered two-
wheeled vehicles is not unique to LMICs, however: 
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High-income countries are adopting these vehicles 
in larger numbers as they try to find solutions to the 
problems of growing traffic congestion. In London, 
for example, due to the increased use of such vehicles, 
deaths and injuries among motorized two-wheeler 
users are increasing (Transport for London, 2016).

Projected demographic changes in high-income 
countries over the next 20 to 30 years are likely to 
result in greater numbers of people older than 65 
years being exposed to traffic risks and, given their 
greater physical vulnerability, greater numbers sus-
taining injury. By comparison, in LMICs, increasing 
economic growth is fueling both the aspirations of 
younger people to drive motor vehicles and the need 
to travel greater distances to work. As a consequence, 
in many LMICs, this vulnerable road user group will 
continue to be the predominant population involved 
in road crashes. In fact, road traffic injuries have been 
identified as the leading cause of death among adoles-
cents (Sheehan et al., 2017; WHO, 2017b).

Transport, land use, and road network planning 
have all been shown to be important in determining 
exposure to injury risk. While many of the technical 
aspects of planning, highway design, traffic engineer-
ing, and traffic management have been the hallmarks 
of transport systems, such planning systems are fre-
quently absent in LMICs, as evidenced by the fact 
that only 31 countries surveyed for the global status 
report had a fully funded national road safety strat-
egy (WHO, 2015a). The necessity for such planning is 
probably even greater in LMICs than in high-income 
countries, given the extremely diverse and multiple 
modes of traffic (both motorized and nonmotorized) 
seen in the former countries.

Factors Influencing Crash Involvement
The overwhelming influences of speed and alcohol 
consumption on the risk of crash involvement have 
been confirmed primarily in studies undertaken in 
high-income countries, but also in an increasing 
number of studies undertaken in LMICs. A number of 
other host-related factors, as outlined in this section, 
have also been postulated as increasing the risk of 
crash involvement, although evidence to support their 
involvement remains limited and is mostly restricted 
to studies undertaken in high-income countries.

Very good evidence from high-income countries 
shows a strong relationship between increasing vehi-
cle speeds and increasing risk of crash, both for motor 
vehicle occupants and for vulnerable road users, par-
ticularly pedestrians (Global Road Safety Partnership, 
2008; WHO, 2017c, 2017d). This relationship is likely to 
hold true in LMICs as well. Indeed, data obtained from 

routinely collected police reports ( Sobngwi-Tambekou, 
Bhatti, Kounga, Salmi, & Lagarde, 2010; Zhao et al., 
2009), observational studies (Bachani et al., 2017), 
and case-control studies (Donroe, Tincopa, Gilman, 
Brugge, & Moore, 2008) in a number of LMICs show 
that speed is a leading causal factor in road traffic 
crashes.

The observation that alcohol is associated with 
an increased risk of road crashes has been confirmed 
in many studies of victims and perpetrators con-
ducted both in high-income countries and in LMICs 
(Global Road Safety Partnership, 2007; Peden et al., 
2004). In particular, a survey of studies conducted in 
LMICs found that alcohol was present in the blood of 
between 4% and 69% of injured drivers, 18% to 90% of 
crash-injured pedestrians, and 10% to 28% of injured 
motorcyclists (Global Road Safety Partnership, 2007). 
These findings are reinforced by case-control and case 
cross-over studies that provide clear evidence of alco-
hol’s association with increased rates of road traffic 
injuries (Odero & Zwi, 1997; Woratanarat et al., 2009).

Other factors that have been shown to increase 
the risks of road crashes in a number of high-income 
countries include fatigue, use of hand-held mobile 
telephones (WHO, 2011), use of illicit drugs (WHO, 
2016a), and inadequate visibility of vulnerable road 
users (Peden et al., 2004); these factors are equally likely 
to increase these risks in a number of LMICs. Indeed, 
studies in China show twofold increased risks of car 
crash associated with driver chronic sleepiness (Liu 
et al., 2003). In addition, surveys of commercial and 
public road transport in a number of African countries 
have shown that drivers often work unduly long hours 
and go to work when exhausted (Nafukho & Khayesi, 
2002), consistent with the overall evidence on the 
relationship between fatigue and work- related traffic 
crashes (Robb, Sultana,  Ameratunga, &  Jackson, 2008).

Clearly, road-related and vehicle-related risk 
factors may increase the risk of crash involvement. 
Specific factors related to road planning that have 
been suggested as risk factors for crashes include 
through-traffic passing through residential areas, con-
flicts between pedestrians and vehicles near schools 
located on busy roads, lack of segregation of pedes-
trians and high-speed traffic, lack of median barriers 
to prevent dangerous overtaking on single-carriage 
roads, and lack of barriers to prevent pedestrian 
access onto high-speed roads. Studies examining the 
risks associated with each of these factors are sorely 
lacking, especially in LMICs, but recent surveys con-
ducted by the International Road Assessment Pro-
gramme (iRAP, 2015) have revealed that affordable 
road improvements, such as footpaths, safety barri-
ers, bicycles lanes, and paved shoulders, if applied at 
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a large scale, could prevent tens of millions of deaths 
and serious injuries. Although vehicle-related factors 
clearly have the potential to increase risks of injury, 
over the last 50 years substantial safety improvements 
have been made, particularly by vehicles produced 
in Europe, Japan, and the United States. Even so, 40 
countries around the world implement only minimum 
regulatory standards (WHO, 2015a)—most in emerg-
ing markets. The lack of effective vehicle standards 
contributes to the higher rates of collisions in these 
countries (Jacobs et al., 2000).

Factors Influencing Injury Severity
In-vehicle crash protection is undoubtedly a factor 
relating to crash injury severity. While significant 
improvements have been made to private vehicles in 
the past decades, many of these advances have not 
yet made their way into vehicles in LMICs (Odero, 
Garner, & Zwi, 1997) or are de-specified to keep vehi-
cle costs low. However, the issue of crash protection 
that reduces injury severity to vulnerable road users 
is probably of greater relevance, especially in LMICs, 
where vulnerable road users are predominant. Few 
countries, whether high- or low-income countries, 
have established requirements to protect vulnerable 
road users by means of crash-worthy designs for the 
front of cars or buses (Mohan, 2002).

A significant risk factor for increased injury 
severity among motorized two-wheeler users is non-
use or inappropriate use of motorcycle helmets (Liu 
et al., 2008; WHO, 2017a). Likewise, a risk factor for 
increased injury severity in bicyclists is non-use of 
helmets (Thompson, Rivara, & Thompson, 2003). 
Failure to use seat belts is also a significant risk factor 
associated with injury severity in vehicle occupants, 
especially in many LMICs that lack any requirement 
for seat belts to be present in vehicles or used by driv-
ers and passengers (FIA Foundation for the Automo-
bile and Society, 2009; WHO, 2015a).

Studies in high-income countries suggest that 
roadside hazards, such as trees, poles, and road signs, 
may contribute to between 18% and 42% of road crash 
fatalities (Kloeden, McLean, Baldock, & Cockington, 
1998). The extent to which this risk applies to LMICs 
has not been determined.

Factors Influencing Severity 
of Post-Crash Injuries
Both the availability and the quality of prehospital and 
in-hospital care are major influences on the outcomes 
for patients with injuries sustained in a traffic crash. 
Comparisons between high-income countries and 
LMICs show clear differences in the proportions of 

injured individuals who die before reaching a hospi-
tal, in large part reflecting the limited access to pre-
hospital medical services in LMICs (Mock, Jurkovich, 
nii-Amon-Kotei, Arreola-Risa, & Maier, 1998). Fac-
tors that determine survival and outcome include 
early availability of care, the time interval between the 
injury and the patient’s arrival at a definitive-care hos-
pital, referral based on triage, and availability of phys-
ical and human resources.

Risk Factors for Poisonings
The global literature on unintentional poisonings 
includes significant information on occupational- 
related poisonings, especially pesticide poisonings, 
and a growing body of information on environmen-
tal poisoning, especially lead poisoning. The partic-
ular focus of this section, however, is on risk factors 
for other unintentional poisonings; occupational and 
environmental poisoning are covered elsewhere in 
this text under the topic of environmental health.

The literature in this area almost exclusively con-
siders risk factors for poisonings in young children 
(Peden et al., 2008), even though the majority of poi-
sonings occur in adults, for whom therapeutic errors 
and adverse reactions to medications may well be 
significant issues. In high-income countries, product 
accessibility—in terms of both safe packaging and 
storage — has long been recognized as the key risk 
factor in unintentional poisoning (Peden et al., 2008; 
Shannon, 2000). Storage issues also appear to be risk 
factors for poisoning in LMICs, including the numbers 
of used storage containers in the residence, the use of 
nonstandard containers for storage (e.g., the use of cola 
bottles for the storage of kerosene), and the storage of 
poisons at ground level (Peden et al., 2008).

As highlighted in the World Report on Child Injury 
Prevention (Peden et al., 2008), several case-control 
studies conducted in LMICs show evidence of a num-
ber of sociodemographic risk factors for unintentional 
poisoning, including young age of parents, residential 
mobility, and limited adult supervision of children 
(Azizi, Zulkifli, & Kasim, 1993; Soori, 2001). Previous 
poisoning may also be a risk factor (Soori, 2001).

Risk Factors for Fall-Related Injuries
Fall-Related Injuries in Older People 
(Including Hip Fractures)
Risk factors for fall-related injuries in older people are 
generally considered in terms of risk factors for falling 
(both intrinsic and extrinsic risk factors), risk factors 
associated with the severity of the impact following 
the fall, and risk factors associated with low levels of 
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bone mineral density, insofar as almost all fall-related 
injuries in older people involve broken bones. The last 
group of risk factors include low bone density; poor 
nutritional status and low body mass index (BMI); low 
calcium intake; comorbid conditions, such as hyper-
tension and diabetes; poor performance in activities of 
daily living (ADLs and instrumental ADLs [IADLs]); 
low levels of engagement in physical activity; poor 
cognitive function; poor perceived health status; poor 
vision; environmental factors affecting balance or gait; 
family history of hip fracture; and alcohol consump-
tion (Hippisley-Cox & Coupland, 2009; Robbins et al., 
2007). Falls from beds as well as other environmen-
tal risk factors related to flooring, lighting, furniture, 
and fittings such as hand rails are also associated risks 
(Ambrose, Paul, & Hausdorff, 2013; Lord,  Sherrington, 
Menz, & Close, 2007).

While much of the research in this area has been 
undertaken in high-income countries, reports from 
LMICs show that these studies’ findings are consis-
tent across most countries (Chew, Yong, Mas Ayu, & 
Tajunisah, 2010; Coutinho, Bloch, & Rodrigues, 2009). 
A few studies, however, have identified other factors 
that have not previously been identified and may be 
more relevant in the context of LMICs. For exam-
ple, studies in Thailand have suggested that factors 
associated with poor socioeconomic status may be 
risk factors, such as lack of electricity in the house 
and living in Thai-style houses or huts (Jitapunkul, 
 Yuktananandana, & Parkpian, 2001).

Falls related to the construction industry and on 
farms are generally more prevalent among working- 
age adults in low- and middle-income settings 
( Dandona et al., 2010; Haslam et al., 2005).

Fall-Related Injuries in Younger People
The World Report on Child Injury Prevention (Peden 
et al., 2008) has systematically reviewed the available 
evidence on risk factors for fall-related injuries in 
younger people. Much of the research has sought to 
identify factors associated with falls from heights. In 
high-income countries, such falls occur from balco-
nies and apartment windows, beds/bunks and nursery 
equipment (including baby walkers), and playground 
equipment. In contrast, in LMICs, such falls are more 
likely to occur from rooftops, trees, and animals, such 
as in those countries where camel racing is a popular 
activity. Poverty appears to be a consistent underlying 
risk factor for falls, while the absence of protective 
rails/guards or similar equipment is associated with 
increased risk. Severity of injury appears to be asso-
ciated with the height of the fall and the nature of the 
surface on which the child falls.

Risk Factors for Burn-Related Injuries
Burn-related injuries sustained as a result of fires account 
for the majority of burn-related deaths, although hot 
water burns are a significant cause of morbidity, espe-
cially in LMICs.

In high-income countries, much of our  knowledge 
about risk factors for fire-related injuries has come 
from cross-sectional studies and only a few case- 
control studies. In these studies, a number of risk 
factors have been consistently identified. Risk factors 
that cannot be modified include age (both younger 
and older groups), gender, race, or those difficult to 
modify such as poverty and disability; in contrast, 
risk factors that are amenable to prevention include 
place of residence, type of residence (such as mobile 
homes and homes without a smoke detector or tele-
phone), smoking, and alcohol use as well as unsafe 
equipment, fireworks, and cooking areas (Peden et al., 
2008; Warda, Tenenbein, & Moffatt, 1999). By com-
parison, few controlled studies have examined risk 
factors for hot water burns, and most discussion in 
the literature focuses on the lack of temperature con-
trols for hot water systems or taps (Jaye, Simpson, & 
Langley, 2001).

Studies undertaken in LMICs have similarly mostly 
focused on risk factors for burn-related injuries, with few 
examining risk factors for hot water–related injuries. In 
the majority of cases, these studies have addressed risk 
factors for burns in children (Peden et al., 2008). Many 
of the identified risk factors are related to poverty, such 
as low family income, lack of water supply, and over-
crowding. Lack of parental supervision and history of 
burns in siblings are risk factors as well. By compari-
son, maternal education appears to be consistently pro-
tective. Not surprisingly, other protective factors relate 
to the knowledge about burn risks, presence of smoke 
detectors, and ready access to first aid services.

Risk Factors for Drowning
In high-income countries, the majority of drowning 
incidents are associated with recreation or leisure 
activities including swimming pools (Brenner, 2003). 
In contrast, in most LMICs, these events are asso-
ciated with everyday activities near bodies of water, 
including rivers, water wells, or buckets (Hyder, et al., 
2003; Kobusingye, Guwatudde, & Lett, 2001; WHO, 
2014a).

Only a few studies, in either high- or low-income 
countries, have examined risk factors for drowning 
in adults. Nevertheless, evidence consistently shows 
that a significant proportion of adult drowning inci-
dents are associated with positive blood alcohol levels 
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(Carlini-Cotrim & da Matta Chasin, 2000; Driscoll, 
Harrison, & Steenkamp, 2004) as well as flood disas-
ters and traveling on water (WHO, 2014a, 2017e).

Most studies in this area—although there have 
been few properly controlled studies—have focused 
on risk factors for drowning in children, as reported in 
World Report on Child Injury Prevention (Peden et al., 
2008) and the Global Report on Drowning (WHO, 
2014a). Children living in rural areas and close to 
uncovered or unprotected bodies of water appear to 
be at greatest risk, with lack of parental supervision 
being noted as a factor across most studies.

Risk Factors for Self-Directed Violence
The report Preventing Suicide: A Global Imperative 
(WHO, 2014b) provides a comprehensive overview of 
known risk factors for suicidal behavior based on the 
findings of an extensive body of research, primarily 
in high-income countries, that has examined the role 
of psychiatric, biological, social, and environmental 
factors as well as factors related to an individual’s life 
history.

Case-control studies, using psychological  autopsies 
(i.e., information gathered after death from relatives, 
healthcare professionals, and medical records), have 
played an important role in identifying psychiatric 
risk factors for suicide, as have longitudinal studies. 
Depression is perhaps the leading psychiatric condi-
tion associated with increased risk of suicidal behav-
iors. Given that this type of mental illness is relatively 
common, it is not surprising that a large proportion 
of all suicides are believed to be related to depression. 
Other conditions associated with increased risk for 
self-directed violence include schizophrenia, anxiety 
disorders of conduct and personality, impulsivity, and 
a sense of hopelessness. Alcohol and drug abuse also 
play significant roles, although the close relationship 
between the latter and depression makes it difficult to 
tease out the independent contributions of these con-
ditions. Most certainly, another important risk factor 
is previous suicidal attempt, with some studies sug-
gesting that the risk for persons who have attempted 
suicide in the past could be as high as 20 to 30 times 
the risk seen in the general population.

Among the biological and medical markers that 
have been identified as risk factors, family history of 
suicide is one of the strongest markers, suggesting the 
possibility of a genetic predisposition; this contention 
has been supported by twin studies. Other evidence 
in support of a biological basis for suicide comes from 
studies of neurobiological processes, particularly 
those that have examined serotonin levels in psychi-
atric patients. Such investigations suggest that altered 

serotonin levels may, in part, be linked to greater 
risks of suicide. Suicide may also be the consequence 
of severe and painful illness, although the extent to 
which any such relationship is independent of psychi-
atric illness has not been determined as yet.

Certain negative life events may act as precipitat-
ing factors for suicide for some individuals, including 
personal loss (whether through divorce, separation, 
or death), interpersonal conflict (including bully-
ing), a broken or disturbed relationship, and legal or 
work-related problems. In particular, studies have 
shown a higher risk of suicide attempts among victims 
of violence between intimate partners due to unre-
solved conflicts, as well as among individuals with 
a history of physical or sexual abuse in childhood. 
While in many countries, marriage and having chil-
dren do appear to be protective factors against suicide, 
those who marry early may not be equally protected. 
Studies undertaken in Pakistan and China also sug-
gest that married women, especially older married 
women, may not necessarily be protected from this 
risk (Khan & Reza, 1998; Yip, 1998). In contrast, 
individuals who are socially isolated appear to be at 
increased risk for suicide, including homosexual ado-
lescents and the elderly.

Social and environmental factors that are believed 
to increase the risk of suicidal behavior include avail-
ability of the means of suicide; a person’s place of res-
idence, employment, or immigration status; affiliation 
with a religion; and economic conditions. Numerous 
studies, undertaken in a wide range of countries, pro-
vide clear evidence that both the ready availability of 
means of suicide and the lethality of those methods 
influence the incidence of suicide attempts and com-
pletions. Likewise, studies conducted in high-, middle-, 
and low-income countries show that rural residence is 
an important risk factor for suicide, possibly related to 
issues of social isolation and increased accessibility of 
means of suicide. While some exceptions exist, there 
does appear to be a consistent relationship between 
greater religious involvement and lower risk of suicide. 
Both the economic prosperity of a community and 
personal economic circumstances appear to be related 
to risk of suicide, as observed in various studies.

Risk Factors for Interpersonal Violence
The quantity and nature of research on the risk factors 
for interpersonal violence vary across the categories of 
child maltreatment, intimate-partner violence, youth 
violence, sexual violence, and elder abuse, as does the 
extent to which the research has focused on risk fac-
tors associated with perpetrators versus risk factors 
associated with victims.
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While certain risk factors are specific to these differ-
ent types of interpersonal-directed violence and to per-
petrators or victims, a number of common risk factors 
have been observed across at least three of these differ-
ent categories and, to some extent, in both high-income 
and LMICs. In terms of individual risk factors, these 
characteristics include being male and young, abusing 
alcohol and other drugs, and being a victim of child 
abuse or neglect. Family risk factors include low socio-
economic status of the household, marital discord, and 
parental conflict involving use of violence. Community 
risk factors include low social capital in the community, 
high crime levels in the community of residence, and 
poor access to or inadequate medical care and situa-
tional factors. Lastly, societal risk factors include rapid 
social change (leading to the breakdown of traditional 
value and social support networks), economic inequal-
ity, poverty, weak economic safety nets, poor rule of law 
and high levels of corruption, a culture of violence, gen-
der inequalities, high  firearms availability, and punitive 
responses to  perpetrators and conflict/post- conflict 
scenarios (Butchart,  Phinney, Check, &  Villaveces, 
2004; Mercy, Butchart,  Rosenberg,  Dahlberg, &  Harvey, 
2008; Rosenberg, Butchart, Mercy,  Narasimhan, & 
Waters, 2006).

A number of risk factors for child maltreatment 
have been identified through research in various coun-
tries, but not all areas of the world; thus, one cannot 
assume that they apply to all social and cultural con-
texts. Nevertheless, the list presented here does provide 
an overview of risk factors that should be considered 
when attempting to understand the causes of child 
maltreatment in any context (WHO & International 
Society for Prevention of Child Abuse and Neglect, 
2006). Child maltreatment risk factors include charac-
teristics and attributes of the child, and of the parent 
and caregiver. Of course, while they may have risk fac-
tors, children themselves are the victims and are never 
to blame for the maltreatment. Age is a major risk fac-
tor among children who suffer maltreatment. Children 
younger than 4 years of age are at greatest risk of severe 
injury and death from maltreatment, but across all 
forms of child maltreatment combined, adolescents are 
at greatest risk. Other risk factors in children include 
being an unwanted infant or failing to fulfill parental 
expectations; having special needs, crying persistently, 
or having abnormal physical features; and demonstrat-
ing symptoms of mental ill health, or personality or 
temperament traits that are perceived as problematic.

Parental or caregiver factors that can increase the 
risk of child maltreatment include difficulty bond-
ing with a newborn or not nurturing the child; hav-
ing been maltreated as a child; lacking awareness of 
child development or having unrealistic expectations; 

inflicting inappropriate, excessive, or violent punish-
ment; lacking self-control when upset or angry; mis-
using alcohol or drugs, including during pregnancy; 
involvement in criminal activity; being depressed or 
exhibiting feelings of low self-esteem or inadequacy; 
and experiencing financial difficulties. Factors within 
family, friend, intimate-partner, and peer relation-
ships that may increase the risk of child maltreatment 
include lack of parent–child attachment; physical, 
developmental, or mental health problems of a family 
member; family breakdown or violence; being isolated 
in the community or lacking a support network; break-
down of support for childrearing from the extended 
family; and discrimination against the family.

Characteristics of communities and societies that 
can increase the risk of child maltreatment include 
gender and social inequality; social, economic, health, 
and education policies that lead to poor living stan-
dards or to socioeconomic inequality or instability; 
lack of adequate housing or services to support fam-
ilies and institutions; high levels of unemployment 
or poverty; rapid rates of in- and out-migration to 
neighborhoods; the easy availability of alcohol or a 
local drug trade; inadequate policies and programs to 
prevent child maltreatment, child pornography, child 
prostitution, and child labor; and social and cultural 
norms that demand rigid gender roles, support the 
use of corporal punishment or severe physical punish-
ment of children, and diminish the status of the child 
in parent–child relationships.

Risk factors associated with youth violence exist 
at the level of the individual, relationship, commu-
nity, and society (Mercy et al., 2002). Individual-level 
factors include personality and behavioral traits such 
as hyperactivity; impulsiveness; poor behavioral con-
trol; attention problems; history of early aggressive 
behavior; early involvement with drugs, alcohol, and 
tobacco; antisocial beliefs and attitudes; low intelli-
gence; low commitment to school and school failure; 
residence in a single-parent household; experiencing 
parental separation or divorce at a young age; and 
exposure to violence and conflict in the family. Addi-
tionally, studies show that drunkenness is an import-
ant immediate situational factor that can precipitate 
youth violence.

Factors within family, friend, intimate-partner, 
and peer relationships that may increase the risk of 
youth violence include poor monitoring and super-
vision of children by parents; harsh, lax, or inconsis-
tent disciplinary practices; a low level of attachment 
between parents and children; low parental involve-
ment in activities; parental substance abuse or crim-
inality; poor family functioning and a low level of 
family cohesion; low family income; and witnessing 
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violence or experiencing abuse as a child. Associating 
with delinquent peers has also been linked to violence 
in young people.

At community and societal levels, poor social 
cohesion within a community has been linked to 
higher rates of youth violence, as have rapid urban-
ization and unemployment leading to the social dis-
location of young people and the erosion of informal 
social controls. Gangs and a local supply of guns and 
drugs represent a potent mixture that increases the 
likelihood of youth violence. Factors such as extreme 
and highly visible socioeconomic inequalities, rapid 
social and demographic changes in the youth popu-
lation, and urbanization can also increase the risk of 
youth violence. In addition, the quality of a country’s 
governance—its laws and the extent to which they are 
enforced, as well as policies for social protection—has 
important implications for such violence.

Intimate-partner violence and sexual violence share 
a number of common risk factors, as described in the 
WHO and London School of Hygiene &  Tropical 
Medicine (2010) document titled Preventing  Intimate 
 Partner and Sexual Violence: Taking Action and 
 Generating Evidence. Women and men with lower lev-
els of education are at increased risk of victimization 
and perpetration of intimate-partner violence, respec-
tively. Childhood sexual abuse is strongly associated 
with the perpetration of intimate-partner violence 
and sexual violence by men as well as the victimiza-
tion of women in the form of intimate-partner and 
sexual violence. A diagnosis of antisocial personality 
disorder is a strong risk factor for the perpetration of 
both intimate-partner and sexual violence. Alcohol 
abuse is consistently found to be associated with the 
perpetration of both types of violence as well. Males 
who have multiple sexual partners or who are sus-
pected by their partners of infidelity are more likely 
to initiate both intimate-partner and sexual violence. 
In addition, attitudes that are accepting of violence are 
strongly associated with perpetration and victimiza-
tion in the form of such violence (WHO & London 
School of Hygiene & Tropical Medicine, 2010).

Risk factors that are specific to intimate-partner 
violence include a past history of violence, which for 
both perpetrators and victims is a strong risk factor for 
future intimate-partner violence. Marital discord and 
dissatisfaction are strongly associated with both per-
petration of and victimization by this kind of violence. 
Likewise, ineffective court/police responses are associ-
ated with intimate-partner violence (WHO & London 
School of Hygiene & Tropical Medicine, 2010).

Risk factor research on elder abuse is scant. 
Although a variety of risk factors have been hypoth-
esized to exist, the evidence cited to support many 

of these hypotheses—such as the significance of 
caregiver stress—is not convincing. One of the most 
consistent findings, however, is the important role of 
social isolation. Additionally, while little empirical 
evidence has been documented to support this con-
tention, cultural norms relating to ageism and sexism 
are thought to play an important role in elder abuse 
(Krug et al., 2002).

Risk Factors for Collective Violence
As outlined in greater detail in World Report on Vio-
lence and Health (Krug et al., 2002), the Carnegie 
Commission on Preventing Deadly Conflict ( Carnegie 
Commission, 1997) has identified a range of factors 
that—either alone or in combination—may precipi-
tate the risk of political violence. In brief, these factors 
include political and economic factors (e.g., lack of 
democratic processes, unequal access to power, distri-
bution of resources and access to resources, and control 
over both key natural resources and drug production or 
trading), societal and community factors (e.g., inequal-
ities between groups, fueling of group fanaticism, and 
ready availability of weapons), and demographic fac-
tors (particularly rapid demographic change).

 ▸ Interventions to Prevent 
Unintentional Injuries  
and Violence

Interventions to prevent unintentional injuries have 
traditionally been considered in terms of the three E’s: 
education, enforcement, and engineering. Such mea-
sures are also described within the framework of the 
Haddon matrix—that is, in terms of their focus on 
preventing the occurrence of the injury event, versus 
minimizing the severity of injury at the time of the 
injury event, versus minimizing the severity of injury 
following the injury event. By comparison, inter-
ventions aimed at reducing violence have addressed 
individual, relationship, community, and societal 
approaches, mirroring the ecological model outlined 
in the previous section.

While randomized controlled trials, whether they 
involve individuals or communities, represent the 
gold standard by which the effectiveness of preven-
tive interventions might best be assessed, such trials 
remain relatively uncommon in the injury and vio-
lence field. Studies comparing the incidence of injury 
before and after the implementation of an interven-
tion, sometimes with reference to a control population 
(i.e., a group in which the intervention has not been 
introduced), more commonly provide evidence of 
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effectiveness. Of course, randomized controlled trials 
are clearly not needed for interventions whose benefits 
are obvious. In contrast, for other interventions, par-
ticularly those that may have modest but important 
benefits, rigorous evaluation methods are required.

Studies addressing the effectiveness of interven-
tions in LMICs, as distinct from their effectiveness in 
high-income countries, are also relatively uncommon. 
While the proven efficacy of some interventions in 
high-income countries does not require replication 
in LMICs (e.g., the use of motorcycle helmets), strat-
egies that may be effective in increasing the rates of 
helmet-wearing in high-income countries may not 
necessarily be appropriate in LMICs; thus, specific 
evidence of their effectiveness is required. For this rea-
son, tailoring of the interventions found effective in 
high-income countries to ensure that they are appro-
priate in LMICs, with rigorous evaluation to confirm 
their applicability, is increasingly being endorsed. 
Moreover, determining how best to implement pro-
grams based on such interventions is increasingly 
needed and implementation research is often needed 
in these instances.

Interventions to Prevent  
Road Traffic Injuries
“Safer systems, safer roads, safer vehicles, and safer 
people” is the motto employed by those working to 
reduce road traffic injuries (Peden et al., 2004). In the 
public health sector, much of the emphasis in terms 

of interventions has—not surprisingly—focused on 
the last of these elements (WHO, 2015a). In addition, 
there is significant political support for road safety. The 
United Nations General Assembly, the World Health 
Assembly, and more recently the inclusion of a tar-
get related to road safety in the 2030 Agenda for Sus-
tainable Development have all encouraged countries 
to implement good practices in regard to preventing 
road traffic injuries. Guidance is provided to coun-
tries through the global plan for the Decade of Action, 
which includes five pillars—road safety management, 
safer infrastructure, safer vehicles, safer road users, 
and post-crash response (United Nations Road Safety 
Collaboration, 2011)—and more recently through the 
Save LIVES technical package on road safety, which 
encourages countries to put in place 22 evidence-based 
interventions (WHO, 2017d) (TABLE 9-6).

Safer Systems
A focus on safer systems involves managing exposure 
to the risk of a road traffic injury, by accounting for 
human error through managing interactions between 
the environment, infrastructure, and the road user 
(OECD, 2008). In particular, it involves implement-
ing strategies aimed at reducing motor vehicle traffic, 
encouraging use of safer modes of traffic, and mini-
mizing exposure to high-risk scenarios. Reductions in 
motor vehicle traffic are possible through application 
of efficient fuel taxes, land-use restrictions, and safety 
impact assessments of transport and land-use plans; by 

TABLE 9-6 Save LIVES: 6 Components and 22 Interventions

Acronym Component Interventions

S Speed 
management

Establish and enforce speed limit laws nationwide, locally, and in cities

Build or modify roads to calm traffic (e.g., roundabouts, road narrowing, speed bumps, 
chicanes, and rumble strips)

Require car makers to install new technologies, such as intelligent speed adaptation, 
to help drivers keep to speed limits

L Leadership Create an agency to spearhead road safety 

Develop and fund a road safety strategy 

Evaluate the impact of road safety strategies

Monitor road safety by strengthening data systems

Raise awareness and public support through education and campaigns
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the provision of shorter, safer routes; and through trip 
reduction measures, including greater emphasis on 
the development and use of public transport systems. 
Minimizing exposure to high-risk scenarios includes 
strategies such as restricting access to different parts of 
the road network, giving priority in the road network 
to higher-occupancy vehicles or to pedestrians and 
slow-moving transports, placing restrictions on speed 
and engine performance of motorized two- wheelers, 
separating different traffic modes, increasing the 
legal age for operating motorized two-wheelers, and 

introducing graduated driver licensing systems. While 
it seems obvious that the implementation of these 
strategies should lead to reductions in road traffic 
injuries, only limited documentation of their effective-
ness in low-income contexts is readily available.

Safer Roads
Intervention strategies focusing on safer roads need to 
incorporate safety awareness in planning road networks, 
safety features in road design, and remedial action 

I Infrastructure 
design and 
improvement

Provide safe infrastructure for all road users, including sidewalks, safe crossings, 
refuges, overpasses, and underpasses

Put in place bicycle and motorcycle lanes

Make the sides of roads safer by using clear zones, collapsible structures, or barriers

Design safer intersections

Separate access roads from through-roads

Prioritize people by putting in place vehicle-free zones

Restrict traffic and speed in residential, commercial, and school zones

Provide better, safer routes for public transport

V Vehicle safety Establish and enforce motor vehicle safety standard regulations related to:
 ■ Seat belts
 ■ Seat belt anchorages
 ■ Frontal impact
 ■ Side impact
 ■ Electronic stability control
 ■ Pedestrian protection
 ■ ISOFIX child restraint points

Establish and enforce regulations on motorcycle antilock braking

E Enforcement 
of traffic laws

Establish and enforce laws at national, local, and city levels on:
 ■ Drinking and driving
 ■ Motorcycle helmets
 ■ Seat belts
 ■ Child restraints

S Survival Develop organized and integrated prehospital and facility-based emergency care 
systems

Train those who respond to crashes in basic emergency care

Promote community first responder training

Reprinted from World Health Organization (WHO). (2017). Save LIVES: A road safety technical package. Geneva, Switzerland: World Health Organization. Retrieved from http://apps.who.int/iris 
/bitstream/10665/255199/1/9789241511704-eng.pdf
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at high-risk crash sites. Although they may not have 
been examined in rigorously controlled studies, many 
of these strategies have been adapted and adopted over 
many years in both high-income countries and LMICs.

Traffic-calming measures are among the strat-
egies recommended with respect to incorporating 
safety features into road design (Table 9-6). Systematic 
reviews of the evidence confirm that traffic- calming 
measures reduce road traffic injuries, although evi-
dence from randomized controlled trials is not yet 
available (Bunn et al., 2003; Retting, Ferguson, & 
McCartt, 2003; WHO, 2017d). Although most of the 
evidence cited in support of these measures comes 
from high-income countries, a “before and after” 
study conducted in Ghana showed clearly that speed 
bumps were effective in reducing traffic injuries, and 
especially in decreasing pedestrian injuries (Afukaar, 
Antwi, & Ofosu-Amah, 2003).

The introduction of speed cameras (designed to 
capture images of drivers violating speed limits) and 
other speed-enforcement devices has also been shown 
to be highly cost-effective in reducing road traffic 
injuries (WHO, 2017c, 2017d). Nevertheless, the 
quality of these studies remains low and relatively few 
have been conducted in LMICs (ICF Consulting & 
Imperial College Centre for Transport Studies, 2003; 
 Wilson,  Willis, Hendrikz, & Bellamy, 2006).

Other safety features that might be incorporated 
into road design include provisions for slow-moving 
traffic and for vulnerable road users, lanes for overtak-
ing other road users, median barriers, street lighting, 
advisory speed limits, and systematic removal of road-
side hazards, such as trees or utility poles (Beyer & 
Ker, 2009; Peden et al., 2004).

Safer Vehicles
Strategies focusing on safer vehicles that have been 
suggested include a core set of seven United Nations 
vehicle regulations for motor vehicles and one for 
motorcycles that are expected to decrease the inci-
dence of road traffic injuries and save lives (WHO, 
2015a, 2017d). The seven vehicle regulations are stan-
dards on frontal and side impact; electronic stability 
control; pedestrian protection; seat belts and anchor-
ages; and child restraints. A recent study conducted 
in Latin America revealed that more than 440,000 
deaths and serious injuries could be averted and up 
to $143 billion saved if basic UN vehicle regulations 
were applied to key countries in the region by 2030 
( Wallbank, McRae-McKee, Durrell, & Hynd, n.d.).

Establishing and enforcing regulations on motor-
cycle antilock braking and daytime running lights are 
important evidence-based interventions for powered 

two-wheelers (WHO, 2017a, 2017d). The positive 
effects of daytime running lights on motorcycles have 
been shown in LMICs (Radin Umar, Mackay, & Hills, 
1996; Yuan, 2000), while meta-analyses of the effects of 
(automatic) daytime running lights on cars, particularly 
in countries in the northern hemisphere, have shown 
that they decrease the frequency of road crashes, includ-
ing pedestrian and cycle crashes (Elvik & Vaa, 2004).

The installation and maintenance of seat belts in 
cars is probably the most well-known and most effec-
tive crash vehicle design strategy. Nevertheless, data 
from surveys conducted in 2009 showed that more than 
one-fourth of all countries that manufacture or assem-
ble cars do not require that seat belts be fitted (WHO, 
2009). By 2013, although 161 countries had national 
seat belt laws, only 105 of them had laws that met best 
practice standards by requiring all occupants to be 
belted (WHO, 2015a). Among other intelligent vehicle 
devices that might prove useful in LMICs are speed lim-
iters and ignition interlock devices that prevent alcohol 
users from starting a vehicle (McGinty et al., 2017).

Safer People
In recent decades, effective intervention strategies 
aimed at improving road user behavior have increas-
ingly focused on the introduction and enforcement of 
relevant legislation, combined with enforcement and 
education, rather than advocating educational efforts 
alone (Poli de Figueiredo, Rasslan, Bruscagin, Cruz, & 
Rocha e Silva, 2001; Staton et al., 2016; WHO, 2013). 
Many of these legislative intervention strategies have 
addressed speeding, alcohol use and driving, motorcy-
cle helmet use, seat belts, and child restraints (WHO, 
2015a). Despite this focus, few countries have national 
and subnational laws relating to all five of these risk 
factors. The situation is most advanced in regard to 
seat belt laws, as 105 countries now have laws that 
match the best practice (FIGURE 9-5). Even when leg-
islation has been passed, enforcement of the laws is 
often weak, especially in LMICs.

A large body of research—albeit little of it con-
ducted in LMICs—shows that the setting and enforce-
ment of speed limits can lead to reductions of as much 
as 34% in road traffic injuries (Peden et al., 2004; WHO, 
2017c). Similarly, numerous studies demonstrate that 
establishment and enforcement of legal blood alcohol 
limits, minimum drinking-age laws, and use of alco-
hol checkpoints lead to important reductions in road 
traffic injuries, albeit of varying magnitude (Peden 
et al., 2004).

Both bicycle helmets and, in particular, motorcycle 
helmets have been shown to have a significant impact 
in reducing head injuries among riders (Liu et al., 2008; 
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Thompson et al., 2003; WHO, 2017a). The introduc-
tion of mandatory seat belt laws and mandatory child 
restraint laws has been shown to have a major impact in 
reducing occupant deaths and injuries— decreases of as 
much as 25% have been noted in some areas (FIA Foun-
dation for the Automobile and Society, 2009; WHO, 
2007). Additionally, systematic reviews have shown the 
greater effectiveness of enforcement strategies that allow 
enforcement officers to specifically stop and check seat 
belt use (primary enforcement) compared with strate-
gies that allow seat belt use to be checked only when 
other enforcement strategies are the focus of the traffic 
stop (secondary prevention) (Dinh-Zarr et al., 2001; 
Rivara, Thompson, Beahler, & MacKenzie, 1999). More-
over, many studies have shown that enforcement needs 
to be selective, highly visible, and well publicized; con-
ducted over a sufficiently long period; and repeated sev-
eral times a year (European Transport Safety  Council, 
2016; Solomon, Ulmer, & Preusser, 2002).

Interventions to Prevent Poisonings
The prevention of unintentional poisonings includes 
 consideration of both occupational and non- 
occupational poisonings, including household poi-
sonings. Efforts to prevent occupational exposures 
include the promotion, legislation, and enforcement 
of nonchemical methods of pest control and the pro-
motion of the safe use of pesticides when nonchemical 
methods are not feasible. Interventions such as these 
largely fall within the domain of specialists working 
in occupational and environmental health and are not 
considered further in this chapter.

Suggested interventions to reduce exposure to 
non-occupational poisonings include better storage 
of poisonous materials, in terms of both the storage 
position and the nature of the storage vessels (Nixon, 
Spinks, Turner, & McClure, 2004; Peden et al., 2008). 
With respect to the former, the suggested interven-
tions include storing poisonous materials outside 
the home, and at levels beyond the reach of chil-
dren (above head height). With respect to the nature 
of the storage containers, it has been suggested that 
efforts need to be directed toward reducing the use of 
 secondhand household containers (e.g., cola bottles), 
including the introduction and enforcement of legis-
lation to prohibit sales of poisons in such containers 
(Nhachi & Kasilo, 1994). While these interventions 
clearly have merit, evidence demonstrating their effec-
tiveness is lacking.

The efficacy of child-resistant containers (CRCs) 
in preventing access to poisons has been demon-
strated, however. According to data from a controlled 
“before and after” study undertaken in South Africa, 
the free distribution of CRCs appears to be a highly 
effective means of preventing poisoning in children 
(Krug, Ellis, Hay, Mokgabudi, & Robertson, 1994).

Other interventions that have been suggested, 
but not rigorously examined, include the use of 
warning labels on poison packaging, appropriate 
first aid education, and the introduction of poison 
control centers that are charged with monitoring 
the incidence of  poisonings and providing appro-
priate preventive advice (Nixon et al., 2004; Peden 
et al., 2008). Likewise, home safety education and 
the provision of safety education have been pro-
posed as potentially effective interventions; while 
the available evidence appears promising, the impact 
of such interventions on poisoning rates is unclear 
( Kendrick et al., 2008).

Interventions to Prevent  
Fall-Related Injuries
Fall-Related Injuries in Older People
In community-dwelling individuals, exercise interven-
tions show the greatest promise in reducing the risk 
and rate of falls. These include multiple- component 
group exercises such as Tai Chi, which involve balance 
and strengthening exercises, as well as individually 
prescribed multiple-component home-based exercise 
(Gillespie et al., 2012).

Assessment and multifactorial interventions have 
been shown to reduce the rate of falls but not the risk 
of falling, as has gradual withdrawal of psychotropic 
medication. Overall, vitamin D supplementation does 

FIGURE 9-5 Countries with road safety laws meeting best 
practice.
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not reduce the risk of falls, although this measure 
may well do so in persons with lower vitamin D lev-
els. Similarly, home safety interventions do not reduce 
falls overall, but are effective in preventing falls among 
persons with visual impairment and among others at 
higher risk of falling. Other effective interventions 
are directed toward individuals who reside in certain 
living environments and those with specific medical 
conditions (Gillespie et al., 2012).

Some evidence indicates that multifactorial inter-
ventions can reduce both the number of falls and the 
risk of falling in hospitals, and may do so in nursing 
care facilities as well. Vitamin D supplementation is 
also effective in reducing the rate of falls in nursing 
care facilities. By comparison, exercise in subacute 
hospital settings appears effective in decreasing falls, 
but its effectiveness in nursing care facilities remains 
uncertain (Cameron et al., 2012).

Hip protectors initially appeared to be a promis-
ing intervention to reduce the impact of a fall in older 
people. More recently, a growing number of studies 
have questioned the effectiveness of these devices, 
especially given the relatively poor compliance rates 
that are achieved in real-life settings (Cameron et al., 
2010; Parker, Gillespie, & Gillespie, 2006).

Fall-Related Injuries in Younger People
The World Report on Child Injury Prevention docu-
ment (Peden et al., 2008) highlights a number of areas 
where interventions to prevent falls among children 
have been shown to be effective or appear promis-
ing. These strategies include engineering measures 
focused on the redesign of equipment, such as nursery 
equipment, and environmental measures that focus 
on the redesign of playgrounds or buildings. Previ-
ous successes with the Children Can’t Fly program 
in low-income areas in the United States have been 
replicated in low-income countries, where the use of 
window guards have been shown to be a promising 
approach to the prevention of falls from buildings. By 
comparison, while educational strategies for the pre-
vention of falls in children might seem to be appealing 
at first glance, little evidence supports the effectiveness 
of such approaches in reducing the rates of falls (Ken-
drick et al., 2008; Kendrick et al., 2013).

Interventions to Prevent  
Burn-Related Injuries
Installed, working smoke detectors have been found 
to reduce the risk of death from fires by up to 50%; the 
challenge, however, is making sure that all homes have 
working smoke alarms on all levels of the residence 

(DiGuiseppi et al., 2010). Most studies in high-income 
countries have focused on the effectiveness of smoke 
detector giveaway programs, community- and school-
based educational campaigns, and community- based 
burns prevention measures. Unfortunately, these 
education -based approaches have little evidence 
supporting their effectiveness in terms of reduced 
incidence of fires and fire-related injuries. Notably, 
combining building codes and legislation on smoke 
alarms with education seems to have a greater effect in 
achieving this goal (DiGuiseppi et al., 2010).

Interventions that have been proposed but not yet 
shown to be effective largely rely on reducing exposure 
to fires and flames (Peden et al., 2008). These measures 
include separating cooking areas from living areas 
(including efforts to reduce the use of indoor fires for 
cooking), ensuring cooking surfaces are at appropriate 
heights, reducing the storage of flammable substances 
in households, and providing for greater supervision 
of younger children. Other proven or promising inter-
ventions include the introduction of safer lamps and 
stoves, child-resistant lighters, banning the sale of fire-
works to children, and treatment of patients at dedi-
cated burn centers (Peden et al., 2008).

Evidence for the effectiveness of interventions to 
prevent water-related burn injuries is minimal, but 
promising. In an increasing number of high-income 
countries, much effort has been directed toward mea-
sures that not only educate communities about the 
dangers of high tap water temperatures, but also legis-
late and enforce efforts to regulate the temperature of 
water flowing from household taps (DiGuiseppi et al., 
2010; Macarthur, 2003). In contrast, in low-income 
countries, scalds due to hot water are more likely to be 
associated with cooking and boiling of water, rather 
than water from taps. Consequently, interventions 
related to the separation of the cooking areas from liv-
ing and play areas have been emphasized, as well as 
suggestions that cooking vessels holding water might 
be better designed to minimize the chances of spillage.

Finally, interventions directed at increasing 
awareness of burns prevention (whether fire or water 
related) have been proposed, especially given the suc-
cess of safe community interventions involving a mul-
titude of strategies (Ytterstad & Sogaard, 1995). To 
date, limited evidence shows that such interventions 
can be successful (Peden et al., 2008; Turner, Spinks, 
McClure, & Nixon, 2004).

Interventions to Prevent Drowning
Evidence for the effectiveness of interventions to pre-
vent drowning has been recently summarized in a 
new global report on drowning (WHO, 2014a). In this 
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report, ten actions to prevent drowning were identi-
fied. These included community-based actions, such 
as installing barriers (e.g., pool fencing, doorway bar-
riers and playpens, well covers); providing safe places 
for children away from water; teaching school-age 
children basic swimming skills; and training bystand-
ers. In addition, the report recommended more effec-
tive policies or laws, such as setting and enforcing safe 
boating standards; building resilience and managing 
floor risk; coordinating drowning efforts; and devel-
oping a national water safer plan. Finally, the report 
authors called for well-designed studies to address pri-
ority research questions in this area (WHO, 2014a).

The effectiveness of learn-to-swim programs, while 
a common component of prevention programs in 
high-income countries, have only recently been studied 
in LMICs. Programs in Australia, Bangladesh, China, 
Thailand, the United States, and Vietnam have shown 
that teaching children (older than 5 years) basic swim-
ming, water safety, and safe rescue skills reduces the risk 
of drowning; in one study in Bangladesh, such a program 
was shown to be cost-effective (Rahman et al., 2012).

Education regarding the burden and risk fac-
tors for drowning, especially the risks posed by prior 
consumption of alcohol, has also been postulated as 
a potential intervention strategy (Quan, Bennett, & 
Branche, 2007). Increased supervision of children 
around bodies of water and the provision of lifeguards 
at popular swimming areas have been proposed as 
other measures that might reduce drowning (Hyder 
et al., 2003; WHO, 2017e).

Recent work largely done in Bangladesh has 
been exploring the use of barriers such as playpens 
and door barriers, as well as keeping at-risk children 
away from the hazard in community day care centers 
or crèches (Hyder et al., 2014a, 2014b). The crèches 
appeared very promising on earlier studies (Rahman 
et al., 2012); in a large study conducted more recently, 
they were found to protect children age 1–4 years from 
drowning deaths. The crèches also involve community 
mobilization, the development of village injury pre-
vention committees, and educational programs for 
both children and parents (Hyder et al., 2014a, 2014b).

Interventions to prevent water-related transport 
drowning include equipping boats with flotation 
devices, ensuring that boats and flotation devices are 
well maintained, introducing legislation and enforc-
ing regulations relating to the maximum number 
of individuals who may be carried on specific types 
of boats, and providing fully trained and responsive 
coast guard services (WHO, 2014a). However, as with 
the preventive measures proposed to prevent non- 
transport-related drowning, evidence of these inter-
ventions’ effectiveness is lacking (Peden et al., 2008).

Interventions to Prevent  
Self-Directed Violence
Knowledge about risk factors for suicide and effec-
tive prevention strategies has increased dramatically 
over the past decade, although only 28 countries today 
have national suicide prevention strategies (WHO, 
2014b). Effective strategies for preventing suicides and 
suicide attempts include restricting access to the most 
common means, including pesticides, firearms, and 
certain medications (WHO, 2014b). Attempts to limit 
the availability of suicide means have included reduc-
ing access to sedatives, pesticides, carbon monoxide 
in domestic gas and in car exhausts, and handguns in 
the home. Safer storage, bans, and replacement of pes-
ticides with less toxic alternatives could prevent many 
of the estimated 370,000 suicides caused by ingestion 
of these chemicals every year. Although international 
conventions have long attempted to manage hazard-
ous substances, many highly toxic pesticides continue 
to be widely used. Research suggests, however, that 
bans must be accompanied by evaluations of agricul-
tural needs and replacement with low-risk alternatives 
for pest control.

Early identification and effective management 
of mental disorders and harmful alcohol use can 
contribute to reducing suicides and should be sys-
tematically integrated in the health sector response. 
Community-based prevention efforts include encour-
aging attendance at suicide prevention centers and 
self-help groups and school-based interventions that 
involve training of school staff, community members, 
and healthcare providers to identify those persons 
at risk and refer them to treatment. By comparison, 
societal approaches include both restricting access to 
the means of suicide and managing media reports of 
suicides.

Interventions to Prevent  
Interpersonal Violence
This section is adapted from INSPIRE—Seven Strat-
egies for Ending Violence Against Children, which 
is a technical package of prevention strategies 
that have shown success in reducing interpersonal 
violence, in particular violence against children 
(WHO, 2016b). The strategies were selected based 
on convergence in the research-based guidance 
already published by the 10 international agencies 
that endorsed INSPIRE. While the INSPIRE techni-
cal package is specifically aiming to reduce violence 
against children age 0–18 years, most of these strat-
egies have been shown to have preventive effects on 
violence in adulthood as well, and benefits in areas 
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such as mental health, education, and crime reduc-
tion (WHO, 2016b). This section summarizes the 
seven strategies and spotlights the effectiveness of 
those interventions within each strategy that have 
the strongest evidence for preventing violence. 
TABLE 9-7 presents an overview of the seven strat-
egies, specific approaches within each strategy, 

and the sectors that are usually responsible for its 
implementation.

Implementation and Enforcement of Laws
The aim of this strategy is to ensure that laws to pre-
vent violent behaviors, reduce excessive alcohol use, 

TABLE 9-7 INSPIRE Strategies, Approaches, and Sectors for Preventing and Responding to Violence Against Children

Strategy Approaches Sectors
Cross-cutting 
Activities

Implementation 
and enforcement 
of laws

 ■ Laws banning violent punishment of children by 
parents, teachers, or other caregivers

 ■ Laws criminalizing sexual abuse and exploitation of 
children

 ■ Laws that prevent alcohol misuse
 ■ Laws limiting youth access to firearms and other 

weapons

Justice Multisectoral 
actions and 
coordination

Norms and values  ■ Changing adherence to restrictive and harmful 
gender and social norms

 ■ Community mobilization programs
 ■ Bystander interventions

Health, 
education, 
social welfare

Multisectoral 
actions and 
coordination

Safe environments  ■ Reducing violence by addressing “hotspots”
 ■ Interrupting the spread of violence
 ■ Improving the built environment

Interior, 
planning

Multisectoral 
actions and 
coordination

Parent and 
caregiver support

 ■ Delivered through home visits
 ■ Delivered in groups in community settings
 ■ Delivered through comprehensive programs

Social welfare, 
health

Multisectoral 
actions and 
coordination

Income and 
economic 
strengthening

 ■ Cash transfers
 ■ Group saving and loans combined with gender 

equity training
 ■ Microfinance combined with gender norm training

Finance, labor Monitoring and 
evaluation

Response and 
support services

 ■ Counseling and therapeutic approaches
 ■ Screening combined with interventions
 ■ Treatment programs for juvenile offenders in the 

criminal justice system
 ■ Foster care interventions involving social welfare 

services

Health, 
justice, social 
welfare

Monitoring and 
evaluation

Education and life 
skills

 ■ Increase enrollment in preschool, primary schools, 
and secondary schools

 ■ Establish a safe and enabling school environment
 ■ Improve children’s knowledge about sexual abuse 

and how to protect themselves against it
 ■ Life and social skills training
 ■ Adolescent intimate-partner violence prevention 

programs

Education Monitoring and 
evaluation

Reprinted from World Health Organization (WHO). (2016). INSPIRE: Seven strategies for ending violence against children. Retrieved from http://apps.who.int/iris/bitstream/10665/207717/1 
/9789241565356-eng.pdf
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and limit youths’ access to firearms and other weapons 
are both implemented and enforced (WHO, 2016b, 
p. 31). Implementation and enforcement of such laws 
has the potential to reduce physical violence, sexual 
abuse and exploitation, and firearms-related deaths, 
and nonfatal injuries among children (DeSimone, 
Markowitz, & Xu, 2013; Matzopoulos, Thompson, & 
Myers, 2014; Modig, 2009; Santaella-Tenorio, Cerdá, 
Villaveces, & Galea, 2016). Laws prohibiting violent 
behaviors including sexual abuse or violent punish-
ment of children signal that society does not con-
sider these behaviors acceptable (Modig, 2009; United 
Nations, 2014). Such laws provide a way to hold perpe-
trators accountable for their actions. Laws and policies 
can also reduce key risk factors for violence against 
children, such as excessive alcohol consumption and 
binge drinking (Fitterer, Nelson, & Stockwell, 2015; 
Wagenaar, Toomey, & Erickson, 2005; Wechsler & 
Nelson, 2010).

Norms and Values
This strategy aims to strengthen norms and values that 
support nonviolent, respectful, nurturing, positive, 
and gender-equitable relationships for all children and 
adolescents (WHO, 2016b, p. 37). Achieving this often 
requires modifying deeply ingrained social and cultural 
norms and behaviors—in particular, the idea that some 
forms of violence are not only normal, but sometimes 
justifiable. It involves approaches such as community 
mobilization programs, bystander interventions, and 
small-group programs that challenge harmful gender 
and social norms (WHO, 2016b, p. 37).

Successful implementation of this strategy should 
result in greater recognition of what constitutes abu-
sive behavior toward intimate partners and children, 
a reduced acceptance of this violence, and, ulti-
mately, a decrease in the occurrence of such violence 
(Abramsky et al., 2014; Jewkes et al., 2008; Kyegombe 
et al., 2015; Paine et al., 2002; Raising Voices, 2016; 
Usdin, Scheepers, Goldstein, & Japhet, 2005; Verma 
et al., 2008). In addition, it is intended to produce 
more favorable attitudes and beliefs toward nonviolent 
approaches to parental discipline, gender equity, and 
gender- equitable division of labor (Dworkin, Hatcher, 
Colvin, & Peacock, 2013; Lundgren, Beckman, Chaur-
asiya, Subhedi, & Kerner, 2013).

Safe Environments
This strategy aims to create and sustain safe streets and 
other environments where children and youth gather 
and spend time, and in so doing reduce assault-related 
injuries (WHO, 2016b, p. 43). It focuses on modifying 
communities’ social and physical environment (rather 

than the individuals within it) to foster positive—and 
deter harmful—behaviors. It involves approaches like 
problem-oriented policing directed toward “hotspots” 
for violence, interrupting violent conflicts by stopping 
retaliatory violence, and changing the built environment 
through, for example, lighting, creation of green places 
in vacant lots, and renovating abandoned buildings 
(Braga, Papachristos, & Hureau, 2012; Cassidy, Inglis, 
Wiysonge, & Matzopoulos, 2014; Cerdá et al., 2012; Flor-
ence, Shepherd, Brennan, & Simon, 2011, 2014; Henry, 
Knoblauch, & Sigurvinsdottir, 2014; Picard-Fritsche 
& Cerniglia, 2013; Skogan, Harnett, Bump, & DuBois, 
2009; Webster, Whitehill, Vernick, & Parker, 2012).

Parent and Caregiver Support
This strategy aims to reduce harsh parenting practices 
and create positive parent–child relationships by help-
ing parents and caregivers understand the importance 
of positive, nonviolent discipline and of close, effective 
communication. Parent and caregiver support can be 
provided through parent training programs delivered 
via home visits or in groups. In these approaches, par-
ents are educated about their children’s development 
and trained to adopt positive parenting practices, 
such as nonviolent discipline, and to engage in effec-
tive parent–child communication on sensitive topics 
(WHO, 2016b, p. 49).

The parent and caregiver support strategy has been 
shown to reduce child maltreatment; bullying and 
being bullied; physical, emotional, and sexual violence 
victimization by partners or peers; and aggression 
and delinquency during adolescence; and to increase 
parental monitoring of child and youth safety (Beets 
et al., 2009; Bilukha et al., 2005; “Building Happy 
Families,” 2014; Kärnä et al., 2011; Knerr,  Gardner, & 
Cluver, 2013; Knox & Burkhart, 2014; Nurse Family 
Partnership, 2011; Olds et al., 1998; “Parents Make 
the Difference,” 2014; Salmivalli & Poskiparta, 2012; 
Washburn et al., 2011).

Income and Economic Strengthening
This strategy aims to improve families’ economic secu-
rity and stability, thereby reducing intimate-partner 
violence and child maltreatment. It involves interven-
tions such as making cash transfers to families in com-
bination with parent training and/or on condition that 
they ensure their children attend school, or providing 
microfinance in combination with education for men 
and women on gender norms, domestic violence, and 
sexuality (WHO, 2016b, p. 55).

The income and economic strengthening strat-
egy can be expected to reduce physical violence 
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toward children by parents or other caregivers; early 
and forced marriage of young girls; intimate-partner 
violence; children witnessing intimate-partner vio-
lence in the home; and social norms and attitudes 
that approve of intimate-partner violence (Cancian, 
Yang, & Slack, 2013; Gupta et al., 2013; Huston et al., 
2003; Jan et al., 2011; Kim et al., 2007; Ozer, Fernald, 
Manley, &  Gertler, 2009; Pronyk et al., 2006; Pronyk, 
Hargreaves, & Morduch, 2007; Vyas & Watts, 2009).

Response and Support Services
This strategy aims to improve access to good-quality 
health, social welfare, and criminal justice support 
services for all children who need them—including for 
reporting violence—to reduce the long-term impact 
of violence (WHO, 2016b, p. 61). Children who have 
experienced violence need access to a variety of health 
and support services to help them heal. These services 
can also help break the cycle of violence in children’s 
lives and help them better cope and recover. Basic 
health services, such as emergency medical care for 
violence-related injuries, and clinical care for victims 
of sexual violence (including post-exposure prophy-
laxis against human immunodeficiency virus [HIV] 
in cases of rape when indicated), are the main pri-
ority (WHO, 2016b, p. 61). Where these basic health 
services are in place and are child focused, mecha-
nisms for children to seek help, protection, support, 
and care—and to report violent incidents—can be 
put in place. These mechanisms can include counsel-
ing and therapeutic approaches, screening combined 
with interventions, treatment programs for juvenile 
offenders in the criminal justice system, and foster 
care interventions involving social welfare services 
(WHO, 2016b, p. 61).

Successful implementation of the strategy should 
reduce the recurrence of the same type of violence in 
the short term; victimization or perpetration of  violence 
in the short and long terms; sexually transmitted 
 infections and negative reproductive health outcomes; 
and trauma symptoms (e.g., post- traumatic stress dis-
order, depression, anxiety) ( Dubowitz,  Feigelman, Lane, 
& Kim, 2009; Koehler, Lösel, Akoensi, & Humphreys, 
2013;  MacMillan & Wathen, 2014;  Murray et al., 2015; 
 Wethington et al., 2008).

Education and Life Skills
This strategy aims to increase children’s access to 
education, social–emotional learning, and life-skills 
training, and to ensure that school environments 
are safe and enabling (WHO, 2016b, p. 67). Gains 
in education protect against both victimization 
and perpetration of violence. This strategy involves 

approaches such as increasing enrollment of children 
in preschool, primary schools, and secondary schools; 
establishing a safe and enabling school environment; 
improving children’s knowledge about sexual abuse 
and how to protect themselves against it; adolescent 
intimate-partner violence prevention programs; and 
life and social skills training programs. Programs that 
strengthen children’s social and emotional learning 
enhance their communication and relationship skills 
and help them learn to solve problems, deal with emo-
tions, empathize, and safely manage conflict—all life 
skills that can prevent violence (WHO, 2016b).

The education and life skills strategy can be 
expected to result in higher levels of school atten-
dance and academic success and increased awareness 
of, and improved attitudes toward, intimate-partner 
violence. It should also lead to reductions in bullying, 
aggressive, and violent behaviors; physical and sexual 
intimate-partner violence victimization and perpetra-
tion; and drug use and excessive alcohol use (Chaux, 
2007; Devries et al., 2015; Foshee et al., 2005; Hahn 
et al., 2007; Institute of Medicine, 2011; Reynolds, 
Temple, Ou, Arteaga, & White, 2011; Shek & Ma, 2012; 
 Wallace, 2006; Wilson & Lipsey, 2007; WHO, 2015a).

Effects of Multiple Strategies
Research specifically on the combined effects of multi-
ple INSPIRE strategies has yet to become available, but 
some examples of such studies can be gleaned from 
the literature on HIV prevention. For instance, a study 
in rural South Africa examined the effects on men-
tal health, substance abuse, violence, and risk behav-
ior for HIV/AIDS of a program geared toward social 
protection (cash) and psychosocial support (care). In 
boys, violence perpetration incidence was 20% with-
out cash and care provision, 14% with cash provision, 
13% with care alone, and 9% with cash plus care. In 
girls, sexual exploitation incidence was 14%, without 
cash or care, 11% with cash provision, 11% with care, 
and 8% with cash plus care; and HIV risk behavior 
incidence was 15% without cash and care, 10% with 
cash provision, 10% with care, and 7% with cash plus 
care (Cluver, Orkin, Boyes, & Sherr, 2014). The find-
ings from these studies suggest that the additive effects 
of multiple INSPIRE strategies could be large, and that 
a priority for future research should be to evaluate the 
appropriate effects of multiple interventions.

Interventions to Prevent  
Collective Violence
The prevention of collective violence involves reduc-
ing the potential for violent conflicts and providing 
appropriate responses to violent conflicts when they 
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occur. Not surprisingly, scientific evidence about the 
effectiveness of such interventions is lacking (Zwi, 
Garfield, & Loretti, 2002). A systematic review focus-
ing on the evidence for approaches to reduced sexual 
violence in the context of armed conflict and human-
itarian crises found only one study that specifically 
addressed the disaster setting. Most studies focused 
on opportunistic forms of sexual violence commit-
ted in post-conflict settings (Spangaro, Adogu, Ran-
muthugala, Davies, Steinacker, & Zwi, 2013). The 
evidence is inconclusive, but it appears that multicom-
ponent interventions that engaged the affected com-
munities were among the more promising approaches. 
Nevertheless, policies that facilitate reductions in pov-
erty, that make decision making a more accountable 
process, that reduce inequalities between groups, and 
that reduce access to biological, chemical, nuclear, 
and other weapons have been recommended. When 
planning responses to violent conflicts, recommended 
approaches include assessing at an early stage which 
populations are most vulnerable and what their needs 
are, coordinating the activities of the various players, 
and working toward global, national, and local capa-
bilities so as to deliver effective health services during 
the various stages of an emergency (Zwi et al., 2002).

The Role of Health Services in Preventing 
Death and Disability from Unintentional 
Injuries and Violence
While the focus of this section has been on identify-
ing strategies to prevent the occurrence of injuries, 
it is important to recognize that access to health ser-
vices plays a major role in preventing death and dis-
ability from injuries and violence. Differential access 
to health and medical services has been identified in 
other fields of health as having an important bearing 
on long-term outcomes, and the importance of such 
services is now being increasingly recognized in the 
injury field (Razzak & Kellermann, 2002).

For example, although prehospital transport sys-
tems exist in major cities in LMICs, the prehospital 
care that is delivered to trauma victims in the field is 
typically minimal or nonexistent in rural areas. Not 
surprisingly, this lack of quality emergency medical 
services care and timely transport to the hospital trans-
lates into higher mortality rates. Significant reductions 
in mortality have been reported as a result of improve-
ments in trauma care (Mock, Lormand, Joshipura, 
Goosen, & Peden, 2004). WHO has recently suggested 
that even in environments where fewer resources 
are available, injury mortality and disability can be 
reduced by reorganizing systems, upgrading the skills 
of the health staff, and ensuring minimum physical 

and human resources are available (Mock, Quansah, 
Krishnan, Arreola-Risa, & Rivara, 2004).

In most LMICs, access to violence-related health 
services is limited. In the Violence Against Children 
Surveys, fewer than 10% of children who experienced 
sexual violence reported receiving services in Cambo-
dia, Haiti, Kenya, Malawi, Swaziland,  Tanzania, and 
Zimbabwe (Sumner et al., 2015).

Basic health services to mitigate the negative con-
sequences of violence include emergency medical care 
for violence-related injuries and clinical care for vic-
tims of sexual violence, including post-exposure pro-
phylaxis against HIV in cases of rape, when indicated. 
These services should be available at the primary 
healthcare level everywhere. More comprehensive 
services include counseling and social services for 
victims and perpetrators of violence; notably, such 
services can help victims better cope with violence 
(WHO, 2016b).

Economic Analyses of Interventions  
to Prevent Unintentional Injuries  
and Violence
Currently, there is a dearth of literature on economic 
evaluations of interventions for injuries. This scarcity 
of research in large part reflects the infancy of this 
field and the limited, but growing evidence base iden-
tifying effective preventive strategies. Unfortunately, 
even for interventions that are routinely used in high- 
income countries, proof of their cost-effectiveness is 
not always easy to find. The situation is even more 
critical in LMICs, where evaluations of these interven-
tions are rarely available.

Exemplifying this paucity as well as the poten-
tial importance of such data are two reviews that 
documented economic analyses of interventions 
directed at reducing road traffic injuries (Hyder, 
Waters, Philipps, & Rehwinkel, 2004; Waters, Hyder, 
&  Phillips, 2004). These reviews, which relied on 
mostly data from high-income countries, suggest that 
interventions such as mandatory helmet laws, laws 
mandating motor vehicle inspections, installation of 
automatic daytime running lights, and seat belt laws 
are likely to provide widespread benefits with high 
benefit–cost ratios, even in LMICs. A recently pub-
lished article by Sheehan et al. (2017) indicated that 
investing $5.20 per capita across 75 LMICs in five 
areas, including road safety, would result in economic 
and social benefits 10 times their costs and save up 
to 12.5 million lives. This study identified seven road 
safety interventions —namely, behavioral measures 
(helmet use, speed compliance, alcohol testing, seat 
belt use, and graduated licensing), motor vehicle safety 
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measures, and infrastructure expenditures (safer 
roads)—as most effective at reducing deaths, injuries, 
and disabilities among adolescents.

Costs of interventions for injuries were analyzed 
as part of the Disease Control Priorities project (www 
.dcp-3.org/dcp2/; Norton, Hyder, Bishai, & Peden, 
2006). Specifically, Bishai and Hyder (2006) estimated 
the cost-effectiveness of five interventions that could 
reduce injuries in LMICs: enforcing traffic laws more 
strictly, erecting speed bumps, promoting helmets 
for bicycle riders, promoting helmets for motorcycle 
riders, and storing kerosene in childproof containers. 
They estimated what each intervention would cost in 
six world regions over a 10-year period from both gov-
ernmental and societal perspectives, with costs being 
measured in U.S. dollars for 2001. Some data were 
available on the effectiveness of each intervention and 
were used to form models of DALYs averted by each 
strategy for various regions. The interventions had 
cost-effectiveness ratios ranging from $5 to $556 per 
DALY averted, depending on the region. Enhanced 
speeding control, for example, was found to be highly 
cost-effective at $93 per DALY. Similarly, at $13.98 per 
DALY, placing speed bumps at 25% of the most dan-
gerous junctions turned out to be highly cost- effective, 
although this measure requires the identification of 
such intersections. Bicycle helmet legislation is not 
universally implemented in the high-income world, 
yet its cost-effectiveness ($170 per DALY) makes it an 
attractive option. Interestingly, motorcycle helmet leg-
islation in East Asia was found to have a higher cost 
and lower benefit at $556 per DALY. At $96 per DALY, 
child-resistant containers are a highly cost-effective 
intervention that warrants serious consideration by a 
large part of the low- and middle-income world where 
paraffin (kerosene) is used for cooking and heating 
purposes, including sub-Saharan Africa, South Asia, 
East Asia, and parts of the Middle East.

Empirical work conducted in LMICs remains 
rare. One notable example of such work is a study 
that examined the costs and potential effectiveness of 
increasing traffic enforcement in Uganda, as assessed 
on the four major roads to the capital Kampala 
(Bishai, Asiimwe, Abbas, Hyder, & Bazeyo, 2008). By 
using monthly data on traffic citations and casualties 
for the years 2001 to 2005 and employing time series 
regression, the researchers computed costs from the 
perspective of the police department. The average 
cost- effectiveness of better road safety enforcement in 
Uganda was determined to be $603 per death averted 
or $27 per life-year saved discounted at 3% (amount-
ing to 1.5% of Uganda’s $1,800 GDP per capita).

Economic impact studies on other types of unin-
tentional injuries are scarce, especially from LMICs. 

A recent study reported that the average out-of-
pocket payments varied significantly (range: $8–$830) 
by injury type and outcome (fatal versus nonfatal), 
while the total injury out-of-pocket expenditures 
were $355,795 and $5,000 for nonfatal and fatal inju-
ries, respectively, per 100,000 people in Bangladesh 
(Alfonso et al., 2017). In the same study, the majority 
of household heads with injuries reported financial 
distress following that injury.

Although relatively few economic evaluations of 
interventions targeting interpersonal violence have 
been published, the available studies suggest that 
behavioral, legal, and regulatory interventions cost less 
money than they save, in some cases by several orders 
of magnitude (Waters et al., 2004). An evaluation of 
the Cardiff model, which strengthened data collection 
regarding the place, the time, the mechanism, and the 
perpetrators of violence-related injuries in hospital 
emergency departments, and anonymized and shared 
this information with the police, showed that this 
model reduced hospital admissions by 42% and police- 
recorded injuries by 32%. These reductions repre-
sented savings of £6.9 million (~$9.6  million) per year 
and a cost–benefit ratio of £82  million (~$115  million) 
in benefits for each £1 million ($1.4 million) spent on 
the program (Florence,  Shepherd, Brennan, & Simon, 
2014). A review of the costs and benefits of early inter-
vention programs to prevent child maltreatment con-
cluded that some home-visiting programs targeting 
high-risk/low-income mothers returned between $2 
and $3 for each $1 spent (Aos, Lieb, Mayfield, Miller, 
& Pennucci, 2004). In a further review of nine early 
childhood programs, seven were found to be cost- 
effective, yielding between $2 and $17 in benefits for 
every dollar invested (Kilburn & Karoly, 2008). Despite 
this benefit, both reviews concluded that not all child-
hood interventions are cost-effective, with some being 
ineffective and expensive.

Along with outcome evaluation studies, investi-
gations into the cost-effectiveness of preventive strat-
egies for interpersonal violence should be a research 
priority.

 ▸ Advancing the Injury and 
Violence Prevention Agenda: 
Opportunities and Challenges

Over the past decades, our knowledge about the bur-
den of injuries and violence, as well as risk factors 
and effective interventions addressing these issues, 
has increased exponentially. In many high-income 
countries, the benefits of this increased knowledge 

410 Chapter 9 Unintentional Injuries and Violence

http://www.dcp-3.org/dcp2/
http://www.dcp-3.org/dcp2/


have resulted in significant declines in injury- and 
violence-related mortality and morbidity rates. In 
contrast, for many LMICs, increases in rates of injury 
and violence are predicted over the next 20 years, as 
a result of both changing socio-demographic patterns 
and these countries’ success in addressing the burden 
of communicable disease and maternal and child ill 
health. Consequently, there is an imperative to rapidly 
advance an injury and violence prevention agenda, 
while recognizing that many of the challenges faced 
by LMICs will be different from those that have been 
faced in the previous decades.

Advocacy for Injury and  
Violence Prevention
It remains critical that the global health community 
fully understand the health, economic, and social 
impacts of unintentional injuries and violence. Like-
wise, the health sector must recognize that clearly 
defined risk factors for injuries and violence exist and 
that effective interventions can prevent these problems 
and reduce the burden of death and disability to which 
they give rise. One of the challenges is that while the 
health sector often has to deal with the consequences 
of injuries and violence, many of the approaches to 
prevent injuries and violence come under the auspices 
of other sectors. However, despite the recent efforts by 
WHO and many injury and violence prevention pro-
fessionals throughout the world, many governments 
and the wider community often fail to recognize 
that injuries are no “accident” and that violence does 
not “just happen”—and that we can work to prevent 
increases in the incidence of these conditions. For 
this reason, targeted and evidence-based advocacy is 
essential at local, national, and international levels.

The key messages to be transmitted in advocacy 
efforts are as follows: Injuries and violence cause consid-
erable death and disability; they are predictable events 
with clearly identified causes; and they can be effectively 
prevented. Moreover, there is a great need, especially in 
LMICs, to initiate national conversations around key 
injury issues and stimulate an intersectoral approach to 
address them. The WHO reports on violence and health, 
on road traffic injury prevention, and on child injury 
prevention, for example, propose such an approach to 
national stakeholders and stress the need for national 
ownership and local action (Krug et al., 2002; Peden 
et al., 2004; Peden et al., 2008; WHO, 2014b). Some 
early successes can be seen at the global level. For exam-
ple, two ministerial summits on global road safety were 
held in Moscow in 2009 and in Brasilia in 2015, led by 
the United Nations Road Safety Collaboration; national 
leaders have pledged their support for the “Decade of 

Action for Global Road Safety 2010–2020”; many coun-
tries have sponsored United Nations General Assembly 
resolutions on “improving global road safety” as well 
as two World Health Assembly resolutions (2004 and 
2016); and most recently two road safety targets were 
included in the 2030 Agenda for Sustainable Develop-
ment. These high-level advocacy events call on all mem-
bers of the global community to pay attention to the 
increasing burden of road traffic injuries and encour-
age them to invest in evidence-based efforts to improve 
road safety.

The emergence of violence prevention as a key 
component of the global health agenda can in part 
be ascribed to the role played by the World Health 
Assembly and its partner organizations in highlight-
ing violence prevention and injury prevention in gen-
eral. Since the publication of World Report on Violence 
and Health in 2002, two World Health Assembly res-
olutions have called on countries to invest in violence 
prevention; by 2010, three out of six WHO regional 
committees (Africa, the Americas, and Europe) had 
adopted similar resolutions. The inclusion of violence 
prevention on the agenda of other multilateral agen-
cies is another indication of this topic’s emergence as 
a global priority. The World Health Assembly par-
ticularly recognized the need to strengthen national 
health systems in addressing interpersonal violence, 
and adopted a resolution in during the 67th assembly 
in 2014. WHO’s member states adopted the “global 
plan of action to strengthen the role of the health 
system within a national multisectoral response to 
address interpersonal violence, in particular against 
women and girls and against children” at the 69th 
World Health Assembly in May 2016.

For the first time in history, violence and injury 
prevention have taken a prominent place on the global 
development agenda. The Sustainable Development 
Agenda 2030 has several targets that directly focus on 
the reduction of homicide, violence against children, 
violence against women, and road traffic accidents. It 
further addresses a number of important risk factors 
for violence and injury prevention, such as harmful 
alcohol use.

The United Nations General Assembly has also 
reviewed special reports on violence against children, 
violence against women, and armed violence, which 
have resulted in resolutions calling for greater invest-
ment in multisectoral efforts to address these forms of 
violence.

Research and Development Needs
To date, global investments in injury and vio-
lence research and interventions, compared with 
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investments made in other health areas, have not 
matched the burden of disease. Historically, road traf-
fic injuries have been identified as a highly neglected 
area for investments compared with the burden of 
disease they represent, measured in dollars per DALY 
(approximately $0.40 per DALY), especially when 
considered in relation to other major health problems 
(Ad Hoc Committee on Health Research Relating to 
Future Intervention Options, 1996). And in the past 
century, it was not surprising that national analyses 
of safety investments demonstrated low investment 
rates in low-income countries such as Pakistan and 
Uganda—approximately $0.07 per person in  Pakistan 
(Bishai, Hyder, Ghaffar, Morrow, &  Kobusingye, 
2003).

Some notable exceptions to this pattern do exist, 
such as the multi-million-dollar investments made by 
Bloomberg Philanthropies to establish model inter-
vention areas in 10 countries and 10 cities since 2009 
to demonstrate the impact of road traffic injury pre-
vention and control measures (Hyder & Bishai, 2012; 
Hyder, Allen, Peters, Chandran, & Bishai, 2013). Even 
so, while we already know a great deal about the bur-
den, causes, and effective interventions for injuries 
and violence, significant gains in our understanding of 
these factors could still be made if equitable resources 
were directed to the field.

Given that 90% of the world’s population lives 
in LMICs, and the burden of injuries and violence is 
predicted to increase in these countries, it is imper-
ative that future research and development activi-
ties focus especially on the needs of these countries. 
While it would be inappropriate to outline a detailed 
agenda for future research and developments that is 
relevant to all countries, a generic framework that 
encompasses the types of research required can be 
recommended.

Epidemiologic research describing the existing 
burden, causes, and distribution of unintentional 
injuries and violence is still needed in LMICs. Assess-
ing the loss of health and life from unintentional inju-
ries and violence, identifying the populations affected 
by these conditions, and determining the specific 
circumstances in which they occur all deserve a 
place on the continuing research agenda for LMICs. 
Problems of underreporting and other biases in the 
available data need to be addressed, along with the 
specific impacts of these conditions on the very poor. 
Organizations such as the global Road Traffic Inju-
ries Research Network9 are attempting to promote 

9 https://rtirn.net/

key research on such issues and produce important 
findings that benefit prevention and control (Road 
Traffic Injuries Research Network Multicenter Study 
 Collaborators, 2013).

Of course, it is critical not only to identify the 
determinants of unintentional injuries and vio-
lence, but also to address them. The lack of interven-
tion research in LMICs has left a huge gap in health 
research globally. Scientific trials of injury and vio-
lence prevention interventions have generally not 
been conducted in these countries, and there is a 
great need to modify, adapt, and test both existing 
and proposed interventions in these settings. While 
some might argue that such research should be a pri-
ority in most LMICs, unless the basic research on the 
burden and determinants of unintentional injuries 
and violence has been conducted, the political and 
financial support for such follow-on research will not 
be forthcoming.

The lack of empirical information on the cost- 
effectiveness of injury and violence prevention 
interventions remains a major policy issue, espe-
cially given that interventions used in high-income 
countries might potentially be transferred to LMICs 
without regard to their appropriateness or relevance 
in the latter regions. Perhaps equally important is 
the concern that without such research, highly 
cost-effective interventions will not be imple-
mented at all. Policy-oriented research that identifies 
the barriers to implementation and translation of 
research findings is, therefore, an essential compo-
nent in advancing the injury and violence preven-
tion agenda.

The Significance of a Trained Workforce
Research and programs in the field of unintentional 
injuries and violence require trained individuals with 
specific skills and tools. Injury and violence preven-
tion is a science replete with conceptual frameworks, 
epidemiologic approaches, intervention testing 
methods, and analytical techniques. Well-developed 
training programs in high-income countries have 
emerged that can produce a workforce who can carry 
the injury and violence prevention agenda forward. 
At present, the general lack of such trained human 
resources in the low- and middle-income world 
means that advocates must necessarily focus on 
developing the appropriate human resources capac-
ity in these countries.

412 Chapter 9 Unintentional Injuries and Violence

https://rtirn.net/k
https://rtirn.net/k


Issues of both quantity and quality arise with 
regard to the development of a trained workforce. 
Clearly, there needs to be a critical mass of trained 
injury and violence prevention professionals in a 
country if authorities there are to understand, develop, 
and implement interventions. At the same time, the 
field covers a broad range of topics, so a diverse group 
of skills are needed for prevention. Epidemiology, 
statistics, health information systems, health policy, 
economics, sociology, and criminology—these are 
merely some of the fields that have a role in reduc-
ing the burden of disease from injuries and violence. 
In this context, the role of the public health sector is 
both to assume leadership in developing and organiz-
ing a response to injuries and violence and to facilitate 
the inputs provided by other fields and disciplines. 
For this reason, management and leadership skills are 
important assets for a well-trained workforce in injury 
and violence prevention.

Efforts to address these capacity development 
needs are being implemented both in high-income 
countries and in LMICs. For example, WHO has cre-
ated a teaching curriculum (TEACH-VIP) that may 
be freely used in training programs and courses and 
that covers all basic aspects of injury prevention and 
control.10 It focuses on enhancing the knowledge base 
of participants and their technical foundations for 
work in the injury field. A number of electronic learn-
ing courses are also available. The most recent course 
on legislation and road safety, developed by WHO in 
collaboration with Johns Hopkins Bloomberg School 
of Public Health’s International Injury Research Unit, 
was launched in 2017.

WHO also has a free mentoring program 
( MENTOR-VIP) that allows people from LMICs to 
enroll in a one-year mentoring relationship with more 
experienced colleagues from around the world.11 The 
mentoring program focuses on hands-on learning and 
the development of specific skills for practicing injury 
prevention and control.

Other examples of capacity building include the 
work by partner organizations such as the Road Traffic 
Injuries Research Network, which facilitates the devel-
opment of both junior and senior researchers from 
LMICs who are seeking to develop their research skills 
in road traffic injuries research. In addition, WHO 
Collaborating Centers such as the Johns Hopkins 
International Injury Research Unit have a free, online 

10 www.who.int/violence_injury_prevention/media/news/2010/13_01_2010/en/index.html
11 www.who.int/violence_injury_prevention/capacitybuilding/mentor_vip/en/
12 https://www.jhsph.edu/research/centers-and-institutes/johns-hopkins-international-injury-research-unit/

road safety training program that leads to the award of 
a certificate.12

The Roles of National and  
International Organizations
The roles of national agencies (e.g., ministries of 
health and medical research councils), international 
organizations (e.g., the United Nations Development 
Program [UNDP], WHO, UNICEF, and the World 
Bank), and international societies (e.g., Interna-
tional Federation of the Red Cross and Red Crescent, 
Handicap International) need to be emphasized 
in advancing the injury and violence prevention 
agenda. The roles of national organizations include 
the following:

 ■ Advocacy: Accepting ownership of the problem 
and promoting engagement with other national 
institutions.

 ■ Implementation: Developing policy and ensuring 
programs are available on the ground in countries 
for addressing injuries and violence.

 ■ Evaluation: A continuous process of assessing 
interventions and programs, in addition to sup-
porting nationally relevant research.

The role of international organizations and societ-
ies can be summarized as follows:

 ■ Strategic: First internally recognizing the toll on 
societies of injuries and violence, and then con-
vincing governments externally to appreciate the 
same. This has already been done in the case of 
road traffic injuries by the joint WHO-World 
Bank report in 2004 and for child injuries by the 
joint WHO–UNICEF report in 2008.

 ■ Facilitation: Providing technical assistance, appro-
priate advice, and relevant tools for national poli-
cies and action.

 ■ Resource mobilization: Demonstrating true com-
mitment to supporting the implementation of 
effective interventions in countries and promot-
ing research in the field.

The international movements currently under 
way for violence prevention and road traffic injuries 
prevention are examples of how joint global–national 
partnerships are needed for making change.
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 ▸ Conclusion
Unintentional injuries and violence represent a major 
global health problem, and one that will increase in 
magnitude unless systematic, scientifically based 
approaches to prevention are implemented. While 
the public health community has recognized the sig-
nificance of the global injury epidemic only relatively 
recently, much new knowledge has been generated in 
a short time. Much of this new knowledge has focused 
on the burden of injury in high-income countries, 
however. The challenge for the future, therefore, is to 
extend our knowledge to the growing injury and vio-
lence burden faced by LMICs.

The international public health community has an 
important role to play in addressing this challenge, by 
facilitating the description of the problem, the develop-
ment of solutions, the implementation of programs, and 
the analysis of effects. Moreover, the public health com-
munity can play a leadership role in galvanizing a mul-
tisectoral response to injuries and violence, advocating 
for investments at national and international levels, 
and catalyzing the sharing of experiences around the 
world. The large and often devastating health impacts 
of injuries and violence make it imperative that the 
international public health community not only take 
an interest in these issues, but also engage in proactive 
efforts to address the burden of disease from injuries 
and violence at local, national, and international levels.

In summary, injuries are no “accident,” and vio-
lence does not “just happen”; rather, these are highly 
predictable and preventable events. The interna-
tional public health community has already played 
an important role in taking this message forward. The 
challenge is to continue to do so, thereby ensuring that 
the predicted epidemics of unintentional injuries and 
violence in LMICs can be prevented.

Discussion Questions
1. Why should public health programs in LMICs 

address injuries and violence?
2. List three indicators you would expect to change 

as a result of a road traffic injury program in a 
country. Which data would you need to mea-
sure these changes? How would you obtain 
those data?

3. Choose a specific type of injury. Which steps 
can be taken to reduce the burden of this injury 
in LMICs?

4. Suppose you were funding research on violence. 
Describe five topics or studies that would be 
your priority for research in LMICs.

5. Compare and contrast how the prevention of 
violence and unintentional injuries differ in 
respect to their use of passive versus active pre-
vention strategies.
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CHAPTER 10

Global Mental Health
Vikram Patel, Alex Cohen, Brandon Kohrt, Harvey Whiteford, and Crick Lund

 ▸ Introduction

In 2015, all nations united around a shared mission 
of achieving the Sustainable Development Goals 
(SDGs). This set of goals represented an exponen-

tial advance from the Millennium Development Goals 
(MDGs), which the SDGs replaced, both in its aspira-
tion to encompass a substantially broader agenda and 
through its explicit recognition that these were global 
concerns, affecting all nations, and requiring global 
actions. One notable example of this transformative 
vision was the recognition that health burdens went 
beyond the MDG focus on a selection of infectious 
diseases and maternal and child health. Noncommu-
nicable diseases, mental health, and substance abuse 
received recognition, and several targets related to 
these concerns were specified (TABLE 10-1). At last, it 
seemed that the decades of science and advocacy had 
finally allowed mental health to take its rightful place 
on the global development agenda.

The discipline of global mental health has played a 
key role in the inclusion of mental health in the SDGs. 
The field of global mental health was the product of 
decades of interdisciplinary research and practice in 
diverse transnational contexts. Governmental and 
nongovernmental organizations in the United King-
dom such as the Department for International Devel-
opment (DFID) and the Wellcome Trust funded much 
of the early work in mental health research and ser-
vices in low- and middle-income countries (LMICs) 

in the later part of the 20th century. A series of pub-
lications drawing upon this large body of evidence 
generated by epidemiologists, clinicians, social sci-
entists, and human rights advocates led to a “call to 
action” in 2007 to “scale up services for people affected 
by mental disorders built on the twin foundations of 
cost- effective interventions and respect for human 
rights” in all countries of the world, and in particu-
lar in LMICs, where the attainment of these rights 
was most seriously compromised (The Lancet Global 
 Mental Health Group, 2007).

For the purposes of this chapter, we consider the 
definition of “mental health” to include all conditions 
that affect the nervous system that are leading causes 
of disease burden. Conditions with a vascular or 
infectious etiology, such as human immunodeficiency 
virus (HIV) infection of the brain or cerebrovascular 
diseases, are excluded here, as they are addressed in 
other chapters of this text. Mental disorders include 
intellectual disability, epilepsy, anxiety and mood 
disorders, psychoses (schizophrenia and bipolar dis-
orders), substance use disorders (alcohol and drug 
use disorders), and dementia. Thus, this list of health 
conditions includes disorders that clinicians may 
categorize as psychiatric, neurological, or substance 
use  disorders. This chapter uses the acronym MNS 
 disorders (meaning “mental, neurological, and sub-
stance use disorders”), which is common nomencla-
ture for the World Health Organization (WHO) and 
other health and development institutions.

423



This rich interdisciplinary treasure of knowl-
edge laid the foundation for the landmark 2007 The 
 Lancet series on global mental health. The authors of 
this series of articles arrived at the conclusion that 
the high burden and unmet needs for care consti-
tuted a global health crisis. They deliberated on what 
might be the most urgent, clear, and specific “call to 
action” for the global health community and, in the 
end, chose to focus on the needs of those individu-
als affected by a mental disorder, calling for actions to 
reduce the treatment gap by scaling up the coverage 
of services for mental disorders in all countries, but 
especially in LMICs (The Lancet Global Mental Health 
Group, 2007). The years following the publication of 
The Lancet series witnessed a tangible increase in the 
attention to the treatment gap in LMICs, as evidenced 
by the increase in development assistance for mental 
health, which more than doubled in absolute dollars 
in the years immediately after 2007 (Gilbert, Patel, 
Farmer, & Lu, 2015). In 2011, the Grand Challenges 
in Global  Mental Health initiative, led by the U.S. 
National Institute for Mental Health (NIMH), empha-
sized implementation research questions as the prior-
ities to reduce the treatment gap for mental disorders 
(Collins et al., 2011) (TABLE 10-2).

The publication of these priorities led to a slew 
of new research initiatives by the NIMH to support 
research and training in global mental health as well as 
a set of international “hubs” for research on task shar-
ing and scaling up mental health interventions, while 
Grand Challenges Canada supported dozens of proj-
ects addressing some of these priorities in a number of 
LMICs. Simultaneously, a number of global institutions 
and coalitions began to advocate for mental health. 

WHO launched its flagship mental health Gap Action 
Programme (mhGAP) to scale up care for MNS dis-
orders in 2008 and developed a series of seminal pub-
lications that provide guidance to health practitioners 
in nonspecialist settings regarding treatments for MNS 
disorders (WHO, 2010); track the status of mental health 
systems at the country level (WHO, 2015); and establish 
standards of care for mental health facilities (see www 
.who.int/mental_health for a comprehensive listing of 
WHO resources for mental health). This culminated in 
the Comprehensive Mental Health Action Plan 2013–
2020, which was agreed by all nations of the world in 
2013, and the establishment of a roadmap for achieve-
ment of a broad range of mental health–related targets 
( Saxena, Funk, & Chisholm, 2013). The Disease Con-
trol Priorities Network published its recommendations, 
targeting governments and development agencies, 
for which interventions should be scaled up through 
diverse platforms from the community to specialist 
care, ultimately forming the mental and neurological 
health component of the package of interventions for 
universal health care (Patel et al., 2016). Notably, both 
the Comprehensive Mental Health Action Plan and the 
Disease Control Priorities Network recommendations 
took a much broader view of mental health, empha-
sizing the continuum from promotion of mental 
health to prevention of mental disorders, to treatment, 
long-term care, and inclusion of persons with mental 
disorders.

Preceding these developments were a number of 
reform initiatives in specific countries—for example, 
in Brazil and Italy—that sought to influence and pro-
mote a public health approach to mental health care. 
These efforts aimed to provide community-oriented 

TABLE 10-1 Mental Health in the Sustainable Development Goals

United Nations’ Sustainable Development Goals

SDG 3 Ensure healthy lives and well-being for all at all ages

SDG Target 3.4 Requests that countries: “By 2030, reduce by one third premature mortality from non-
communicable diseases through prevention and treatment and promote mental health and 
well-being”

SDG Target 3.5 Requests that countries: “Strengthen the prevention and treatment of substance abuse, including 
narcotic drug abuse and harmful use of alcohol”

SDG Target 3.8 Requests that countries: “Achieve universal health coverage, including financial risk protection, 
access to quality essential health-care services and access to safe, effective, quality and affordable 
essential medicines and vaccines for all”

Modified from United Nations Sustainable Development goals: http://www.un.org/sustainabledevelopment/sustainable-development-goals/
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care along with both medical and psychosocial inter-
ventions, while strongly emphasizing the priorities 
of those affected by mental disorders. The ultimate 
goal was to demonstrate that such approaches could 
improve access to quality care.

Reforms in Italy began in the 1960s, and reforms 
in Brazil can be traced to the 1990s, with the psychoso-
cial community center program known as Centros de 
Atenção Psicossocial (CAPS) beginning approximately 
four to five years prior to the mhGAP initiative. Civil 
society partnership with mental health professionals 
to promote a shared vision continued to grow during 
the twenty-first century. The most notable example 
was the Movement for Global Mental Health (www 
.globalmentalhealth.org), which was launched in 
2008 as a virtual global alliance. By 2015, the Move-
ment included 170 member institutions representing 
diverse stakeholders, from academics to civil society 
representatives. Since 2013, the Movement has been 
led by persons affected by mental disorders. In sev-
eral countries, prominent individuals have “come out” 
with their personal accounts of mental disorders, indi-
cating the growing acceptance of this form of human 
suffering. The field of global mental health has become 
a respected discipline in its own right, complete with 
academic programs and centers in universities around 
the world, specialist journals and books on the sub-
ject, and an annual calendar of scientific events. Not 
surprisingly, the discipline has been described as hav-
ing “come of age” (Patel & Prince, 2010).

This chapter is organized in three parts. First, it 
presents a brief history of global mental health prior 
to the The Lancet series. Next, it discusses four foun-
dations of the discipline: the influence of culture and 

social determinants on mental health; the burden and 
impact of mental disorders (including substance use 
disorders and neurological disorders); effective pre-
vention and treatment strategies; and the ways that 
these strategies can be delivered in low-resource con-
texts. Finally, it considers the limitations of the field 
as it is currently conceptualized and the strategies for 
addressing global mental health issues in the future.

 ▸ Historical Development of 
Global Mental Health

The earliest developments of public mental health care 
can be traced at least as far back as the early Islamic 
world of the Middle East, North Africa, and Spain. 
Although accounts differ, it seems that the first hospi-
tals that cared for persons with mental disorder were 
established by Islamic physicians during the ninth cen-
tury CE in Baghdad and Egypt (Dols, 1987). Within a 
few hundred years, institutional care had spread 3,000 
miles to the west in Marrakech (twelfth century) and 
Fez (thirteenth century), Morocco (Moussaoui & 
Glick, 2015). Influenced by the practices in Morocco, 
in the fourteenth century a hospital in Granada, 
Spain, began to accept persons with mental disorders. 
In the fifteenth and sixteenth centuries, hospitals for 
persons with mental disorders were established in at 
least five cities in Spain. In Northern Europe, there is 
evidence of the establishment of institutional care that 
coincides with or predates the founding of the hospi-
tals in Spain (Mora, 2008; Pierloot, 1975). The most 
famous examples from Northern Europe are Bethlem 

TABLE 10-2 Grand Challenges in Global Mental Health, 2011

Rank Five Leading Challenges for Global Mental Health

1 Integrate core packages of mental health services into routine primary health care

2 Reduce the cost and improve the supply of effective psychotropic drugs for mental, neurological, and 
substance use disorders

3 Train health professionals in LMICs to provide evidence-based care for children with mental, neurological, 
and substance use disorders

4 Provide adequate community-based care and rehabilitation for people with chronic mental illness

5 Strengthen the mental health component in the training of all healthcare personnel to create an equitable 
distribution of mental health providers

Data from Collins, P. Y., Patel, V., Joestl, S., March, D., Insel, T. R., Daar, A. S. (2011). Grand challenges in global mental health. Nature, 475, 27–30.
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Hospital in London, which traces its establishment 
to the  thirteenth century, and the Colony of Geel in 
Belgium, whose origins date from approximately the 
same time (Mora, 2008).

The beginning of modern public mental health 
can be traced to the late eighteenth century, when 
there was a decided shift in beliefs about the nature 
of mental disorder. Before this time, “madness” was 
associated with a loss of rationality, which meant that 
persons with mental disorders were considered as 
less than human and, in an effort to restore them to 
reason, were treated as brutes (Scull, 1989). “Moral 
treatment,” which was developed simultaneously and 
independently in France (Weiner, 1992), England 
(Digby, 1985), and elsewhere (Scull, 2015), rejected 
the notion that mentally ill people lacked reason and 
suggested, instead, that tolerance and confinement in a 
well- ordered and pleasant environment could restore 
a person to rationality and mental health (Grob, 1994). 
The example of the York Retreat in England, which was 
established in the late eighteenth century as one of the 
sites in which moral treatment was developed, gave 
rise to “a wave of enthusiasm and optimism” for the 
curability of madness (Scull, 2015). This new perspec-
tive on mental disorders and their treatment brought 
about a powerful movement to abolish the abuses and 
to establish public systems of institutions that would 
offer beneficent care and the prospect of recovery to 
persons with mental disorders. One of the best exam-
ples of this advocacy was the work of Jean-Étienne 
Esquirol, who, after visiting a number of psychiat-
ric institutions in France, wrote a report in 1819 in 
which he advocated for a state-run system of asylums 
(Goldstein, 2001). In 1838, France followed Esquirol’s 
advice; other countries established similar systems 
in first half of the nineteenth century (Scull, 2015). 
The importance of this form of care for persons with 
mental disorders can be seen readily in the thousands 
of articles about asylums that were published in the 
 nineteenth century in the leading English- language 
medical journals (Cohen & Minas, 2016).

As soon as the public asylums opened, they were 
filled beyond capacity. Throughout the second half 
of the nineteenth century, the notion of small cura-
tive institutions was abandoned due to increasing 
demands for services and a reluctance on the part of 
governments to allocate more funds for the care of 
mentally ill indigent persons (Grob, 1994; Scull, 1989). 
In addition, as conditions in the asylums grew worse, 
the effectiveness of asylum care—an assumption that 
had underpinned the widespread establishment of 
asylums—began to be questioned. These develop-
ments can be seen in publications in The Lancet over 
a period of 50 years. In 1827, the journal published a 

letter decrying the conditions in private asylums and 
called for “the establishment of public hospitals for 
insane paupers,” and called to task the British Colleges 
of Physicians and Surgeons for not devoting more 
attention to these issues (Humanitas, 1827). Thirty 
years later, The Lancet (1857) published an editorial, 
“The Crime of Lunacy and How We Punish It,” that 
questioned the efficacy of asylums: “They are . . . mere 
houses of detention.” In 1875, the journal established 
the Commission on Lunatic Asylums to investigate 
“the treatment, in public and special institutions, of 
patients laboring under the various forms of mental 
disease” (The Lancet, 1875). The conclusions of the 
Commission were not positive: “It has been found 
impossible ‘to formulate the system of treatment’ 
either for cure or relief. Practically, there is no general 
‘system’ beyond that which may be described as con-
trol” (The Lancet, 1877). Thus, by the late nineteenth 
century, public mental health efforts were inextricably 
associated with the wretched, overcrowded conditions 
in asylums: “the positive images of hospitals that had 
prevailed in the mid-nineteenth century [had given] 
way to far more negative ones associated with hope-
lessness, abuse, and ultimately death” (Grob, 1994).

Despite these concerns, the colonial enterprise 
saw the global expansion of institutional care for per-
sons with mental disorders starting in 1567 when 
Spain established a psychiatric institution in Mexico 
City. The first institution of its kind in the Western 
 Hemisphere, it heralded what later became known as 
colonial psychiatry. Nearly 200  years later, and con-
tinuing throughout the nineteenth century and into 
the first decades of the 20th century, “lunatic” asy-
lums were established by British authorities in India 
(Basu, 2016; Weiss, 1983). Asylums were also estab-
lished in French (Edington, 2013; Keller, 2008), Italian 
(Scarfone, 2016), Dutch (Pols, 2006), Spanish (Meyer, 
2010), and other British (Ng & Chee, 2006; Sadowsky, 
1997; Swartz, 1999) colonies. These institutions have 
often been depicted as being a form of racism and a 
means of exerting social control over indigenous pop-
ulations (Goddard, 1992; Jackson, 1999; Schmidt, 
1967; Swartz, 1999). However, it is also true that asy-
lums in the colonies merely reflected the values and 
treatments in the home- country asylums of the colo-
nial powers (Weiss, 1983).

Despite deteriorating conditions in asylums 
(rebranded as mental hospitals and psychiatric hos-
pitals in the United Kingdom and the United States, 
respectively [Cohen & Minas, 2016]), the number of 
psychiatric inpatients continued to increase in the 
wealthy nations of the West. Then, beginning in the 
1950s, efforts in North America, Western Europe, and 
Australia were initiated to remove long-term patients 
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from psychiatric facilities and provide treatment and 
care in the community. The incentive for what came 
to be called deinstitutionalization evolved from a 
convergence of several forces. First, encouraged by 
successful treatment of soldiers traumatized by their 
experiences in World War II, psychiatrists became 
optimistic about their ability to effectively treat men-
tal disorders outside of hospital settings (Grob, 1994). 
Second, there was a growing awareness that the abu-
sive conditions found in public psychiatric hospitals, 
as well as the negative effects on patients of long-term 
institutionalization, were at least as harmful as the 
chronic mental disorders themselves. Third, caring for 
patients in large institutions that did not provide effec-
tive care was expensive. Finally, the discovery in 1954 
of chlorpromazine, the first effective antipsychotic 
medication, offered people with chronic mental dis-
orders the prospect of living in the community rather 
than as inpatients (Greenblatt, 1992).

Together, these forces brought about dramatic 
changes in institutionalized populations. In the United 
States, for example, 559,900 people were in psychiat-
ric hospitals in 1955; 25 years later, that number had 
decreased to 138,000 (Goldman, 1983). In Britain, the 
number of psychiatric inpatients peaked at 148,100 in 
1954 and then steadily decreased; by 1985, there were 
only 64,800 such inpatients (Thornicroft & Bebbing-
ton, 1989). In Italy, deinstitutionalization took place 
somewhat later, but had similar results: Early in the 
1970s there were about 75,000 psychiatric inpatients, 
but that number had dwindled to only 38,000 in 1981 
(Morosini, Repetto, De Salvia, & Cecere, 1985).

Deinstitutionalization has had mixed reviews. 
Although large numbers of patients were discharged 
from hospitals, many came to be accommodated, at 
least in the United States, in prisons, nursing homes, 
and adult homes for mentally disabled persons (Scull, 
1985), where the worst aspects of the old asylums were 
often recreated (Human Rights Watch, 2015; Levy, 
2002a, 2002b, 2002c, 2002d). In Europe, some evi-
dence suggests that “reinstitutionalization” has taken 
place. For example, as the number of psychiatric beds 
in hospitals has decreased, the number of persons with 
mental disorders in prisons and forensic hospitals has 
increased (Fakhoury & Priebe, 2007; Human Rights 
Watch, 2016; Priebe et al., 2005).

Although deinstitutionalization is considered a 
global policy (WHO & Gulbenkian Global  Mental 
Health Platform, 2014), it has occurred primar-
ily in Western countries, with a few exceptions. For 
example, the number of psychiatric hospital beds has 
increased in South Korea (Kim, 2017). Not only does 
Japan have the highest rate of psychiatric beds in the 
world (28.4 beds per 10,000 people), but it also has 

the longest average length of psychiatric hospital-
ization (Imai et al., 2005). Deinstitutionalization has 
not taken place at all in the great majority of LMICs, 
such that hospital-based care remains at the center of 
what exists of those countries’ national mental health 
systems (Saxena, Thornicroft, Knapp,  & Whiteford, 
2007). A noteworthy exception is Brazil, which, 
between 1995 and 2005, reduced its number of psy-
chiatric beds by 41% while increasing community 
services by a factor of 9 (Andreoli, Almeida-Filho, 
Martin, Mateus, & Mari, 2007). Other research sug-
gests that while psychiatric beds decreased in six 
South American countries, including Brazil, prison 
populations have increased substantially (Mundt 
et  al., 2015). It has been noted, however, that the 
increase in the prison population cannot be defini-
tively attributed to deinstitutionalization (Winkler 
et  al., 2016). More recently, other large middle- 
income countries have begun reforming their mental 
healthcare systems: India launched its first national 
mental health policy in 2014 with similar principles 
while China has greatly expanded coverage of care for 
mental disorders through its 686 Project, which refers 
to the first 6.86 million Renminbi (USD$ 829,000 in 
2004) invested by the Chinese government to free 
patients from seclusion and restraints throughout the 
country (Ma, 2012; Patel et al., 2017).

Perhaps the best way to consider the positive and 
negative effects of deinstitutionalization is to ask the 
consumers of mental health services whose lives have 
been most affected by this policy. When that has been 
done, the answer is clear. Despite the difficulties of 
life outside the hospital, the relative lack of support-
ive services, and the effects of stigma and discrimi-
nation, former long-term inpatients generally agree 
they prefer living in the community (Davidson, Hoge, 
 Godleski, Rakfeldt, & Griffith, 1996).

The development of community mental health 
services was both an impetus for and a product of 
deinstitutionalization. Although the potential for 
treating people with mental disorders outside of hos-
pital settings was recognized prior to the discovery of 
effective antipsychotic medications, the evolution of 
community-based services came about with the rec-
ognition that treatment and care required a range of 
social and rehabilitation services and involved more 
than just dispensing medication. Thus, while the 
definition of community care may have once simply 
meant care outside hospitals, it now encompasses, 
at least ideally, professional services in community 
settings, social reintegration, and support services, 
such as housing, employment, medical care, and wel-
fare (Tansella & Thornicroft, 2001). The provision 
of community services to individuals with mental 
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disorders is now a central principle of global men-
tal health (Alem, 2002; Alem, Jacobsson,  &  Hanlon, 
2008;  Hanlon,  Wondimagegn, & Alem, 2010;  Semrau, 
Barley, Law, & Thornicroft, 2011; Thara &  Padmavati, 
2013;  Thornicroft, Alem, Dos Santos, et  al., 2010; 
Thornicroft, Tansella,  & Law, 2008), though this 
remains an unfulfilled goal for the vast majority of 
persons affected by mental disorders globally.

The scientific and policy foundations of global 
mental health can be traced, at least in part, to activ-
ities at WHO that were begun soon after the estab-
lishment, in 1949, of a mental health division and an 
Expert Committee on Mental Health (Lovell, 2014). 
Two reports by the Expert Committee were of par-
ticular importance to the field that would become 
known as global mental health. The first of these 
reports, Epidemiology of Mental Disorders (WHO, 
1960), sought to lay the groundwork for an interna-
tional system for the classification of the psychiatric 
disorders and, more generally, to advance the ultimate 
goal of creating a scientifically rigorous approach to 
psychiatric epidemiology. Direct outcomes of this 
work included WHO’s international studies of schizo-
phrenia ( Jablensky et al., 1992; WHO, 1973), as well 
as studies of schizophrenia in Mauritius (Murphy & 
Raman, 1971) and Sri Lanka (Waxler, 1979). In fact, 
there was a burgeoning of psychiatric research in 
developing countries during the 1960s (e.g., Lambo, 
1960;  Leighton et al., 1963; Lin, Rin, Yeh, Hsu, & Chu, 
1969), 1970s (e.g., Harding, 1973; Jilek & Jilek-Aall, 
1970; Kulhara & Wig, 1978), and 1980s (e.g., Harding 
et al., 1980; Kleinman, 1980; Kulhara & Chandiramani, 
1988). The second of the Expert Committee’s reports, 
Organization of Mental Health Services in Developing 
Countries (WHO, 1975), followed a British Journal of 
Psychiatry series on psychiatric problems in the devel-
oping world (Carstairs, 1973; German, 1972; Leon, 
1972; Neki, 1973) and recommended many actions to 
address the burden of mental disorders in developing 
countries. One of the most farsighted statements in 
the report was the following: “A number of innova-
tions have been recommended, notably the sharing of 
mental tasks by a wide range of health workers and by 
other community agencies.”

WHO followed up these recommendations with 
a series of projects that attempted to integrate men-
tal health services into primary care settings in seven 
low-income countries (Sartorius & Harding, 1983). 
Now, more than 40 years later, this strategy remains 
central to the development of mental health services 
in low-resourced settings.

As important as all of these projects were, perhaps 
the “founding” event of global mental health was the 

publication of the results of the first Global Burden of 
Disease (GBD) study, which introduced the concept 
of disability-adjusted life-years, a single measure that 
represented the burden imposed by both mortality 
and morbidity (the most recent findings of this initia-
tive are described in more detail later in this chapter) 
(World Bank, 1993). Prior to this report, infectious 
diseases were prioritized by international public health 
efforts. However, the GBD study revealed that non-
communicable diseases—neuropsychiatric disorders, 
 specifically—accounted for a significant proportion of 
the GBD. These findings provided the most compel-
ling evidence that mental disorders were priority pub-
lic health disorders in low-, middle-, and high-income 
countries alike. Thus, the GBD study opened the way 
to the field that became known as global mental health.

 ▸ Culture and Mental Disorders
It is crucial to understand the role of culture in the 
experience, diagnosis, and treatment of mental disor-
der (Kirmayer & Swartz, 2014). Common elements in 
the definition of culture are “values, beliefs, knowledge, 
norms, and practices and the notion that that these are 
shared among a specific set of people” (Hruschka & 
Hadley, 2008, p. 947). Beliefs refer to conscious psy-
chological processes. Norms are behaviors maintained 
by social sanctioning and affective responses. Values 
are valences placed on beliefs, knowledge, and norms 
that lead to engagement in or avoidance of behaviors. 
These beliefs, norms, and values shape both lay and 
professional understandings of mental disorder. This 
section addresses the following topics: (1) the role of 
culture in biomedical classification systems; (2) alter-
native approaches to mental disorder categorization 
across diverse cultural contexts; and (3) cross-cultural 
methods and approaches to improve mental health 
research and services.

Cultural Considerations for Biomedical 
Psychiatric Classification
Understanding the origins and assumptions of dif-
ferent diagnostic systems is vital to implement best 
practices in research and clinical care for diverse 
global populations. The classification of diseases leads, 
in theory, to more accurate diagnoses and effective 
treatments. Valid and reliable systems of classification 
make it possible to determine accurate prevalence and 
incidence rates and, therefore, should guide decisions 
about the development of services. The classification 
of mental disorders, however, presents some unique 
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challenges. Psychiatric diagnoses do not “carve nature 
at the joint” and the boundaries between different 
conditions may not be distinct (Blacker & Tsuang, 
1992;  Kendler & Gardner, 1998; Tsuang, Stone,  & 
 Faraone, 2000). Unlike other diseases, there are no 
specific and replicable pathophysiological pathways to 
distinguish most mental disorders in a clinical setting. 
Moreover, clinical classification in psychiatry is based 
on the symptom profiles, rather than on the disorders’ 
etiology (as in the case of infectious diseases) or their 
pathology (as in the case of vascular disease).

Two main biomedical systems of psychiatric 
classification are used today: the International Clas-
sification of Diseases [ICD] (WHO, 1990) and the 
Diagnostic and Statistical Manual of Mental Disorders 
[DSM] (American Psychiatric Association [APA], 
2013). These approaches to psychiatric categorization 
took shape in the late 1800s with the work of Emile 
Kraepelin and others who developed diagnoses based 
on standardized factors related to symptom presen-
tation, prognosis, and hereditary risks (Jilek, 1995). 
Kraepelin and his followers also influenced modern 
frameworks regarding the incorporation of culture 
into psychiatric classification. Kraepelin traveled to 
Java, Sri Lanka, India, Singapore, and the Americas 
to evaluate his diagnostic criteria with non- European 
populations. He and his followers developed a model 
with a biological core for mental disorders (i.e., 
 pathogenic), with cultural influences shaping the pre-
sentation of that biological core (i.e., pathoplastic) 
(Jilek, 1995). For example, hallucinations were con-
sidered a universal biologically-determined feature of 
psychosis whereas culture shaped the content of those 
hallucinations. Most current classifications (e.g., DSM 
and ICD) continue this approach with cultural con-
siderations for different conditions while assuming 
conditions are grounded in a core of presumed uni-
versal psychiatric pathology.

These classification systems—DSM and ICD—
and their assumption of biological universality are 
often considered etic perspectives in cross-cultural 
psychiatry. “Etic” refers to a universal classification 
systems and is contrasted with “emic,” which refers 
to classifications specific to a culture, which may or 
may not overlap with etic categorizations (Hahn, 
1995). The use of the DSM and ICD psychiatric cat-
egorizations as overarching etic frameworks appli-
cable across all cultures has been critiqued by some 
psychiatrists and social scientists (Kleinman, 1988; 
Kleinman & Good, 1985; Littlewood, 2002). The 
DSM and ICD do not incorporate all emic divisions 
from other cultures and medical nosologies, such 
as Chinese, Ayurvedic, or Q’uranic classifications of 

mental disorder. It is argued that classifications of 
psychiatric disorders largely reflect American and 
European emic concepts of psychopathology based 
on implicit cultural concepts of normality and devi-
ance. In addition, the classification systems have not 
been comparably applied across racial/ethnic groups 
within the same clinical context. For example, in the 
United Kingdom and United States, African- and 
Caribbean-descent populations are more likely to be 
diagnosed with schizophrenia compared with white/
Western  European-descent populations with the same 
symptom profile; the latter are diagnosed with bipo-
lar disorder more frequently than with  schizophrenia 
(Bell, Williamson, & Chien, 2008; Louden, 1995). For 
a challenge to these claims, see the work of Selten 
and Hoek (2008) and Singh, Greenwood, White, and 
Churchill (2007).

Even when comparable symptoms are observed, 
the social and personal significance of the behavior 
or experience may not have the same meaning and 
their explanatory models may differ. Researchers have 
cautioned that there is a risk of confounding cultur-
ally distinctive behavior with psychopathology on the 
basis of superficial similarities of behavior patterns 
or phenomena, an assumption referred to as a “cat-
egory fallacy” (Kleinman, 1987). Within European 
and North American cultural contexts, there also 
have been debates about the scope of depression and 
how it is—or is not—distinguished from normal grief 
(Wakefield & Demazeux, 2015).

Due to these shortcomings, cross-cultural studies 
in psychiatric epidemiology historically have suffered 
from several problems. For example, case identifica-
tion techniques varied from site to site, and meth-
ods were not standardized (Gorenstein, 1992). These 
inconsistencies led to a movement to standardize the 
process of psychiatric measurement and diagnosis so 
that diagnoses would be more replicable among cli-
nicians and across patient populations. In the United 
States, one expectation since the third edition of the 
DSM (APA, 1980) was that this kind of standardiza-
tion would help to reduce bias and increase the reli-
ability of diagnoses across populations and among 
clinicians. Similarly, the tenth revision of the ICD 
(ICD-10) was developed with the explicit purpose of 
being an international standard (WHO, 1990). Thus, 
efforts were made to ensure that the drafters of the 
ICD-10 were drawn from as many countries as was 
feasible, and the revised system of classification was 
field-tested by more than 700  clinicians in 39 coun-
tries from all continents. The vast majority of ICD-
10 conditions have reasonable reliability (Sartorius 
et al., 1993).

Culture and Mental Disorders 429



In preparation for the ICD-11, which was due to 
be published in 2018, one approach to explore cul-
tural bias has been to evaluate how clinicians across 
cultures categorize disorders based on their clinical 
experiences. In a study of 517 clinicians in eight coun-
tries ranging from Brazil to India to Japan, clinicians 
had strong inter-rater agreement regardless of their 
national or cultural origin (Reed et al., 2013). The same 
study found that the cross-cultural categorizations 
were generally consistent with DSM and ICD, but the 
clinician-generated categories were more  consistent 
with the proposed changes for ICD-11 compared to 
the DSM-IV or ICD-10, in particular with regard to 
personality disorders.

Critiques of cultural biases in diagnoses are part of 
a broader movement in psychology that has detected 
biases when the vast majority of research is based on a 
single population demographic. This problem has been 
referred to as the bias of psychology research being 
dominated by WEIRD populations (Western, Edu-
cated, Industrialized, Rich, and Democratic), which 
account for 90% of psychology publications (Henrich, 
Heine,  & Norenzayan, 2010b). When psychological 
studies have been conducted with non-WEIRD pop-
ulations, researchers have discovered that presumed 
universal processes such as visual perception, spa-
tial reasoning, and behavioral motivation related to 
fairness and cooperation have cultural variations. In 
addition, it is important to consider that diagnostic 
criteria of syndromes can and do change over time, 
as is well demonstrated by the regular revisions of 
international psychiatric classifications, and that these 
changes are considerably influenced by attitudinal, 
political, and historical factors. Anthropologists have 
investigated how diagnoses are developed out of spe-
cific social, economic, and political environments; for 
example, there are in-depth historical accounts with 
anthropological critiques of disorders including post- 
traumatic stress disorder (PTSD) (Young, 1995), bipo-
lar disorder (Martin, 2007), and dissociative disorders 
( Hacking, 1998).

Fifty years of research suggests that concepts of 
psychosis are remarkably similar across diverse set-
tings (Cohen et  al., 2016). Cross-cultural reviews of 
depression, PTSD, and other conditions have found 
that some symptoms may vary across cultures, though 
they have also found many universals. In a systematic 
review covering 178 social groups (varied by loca-
tion, ethnicity, culture, and/or geography), of which 
115 were non-Western populations, DSM hallmark 
symptoms of depressed mood/sadness, fatigue/loss 
of energy, problems with sleep, appetite/weight prob-
lems, and suicidal thoughts were common across all 
groups (Haroz et  al., 2017). At the same time, the 

review revealed that some symptoms with near uni-
versality are not captured in current biomedical clas-
sifications. For example, symptoms such as social 
isolation/loneliness, crying a lot, somatic complaints, 
and thinking too much were among the most com-
mon symptoms but are not included in DSM criteria. 
Even among Western populations, the symptoms of 
social isolation and crying a lot were among the top 
10 most associated with depression. In contrast, DSM 
diagnostic symptoms such as psychomotor agitation/
retardation, feelings of worthlessness/guilt, and poor 
concentration were not among the top 10 associated 
symptoms in Western and non-Western cultural 
groups.

A cross-cultural review of PTSD concluded 
that while this diagnosis is generally “valid”—that 
is, it reflects the reality of human experience across 
 populations—there is considerable cultural variability 
(Hinton & Lewis-Fernandez, 2011). The PTSD review 
highlighted cultural differences in the meaning and 
interpretation of trauma symptoms, the prevalence 
of the diagnosis across groups, the prevalence of spe-
cific symptoms such as those related to avoidance and 
numbing, the likelihood that a person of one culture 
will develop PTSD compared to a person of another 
culture given the same trauma exposure, and the asso-
ciation with nontraumatic stressors.

These types of cross-cultural systematic reviews 
are helpful to identify potential cultural biases in psy-
chiatric diagnoses and to point us toward approaches 
that may be more appropriate across populations.

Alternative Approaches to Categorize and 
Conceptualize Mental Disorders
Historically, classifications of mental disorders prior 
to the DSM and ICD have existed in different cul-
tures. All cultures have some form of distinguishing 
normal from abnormal, or socially acceptable versus 
unacceptable behavior, and this is often the prov-
ince of religious practitioners and traditional heal-
ers ( Clifford, 1990; El-Islam, 1982; Kleinman, 1980; 
Kohrt, Hruschka, Kohrt, Panebianco, & Tsagaankhuu, 
2004; Weiss et al., 1988).

As an example, the first Chinese Classification of 
Mental Disorders (CCMD) appeared in 1979; since 
then, the system has undergone several revisions. Its 
third and most recent version is heavily influenced by 
the ICD-10 and DSM-IV systems, but still retains local 
features. The main differences between the ICD-10 and 
the CCMD-3 are the CCMD-3’s retention of the term 
“neurosis” and categories of neurotic disorders such 
as neurasthenia (Lee, 2001). Personality disorders are 
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less often diagnosed in Chinese populations; thus, two 
categories of personality disorders—borderline per-
sonality disorder and avoidant personality disorder—
are excluded from the Chinese scheme. The CCMD 
also includes its own section of culture-related men-
tal disorders such as qigong-induced mental disorder. 
Qigong is a trance-based form of a traditional Chinese 
healing system. The disorder is similar to a dissocia-
tive state, featuring identity disturbance, irritability, 
hallucinations, and aggressive and bizarre behaviors. 
These often acute, brief episodes are linked to exces-
sive practice of qigong meditation by physically or psy-
chologically ill subjects.

Emic conditions (i.e., locally relevant categori-
zations) that are not typically observed in Western 
culture have been referred to as culture-bound syn-
dromes (Simons & Hughes, 1985). Examples include 
latah (a startle-based form of distress in Southeast 
Asia), koro (a fear of genital retraction also noted in 
Southeast Asia), and ode ori (a West African form 
of distress characterized by thinking too much and 
attributed to a worm crawling in the skull) (Makan-
juola, 1987; Simons & Hughes, 1985). Over time, the 
“bounded” aspect of culture-bound syndromes has 
been challenged due to findings of similar patterns 
of distress in disparate cultural settings, a lack of 
cohesive symptom presentation characterizing a syn-
drome, and the diversity in etiological attributions and 
vulnerable groups (Hahn, 1995; Kirmayer & Minas, 
2000). Dissatisfaction with the term “culture-bound 
syndrome” has led researchers to propose other labels, 
such as “idiom of distress,” “popular category of dis-
tress,” “cultural syndrome,” and “explanatory model” 
(Nichter, 1981; Weiss, 1997). In DSM-5, the term “cul-
tural concept of distress” (CCD) attempts to aggregate 
these concepts without implying cultural exclusivity: 
“Cultural concept of distress refers to ways that cultural 
groups experience, understand, and communicate 
suffering, behavioral problems, or troubling thoughts 
and emotions” (APA, 2013, p. 758).

There is now a large literature indicating com-
monalities in emic categories of psychological distress. 
A systematic review (Kaiser et al., 2015) identified 138 
publications mentioning “thinking too much,” with 
examples from every populated continent including 
terms such as kufungisisa (Zimbabwe), reflechi twòp 
(Haiti), pensando mucho (Nicaragua), and kut careen 
(Cambodia), and, in more recent studies, ucingaka-
khulu (South Africa) (Davies, Schneider, Nyatsanza, & 
Lund, 2016). Across cultures, “thinking too much” is 
characterized by ruminative, intrusive, and anxious 
thoughts that, if prolonged, result in a range of phys-
ical and psychological complaints. Common associ-
ated symptoms include low mood, anhedonia, poor 

concentration, social withdrawal, sleep disruptions, 
and somatic complaints across most populations. 
“Thinking too much” is associated with similar socio-
economic and traumatic stressors across populations. 
Moreover, coping mechanisms share commonali-
ties across cultures, such as controlling or suppress-
ing thoughts, distraction, and engaging in social 
activities—all of which overlap with  evidence-based 
 psychological treatments. This study is one of the few 
examples of how starting with a CCD rather than with 
a psychiatric category can help generate information 
on commonalities in psychological distress across 
populations.

A systematic review of CCDs and their overlap 
with DSM and ICD psychiatric categories demon-
strates that the presence of a CCD increases the like-
lihood of persons meeting criteria for a psychiatric 
disorder (Kohrt et al., 2014). However, there is not a 
one-to-one match; that is, no CCD predicts a psychi-
atric diagnosis in 100% of individuals. On average, 
presence of a CCD does strongly predict PTSD, and to 
a lesser degree CCDs are predictive of depression and 
general psychological distress (FIGURE  10-1). Despite 
somatic complaints (i.e., physical symptoms such as 
headaches, digestive problems, and numbness and tin-
gling) frequently being an aspect of CCDs, most CCDs 
are more strongly associated with common mental 
disorders than with somatoform disorders. Guid-
ance for conducting rigorous epidemiologic studies of 
CCDs is now available with the tool known as System-
atic Assessment of Quality in Observational Research 
for Cultural Psychiatry Epidemiology (SAQOR-CPE; 
Kohrt et al., 2014).

Cultural concepts of distress are increasingly recog-
nized as an important component of culturally adapt-
ing mental health treatments, especially psychological 
treatments. Studies with the strongest effect sizes (i.e., 
those with the biggest improvements in mental health 
from pre- to post-treatment) do not utilize psychiatric 
categories when framing distress for patients and cli-
ents. For example, in India, depression and common 
mental disorders (CMDs) are often framed as “stress” 
or “tension” (Patel et  al., 2010; Petersen et  al., 2016), 
which are cultural idioms of distress that have many 
features of CMDs but are nonstigmatizing and facilitate 
treatment engagement (Weaver, 2017). In  Zimbabwe, a 
lay health worker–delivered psychological treatment, 
“The Friendship Bench,” uses the CCD kufungisisa 
(Shona for “thinking too much”; Patel, Simunyu,  & 
Gwanzura, 1995) as a culturally acceptable way to dis-
cuss CMDs (Chibanda et al., 2016). Similarly, treatment 
of refugees and immigrants with culturally adapted 
cognitive-behavioral therapy has framed the interven-
tions with CCDs (e.g., nervios-related conditions for 
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Latinos and khyaal attacks for Cambodians), and stud-
ies have shown significant improvements in both the 
CCDs and in reduction of depression and PTSD (Hin-
ton, Hofmann, Pollack, & Otto, 2009;  Hinton, Rivera, 
Hofmann, Barlow, & Otto, 2012).

Within high-resource settings in European and 
North American cultures, there are also concerns 
about the generalizability and conceptual assump-
tions in psychiatric nosologies such as the DSM. In 
the United States, NIMH has proposed the Research 
Domain Criteria (RDoC) as a way to look at processes 
from genes to functional neuroscience to environment 
in an effort to understand etiology and presentation 
and ultimately guide treatment (Insel et  al., 2010). 
This more dimensional system provides an alterna-
tive to the categorical divisions between “mentally ill” 
and “normal,” which have been contested by cross- 
cultural researchers (Bilder, 2015). Moreover, this 

approach can incorporate social genomics and social 
neuroscience methods that are increasingly demon-
strating that culture and biology interact (Cole, 2014; 
Rule,  Freeman,  & Ambady, 2013). Individual and 
collective experiences including acculturation, espe-
cially during child development, determine much of 
the biological and psychological processes observed 
in adulthood.

Ultimately, much of RDoC focuses on the individ-
ual level. Nevertheless, there are increasing calls for an 
analogous approach to societal-level causal mecha-
nisms that would be useful from a public and global 
mental health perspective (Stein, Lund,  & Nesse, 
2013). Going forward, there is potential for social 
neuroscience and cross-cultural psychiatry to find 
areas of convergence to develop more accurate diag-
nostic approaches to apply across diverse populations 
( Kirmayer & Gold, 2012b).

FIGURE 10-1 Psychiatric disorders and cultural concepts of distress.
Modified from Kohrt, B. A., Rasmussen, A., Kaiser, B. N., Haroz, E. E., Maharjan, S. M., Mutamba, B. B., de Jong, J. T., & Hinton, D. E. (2014). Cultural concepts of distress and psychiatric disorders: literature review and research recommendations for global mental health 
epidemiology. International Journal of Epidemiology 43(2): 365–406.
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Cross-Cultural Methods and Approaches 
for Mental Health Research and Services
Ultimately, diagnostic categories are a moving target, 
as they are continually being transformed by improved 
biocultural research that seeks to better understand 
mechanisms and improve the fit between types of 
interventions and persons with psychological distress. 
As diagnoses continue to change, it is crucial to have a 
set of rigorous methodologies that can integrate culture 
into global mental health research and interventions. 
Examples of these rigorous methods are transcultural 
translation and validation procedures for assessment 
and the Cultural Formation Interview for clinical care.

Cultural equivalence is needed for psychiatric 
assessment tools used for research, screening, and 
treatment monitoring. Lack of cultural equivalence 
risks category fallacies and under-, over-, and mis- 
diagnosis. A tool is considered to have cultural equiv-
alence (i.e., measurement invariance) if it measures 
the same construct across cultures. Content, semantic, 
technical, criterion, and conceptual equivalence are 
needed to achieve measurement invariance (Flaherty 
et al., 1988). These are defined as follows:

 ■ Content equivalence: Does the phenomenon in 
question occur and is it locally recognized as dis-
tressing within the target culture?

 ■ Semantic equivalence: Does the meaning of each 
item remain the same after translation?

 ■ Technical equivalence: How does the method 
used in data collection affect results differen-
tially between cultures? Technical methods could 
encompass response options on scales, item 
structure, and administration format (e.g., pen 
and paper, computerized assessment, interview 
administered). Challenges have been identified 
with the use of Likert scales, statements versus 

questions, positive versus negative wording, and 
pictorial response scales (Kohrt et al., 2011; Weo-
bong et al., 2009).

 ■ Criterion equivalence: What is an instrument’s 
relationship with previously established and 
independent criteria for the same phenomenon? 
According to criterion equivalence, there should 
be comparable psychometrics (e.g., sensitivity, 
specificity, positive predictive value, negative pre-
dictive value) with a known marker, oftentimes a 
structured clinical interview.

There are now best practices for transcultural trans-
lation and validation that incorporate qualitative meth-
ods followed by a clinical validation study to establish 
psychometric properties, which have been used for both 
adult and child populations (Kohrt et  al., 2011; Van 
Ommeren et  al., 1999). This transcultural translation 
approach involves qualitative interviews including focus 
group discussions with target groups and cognitive inter-
viewing, accompanied by a series of translations and 
back-translations, followed by a clinical validation study.

Regarding clinical services in global mental health, 
the cultural formulation interview (CFI; EXHIBIT 10-1) 
in DSM-5 is a new tool that can be applied to any 
patient or population and assures that cultural factors 
are integrated in diagnosis, treatment planning, and 
delivering care (APA, 2013). The CFI was developed to 
assess five components: (1) cultural identity of the indi-
vidual, (2) cultural explanations for an illness, (3) cul-
tural factors contributing to psychosocial environment 
and functioning, and (4) cultural factors influencing 
the clinician–patient/client relationship. Value must be 
placed on both folk beliefs about mental disorder and 
the biomedical system of psychiatry. It is important to 
investigate patients’ “explanatory models”—that is, how 
patients understand their problems, including their 
nature, origins, consequences, and remedies, as these 

EXHIBIT 10-1 Cultural Formulation Interview in DSM-5

This CFI is a tool for clinicians and treatment teams to improve mental health services by assuring that cultural factors are 
integrated into diagnoses, treatment planning, and delivery of care. The CFI includes four components:

 ■ Cultural definition of the problem: Explanatory models including prominent idioms of distress, reasons for treatment 
seeking, and impact on functioning.

 ■ Cultural perceptions of the cause, context, and support: Cultural models of causation, impact on and influence of 
one’s social network, culturally relevant interpretations of social stressors, and cultural identity of the individual.

 ■ Cultural factors affecting self-coping and past help-seeking: Self-coping, past help seeking, and prior barriers to care 
and recovery.

 ■ Cultural factors affecting current help seeking: Patient preferences related to social networks and religion, and 
clinician–patient relationship factors. The provider must identify differences and similarities in cultural and social 
status that might influence diagnosis and treatment.

Modified from American Psychiatric Association. (2013). Diagnostic and statistical manual of mental disorders: DSM-5. Washington, DC: American Psychiatric Publishers, Incorporated.

Culture and Mental Disorders 433



aspects of understanding can radically alter patient–
provider negotiations over appropriate treatment 
(Kleinman, 1988). The CFI can be used at individual, 
family, and community levels to inform clinical ser-
vices and public health efforts in global mental health.

Ultimately, findings across diverse disciplinary 
approaches increasingly point toward commonalities 
for understanding mental disorder across cultural 
groups. As noted earlier, common manifestations and 
pathways for healing have been identified. Moreover, 
studies that have shown differences across groups 
have often shed light on the limitations of psychiat-
ric practices that need to be changed to improve care 
in high-resource, Western cultural settings as well as 
in LMIC contexts. This point not only highlights the 
importance of cross-cultural work for global mental 
health in low-resource, non-Western settings, but 
also suggests how global mental health research can 
better inform mental health categorizations in high- 
resource, high-researched settings.

 ▸ The Determinants of Mental 
Disorders

The etiology of mental disorders comprises a com-
plex interplay among biological factors, most notably 
genetic predisposition, developmental factors, and 
psychosocial factors. Until the 1950s, the dominant 
notions about the etiology of mental disorders were 
hereditary and environmental in nature. For example, 
schizophrenia was attributed to abnormal parenting, 
and obsessive–compulsive disorder to “anal aggres-
sion.” Beginning in the 1960s, however, a more bal-
anced view emerged. Consensus was reached that both 
environmental and genetic influences contribute to the 
development of mental disorders. Psychotic conditions, 
which historically have been thought to arise predom-
inantly from biological risk factors, have increasingly 
been shown to be strongly influenced by social deter-
minants (Kirkbride et al., 2006; McGrath et al., 2004). 
The observation that many disorders have their onset in 
childhood and youth have placed focus on the develop-
mental origins of these disorders (e.g., related to brain 
development during childhood and adolescence).

Although risk factors for the majority of mental 
disorders present themselves in childhood and adoles-
cence, the major burden of mental disorders is found 
in early adulthood (Murray et  al., 2012). Indeed, a 
range of childhood adversities, such as neglect and 
parental mental illness, are strongly associated with 
numerous mental disorders in later life, presumably 
due to the impact of “toxic stress” on the developing 

brain. These factors can be divided into risk factors 
and protective factors. Risk factors make it more likely 
that an individual will develop mental health difficul-
ties, whereas protective factors mediate and reduce 
the effects of risk exposure. Risk and protective factors 
can exist in the biological, psychological, and social 
domains (TABLE  10-3). Many risk factors for mental 
disorder also predispose persons to a host of physical 
health and social problems. Adverse childhood expe-
riences (ACEs), such as child abuse and domestic vio-
lence, loss of caregivers, nutritional deprivation, and 
severe childhood illness, are exposures that increase 
the risk of physical diseases (e.g., cardiovascular and 
metabolic disease), mental disorders (e.g., suicide, 
substance abuse, and common mental disorders), and 
early mortality (Anda et al., 2006; Van Niel, Pachter, 
Wade, Felitti, & Stein, 2014).

The question was therefore changed from which 
factors were relevant for a specific disorder, to how 
much each contributed to the condition. Ultimately, 
this question, too, proved to be based on an incorrect 
assumption—namely, that the environmental, devel-
opmental, and genetic factors exert their influences 
in an additive and independent manner. There is now 
recognition that they exert their influences in an inter-
active manner, which develops over the life course. 
Contemporary scientists are attempting to address the 
question of how they interact.

The Social Determinants of Mental 
Disorders
The social determinants of mental disorders may be 
organized into five broad domains (Lund, De Silva, & 
Stansfeld, 2014):

 ■ The economic domain, which includes poverty, 
income, consumption, assets, income inequality, 
and employment

 ■ The social domain, which includes social capital, 
social cohesion, and education

 ■ The demographic domain, which includes age, 
gender, and ethnicity

 ■ The neighborhood domain, which includes the 
area-level social and economic arrangement of 
people’s lives such as housing, water and sanita-
tion, and transport

 ■ The environmental events domain, which includes 
natural disasters, such as floods, earthquakes, and 
climate change, as well as civil conflict and forced 
migration

Each of these domains exerts its influence on pop-
ulation mental health by means of both distal factors 
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(“upstream” social and structural factors, such as 
social policy, macro-economic trends, and environ-
mental disasters) and proximal factors (the manner in 
which these distal factors are experienced by individ-
uals and their families, such as employment, housing 
quality, and trauma).

Environmental Events Domain
According to the United Nations High Commissioner 
for Refugees (http://www.unhcr.org/4981c3dc2.html), 

as of 2007 an estimated 11.4 million refugees had fled 
their own countries, another 13.7 million were inter-
nally displaced, and 2.9 million were not considered 
citizens of any state. Many of these refugees have experi-
enced enormous trauma in the form of violence, crime, 
or other humiliations; physical injury; economic dis-
possession; and disruption of family and community 
structures. Thus, the rates of mental disorders among 
these people would be expected to be at least as high 
as—and probably higher than—those for migrants 
in general. A study of more than 3,000 respondents 

TABLE 10-3 Selected Risk and Protective Factors for Mental Health

Domain Risk Factors Protective Factors

Biological  ■ Exposure to toxins (e.g., tobacco and 
alcohol) during pregnancy

 ■ Genetic tendency to psychiatric 
disorder

 ■ Head trauma
 ■ HIV/AIDS and other physical illnesses

 ■ Age-appropriate physical 
development

 ■ Good physical health
 ■ Services provided at mother–baby 

clinics

Psychological  ■ Maladaptive personality traits
 ■ Effects of emotional, physical and 

sexual abuse, and neglect

 ■ Ability to learn from experiences
 ■ Good self-esteem
 ■ High level of problem-solving ability
 ■ Social skills

Social

Family  ■ Divorce
 ■ Family conflict
 ■ Poor family discipline
 ■ Poor family management
 ■ No family

 ■ Family attachment
 ■ Opportunities for positive 

involvement in family
 ■ Rewards for involvement in family

School or workplace  ■ Failure to perform at the expected 
level

 ■ Low degree of commitment to 
school or workplace

 ■ Inadequate/inappropriate 
educational provision or training 
opportunities

 ■ Experiences of bullying and 
victimization

 ■ Opportunities for involvement in 
school or occupational activities

 ■ Supportive, stimulating school 
environment that is tailored to 
children’s developmental needs

Community  ■ Community disorganization
 ■ Effects of discrimination
 ■ Exposure to violence
 ■ Social conflict and migration
 ■ Poverty
 ■ Transitions (e.g., urbanization)

 ■ Connectedness to community 
 ■ Opportunities for constructive use 

of leisure
 ■ Positive cultural experiences
 ■ Positive role models
 ■ Rewards for community 

involvement

Modified from World Health Organization (WHO). (2015). Child and adolescent mental health policies and plans. Retrieved from http://www.who.int/mental_health/policy/Childado_mh_module.pdf
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from postconflict communities in  Algeria, Cambodia, 
Ethiopia, and Palestine found that PTSD was the most 
likely MNS disorder in individuals exposed to violence 
associated with armed conflict (de Jong, Komproe, & 
Ommeren, 2003). Other mental health consequences 
included mood and anxiety disorders.

In addition to exposure to trauma, a number of 
other factors may predispose refugees and immigrants 
to mental disorders, such as marginalization and 
minority status, socioeconomic disadvantage, poor 
physical health, the loss of social support systems, and 
cultural alienation in the new society. For illegal immi-
grants, there is also the constant fear of being found 
out and deported; as a consequence, access to possible 
sources of help is severely limited. In discussing these 
issues, it is relevant to note that the universal applica-
tion of the concept of trauma- related mental disorders 
(in particular, PTSD) has been criticized because it is 
itself based on culturally influenced notions of how a 
person is supposed to react to trauma (see the earlier 
discussion on culture and mental disorders). While 
consensus exists that trauma does negatively affect a 
person’s mental health, the question of whether this 
negative impact should be conceptualized in psychiat-
ric terms (with the concomitant implications of diag-
nosis and treatment) or in social and cultural terms 
remains unresolved.

Economic Domain
There is now a substantial body of evidence demon-
strating the relationship between poverty and socio-
economic inequalities with mental disorders. In the 
United Kingdom, for example, evidence has pointed 
to an association between a low standard of living and 
the prevalence of depression (Weich & Lewis, 1998). 
A systematic review located 115 studies in which the 
associations between poverty and anxiety and mood 
disorders in 36  LMICs were examined (Lund et  al., 
2010). Most of these studies reported positive associa-
tions between a range of poverty indicators and anxi-
ety and mood disorders. Multivariate analyses showed 
that in community-based studies, 79%, 15%, and 6% 
reported positive, null, and negative associations, 
respectively. A robust association was found between 
anxiety and mood disorders and education, food inse-
curity, housing, social class, socioeconomic status, 
and financial stress. By comparison, the associations 
between anxiety and mood disorders and income, 
employment, and consumption were relatively incon-
sistent. People living in conditions of poverty are 
also at greater risk for physical health problems, and 
abundant evidence demonstrates the high degree of 

comorbidity between physical and mental disorders 
(Prince et  al., 2007). Studies in developed countries 
have shown that mortality and morbidity rates are 
more affected by relative, rather than absolute, living 
standards. A survey in the United States, for exam-
ple, showed an independent association between low 
income and living in income-unequal states with 
depression in women (Kahn, Wise, Kennedy, & Kawa-
chi, 2000). This finding suggests that it is not just hav-
ing low income, but having low income in relation to 
others, that increases risk for depression.

Social Domain
The association between poverty and poor mental 
health may be mediated both by individual psycho-
logical factors, such as low self-esteem and frustra-
tion, and by a breakdown in structural factors in the 
community, such as less social cohesion and poorer 
infrastructure. Reduced prevalence of common men-
tal disorders has been found in populations with 
higher individual cognitive and ecological social cap-
ital (Ehsan & De Silva, 2015). The lack of social sup-
port and the breakdown of kinship structures may be 
important stressors for the millions of migrant laborers 
in the urban centers of Asia, Africa, and South Amer-
ica, as well as for the millions of dependents who are 
left behind in rural areas and whose primary source 
of income consists of the remittances that their rela-
tives send from distant cities. In high-income coun-
tries, increased mobility of labor has reduced family 
ties and also led to the decline of the extended family.

The social consequences of low educational lev-
els are obvious, especially in LMICs that are facing a 
growing lack of security for employees as those coun-
tries’ economies are reformed. Lack of secondary 
education may produce a diminished opportunity 
for persons who are depressed—especially women—
to access resources to improve their situation (Patel, 
Araya, de Lima, Ludermir, & Todd, 1999). Education 
also plays an important protective role: A consistent 
finding across countries is that higher educational 
levels are associated with reduced prevalence of com-
mon mental disorders (Lund et al., 2010), and in the 
long term education is protective in reducing subse-
quent late-life depression (Chang-Quan, Zheng-Rong, 
Yong-Hong, Yi-Zhou, & Qing-Xiu, 2010).

Demographic Domain
Gender is a major determinant of mental health. 
As described later, the excess prevalence of depres-
sion for women has been demonstrated in most 
 community-based studies in all regions of the world. 
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Women are disproportionately affected by the burden 
of poverty, which in turn may influence their vulner-
ability to depression. Women are far more likely to be 
victims of violence in their homes; women who expe-
rience physical violence by an intimate partner are 
significantly more likely to suffer depression, abuse 
drugs, or attempt suicide. Women who are sexually 
abused as children are significantly more likely to suf-
fer depression in adulthood, and experience of sexual 
and other forms of violence in youth is associated with 
depression in adolescence.

As an example of how gender influences the risk 
of depression, a study with women in low- income 
townships of Harare, Zimbabwe, revealed the high 
proportion of events involving humiliation and 
entrapment that were related to marital crises such as 
being deserted by husbands and left to care for chil-
dren, premature death, illness of family members, and 
severe financial difficulties occurring in the absence of 
an adequate welfare safety net. As another example, 
studies in South Asia have shown that the culturally 
determined value placed on boys (as compared to 
girls) adversely influences maternal mental health. The 
risk for postnatal depression was elevated in mothers 
who had a girl child, especially if the desired sex was 
a boy or if the mother already had living girl children 
(Patel, Rodrigues, & DeSouza, 2002).

The excess prevalence of alcohol abuse for men has 
been demonstrated in every community-based study 
from every region of the world although the dispar-
ities are greatest in LMICs. The wide sex differences 
in alcohol abuse in Latin American countries and the 
Caribbean have been attributed to a number of gender 
factors (Pyne, Claeson, & Correia, 2002). Women, for 
example, face strict social scrutiny about many behav-
iors, drinking among them. Men’s consumption of 
alcohol takes place in the public realm, whereas wom-
en’s drinking more often occurs in private. Drinking 
among men has social meanings, such as maintaining 
friendships, whereas refusing a drink can imply lack 
of trust and denial of mutual respect. At the other 
extreme, intoxication of men is more socially accept-
able than that of women; indeed, women often tolerate 
their male partners’ intoxication as being a “natural” 
condition of manhood. Drinking and drunkenness 
are more often perceived to be consistent with gen-
dered notions of masculinity; thus, men who conform 
closely to cultural norms are more likely to drink. 
Drinking may also be a coping strategy when men face 
serious life difficulties, such as unemployment, and are 
unable to live up to the traditional expectations.

The evidence that gender plays a role in eating dis-
orders stems from two observations: (1) the enormous 

sex difference in prevalence (females with these disor-
ders vastly outnumber men with the same conditions) 
and (2) the very low rates of these disorders in cultures 
that have been relatively immune to the media-driven 
creation of the ideal body image for women. A study 
from Fiji demonstrated that the introduction of tele-
vision in a media-naïve non-Westernized population 
is associated with a rise in attitudes favoring thinner 
body image and self-induced vomiting in girls (Becker, 
Burwell, Gilman, Herzog, & Hamburg, 2002), lending 
credence to the theory that the emphasis on women’s 
thinness by the media and fashion industries is now 
leading to a rise in disordered eating in societies that, 
through the forces of globalization, are being increas-
ingly influenced by Western imagery and values.

Another demographic characteristic associated 
with greater risk of mental disorders is belonging to an 
ethnic minority population, which has been shown to 
be associated with an increased risk of a range of mental 
disorders, including psychosis, anxiety, and depression 
(Veling, 2013). This relationship is attributed to a range of 
mechanisms related to discrimination and the traumatic 
experiences associated with dislocation and migration. 
Indigenous communities represent a particularly dis-
advantaged group for a range of social, historical, and 
political reasons, and they bear a disproportionate share 
of the burden of mental disorders (EXHIBIT 10-2).

Neighborhood Domain
There is now robust evidence indicating that the 
characteristics of geographical areas have an import-
ant effect on population mental health, independent 
of individual-level characteristics such as poverty, 
educational level, and gender. In the current context 
of large-scale global urbanization, the conditions of 
urban slums therefore have an important influence on 
mental health. For example, low neighborhood socio-
economic status has been significantly associated with 
worse mental health, independently of  individual-level 
socioeconomic status (Truong & Ma, 2006).

 ▸ The Burden of Mental 
Disorders

This section describes how the burden of mental dis-
orders (including neurological and substance use 
disorders) can be calculated using disability-adjusted 
life-years, discusses the limitations inherent in these 
measures, presents the burden estimates for 2015, and 
finally identifies important impacts of mental disorders 
that are not captured in burden of disease estimates.
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EXHIBIT 10-2 The Mental Health of Indigenous Peoples

As many as 370 million indigenous persons may be living in approximately 5,000 distinct groups in more than 70 countries. 
They exhibit a wide diversity of lifestyles, cultures, social organization, histories, and political realities. Nevertheless, they 
share certain historical and political realities, including being subject to violence and genocide, depopulation from 
infectious diseases such as smallpox and measles, dislocation from their traditional lands, extreme poverty due to the 
destruction of their subsistence economies, and state-organized attempts to repress and eradicate their cultures. Given 
this history, it is not surprising that the indigenous peoples of the world are currently experiencing relatively high rates 
of depression, alcoholism, and suicide, as well as high rates of infectious diseases and relatively short life expectancies 
(Anderson et al., 2016).

The case of the indigenous communities of Australia serves to illustrate the confluence of these historical, political, 
social, and economic forces and contributes to our understanding of why the rates of mental disorders are higher among 
indigenous peoples. The indigenous peoples of Australia had a diversity of cultures dating back at least 40,000  years 
before the arrival of European settlers slightly more than 200 years ago. These societies had rich cultural belief systems 
that attributed spiritual importance to land. Social relationships were governed by codes of behavior, and local 
taxonomies of illness guided the treatment of health problems. The brutal history of colonization that ultimately led to the 
destruction and devastation of hundreds of indigenous groups, each with a distinct language and lineage, was marked 
by a number of severe social adversities. Notable among these were exposure to new diseases, removal from traditional 
lands, enslavement on white farms, imprisonment without trials, denial of basic political rights, brutal violation of human 
rights, sexual abuse of women, and, perhaps most tragic of all, the “stolen generations”—the children who were forcibly 
removed from their parents and fostered by white families in an effort to “breed” out the native population.

Among the indigenous peoples of Australia, the consequences of this history are reflected in socioeconomic, 
psychosocial, and health indicators of all kinds:

 ■ High rates of unemployment, low levels of income, and poor educational status
 ■ Age-specific mortality rates two to seven times higher, and life expectancies more than 15 years shorter, than those 

of the general population
 ■ High levels of alcoholism and suicide

It is impossible to interpret the poor mental health experienced by these communities without considering the social 
and historical contexts of the systematic abuse of aboriginal communities. Ways Forward, the Australian national inquiry 
into indigenous mental health conducted in the early 1990s, prioritized holistic conceptions of emotional and social well-
being among these groups. From these developments, greater emphasis has been given to providing access to culturally 
appropriate services within mainstream healthcare settings.

To understand the contributions that mental dis-
orders make to the global burden of disease compared 
to other diseases and injuries, it is necessary to measure 
the impact of all disorders in the same way. A common 
metric is needed for measurement; otherwise, it is very 
difficult to quantify the burden imposed by cancer, for 
example, compared to that imposed by depression. A 
commonly used metric is the disability-adjusted life-
year (DALY), a time-based metric that combines the 
years a person lives with disability (YLD) caused by a 
particular disorder with the years lost from life owing 
to a disorder (YLL). The DALY has been used by the 
World Bank, WHO, and in the Global Burden of Dis-
eases, Injuries, and Risk Factors Studies to measure the 
gap between the health of the population at a point 
in time and living to a defined life expectancy in full 
health. Since DALYs, YLDs, and YLLs were first esti-
mated for the year 1990, the data sources used have 
been greatly expanded and the methods applied to gen-
erate the estimates improved. The changes in methods 

have included dealing with inconsistent coding of 
deaths over time and between countries, introduction 
of disability weights from population-representative 
surveys, more precise severity distributions, introduc-
tion of comorbidity adjustments, and propagation of 
95% uncertainty intervals around all burden estimates. 
As new methods are introduced, it is necessary to 
recalculate GBD estimates from previous years so as 
to make comparison with previously published data 
possible. A detailed description of how these burden 
of disease metrics are estimated for mental disorders 
can be found elsewhere (GBD 2015 DALYs and HALE 
Collaborators, 2016).

DALYs are derived by summing YLDs and YLLs 
for each disorder, location, age group, sex, and year, 
and are now provided for more than 300 diseases and 
injuries. In interpreting the burden of mental disor-
ders, one must recognize that the mortality- associated 
(YLL) burden estimates for mental disorders in the 
GBD studies should not be interpreted as suggesting 
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that premature death in people with MNS disorders 
is relatively inconsequential. Premature mortality has 
been repeatedly shown to be significant in popula-
tions with mental disorders (Walker, McGee, & Druss, 
2015), with suicide being a major contributor and large 
contributions coming from cardiovascular disease and 
cancer (Lawrence, Hancock,  & Kisely, 2013). Even 
in high-income countries, people with mental dis-
orders often do not receive preventive services, such 
as immunizations, cancer screenings, and tobacco 
counseling (Druss, Rosenheck, Desai, & Perlin, 2002), 
and they often receive a lower quality of care for their 
medical conditions (Björkenstam et al., 2012; Laursen, 
 Nordentoft, & Mortensen, 2014). Excess mortality esti-
mates can be generated based on the GBD data; while 
MNS disorders were directly responsible for only 
840,000 deaths in 2010, individuals with these con-
ditions were estimated to have more than 13 million 
excess deaths using natural history models (Charlson, 
Diminic, Lund, Degenhardt, & Whiteford, 2014).

Notwithstanding these caveats, the GBD estimates 
show mental disorders contribute substantially to the 
global burden of disease, with mental and substance 

use disorders being the leading cause of disability 
globally (Whiteford et  al., 2013; Whiteford, Ferrari, 
 Degenhardt, Feigin, & Vos, 2015). The burden peaks 
in early adulthood for mental and substance use dis-
orders, but is more consistent across age for neuro-
logical disorders. Females accounted for more DALYs 
for all mental and neurological disorders, except for 
mental disorders occurring in childhood, schizophre-
nia, substance use disorders, Parkinson’s disease, and 
epilepsy, where males accounted for more DALYs. 
Overall DALYs are highest in the Eastern Europe/
Central Asia regions and lowest in the East Asia/
Pacific regions. The relative proportion of DALYs from 
MNS disorders within the overall disease burden has 
been estimated to be 1.6 times higher in high-income 
regions than in lower-income regions, largely due to 
the relatively higher burden of other health disorders 
such as infectious and perinatal diseases in LMICs. 
Because of their larger population, however, most of 
the global burden from MNS disorders is found in 
LMICs.

The burden estimates for 2015 are provided in 
TABLE  10-4 and FIGURES  10-2 and 10-3. Table  10-4 

TABLE 10-4 Total DALYs (Numbers and Proportions) Attributable to Mental, Neurological, and Substance  
Use Disorders in 2015

Cause
DALYs per 100,000 
Population

Proportion of All-Cause 
DALYs in GBD

Proportion of Mental, 
Neurological, and 
Substance Use Disorder 
DALYs

Neurological Disorders

Alzheimer’s disease and other 
dementias

238 1.0% 9.5%

Parkinson’s disease 21 0.1% 0.8%

Epilepsy 124 0.5% 5.0%

Multiple sclerosis 12 0.1% 0.5%

Migraine 329 1.3% 13.2%

Tension-type headache 23 0.1% 0.9%

Medication overuse headache 92 0.4% 3.7%

Motor neuron disease 9 0.04% 0.4%

Other neurological disorders 24 0.1% 0.9%

(continues)
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Cause
DALYs per 100,000 
Population

Proportion of All-Cause 
DALYs in GBD

Proportion of Mental, 
Neurological, and 
Substance Use Disorder 
DALYs

Substance Use Disorders

Alcohol use disorders 112 0.5% 4.5%

Opioid use disorders 121 0.5% 4.8%

Cocaine use disorders 10 0.0% 0.4%

Amphetamine use disorders 14 0.1% 0.6%

Cannabis use disorders 6 0.02% 0.2%

Other drug use disorders 19 0.1% 0.7%

Mental Disorders

Schizophrenia 155 0.6% 6.2%

Major depressive disorder 442 1.8% 17.7%

Dysthymia 100 0.4% 4.0%

Bipolar disorder 90 0.4% 3.6%

Anxiety disorders 246 1.0% 9.9%

Anorexia nervosa 7 0.03% 0.3%

Bulimia nervosa 8 0.03% 0.3%

Autism 63 0.3% 2.5%

Asperger’s syndrome and other 
autistic spectrum disorders

37 0.2% 1.5%

Attention-deficit/hyperactivity 
disorder

6 0.03% 0.2%

Conduct disorder 58 0.2% 2.3%

Idiopathic developmental 
intellectual disability

34 0.1% 1.4%

Other mental and substance 
use disorders

96 0.4% 3.9%

Data from Global burden of disease study 2015. Retrieved from http://ghdx.healthdata.org/gbd-2015

TABLE 10-4 Total DALYs (Numbers and Proportions) Attributable to Mental, Neurological, and Substance  
Use Disorders in 2015 (continued)
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provides a global overview of the total burden from 
each MNS disorder included in the GBD study. The 
leading contributors to this burden are major depres-
sive disorder, which accounts for almost 18% of the 
overall burden in the total group, with anxiety disor-
ders and dementia both contributing close to 10%. 
Figure 10-2 shows that the proportionate burden from 
MNS disorders increased substantially in all coun-
tries, irrespective of their economic development sta-
tus, between 1990 and 2015. For most disorders, the 
increased burden is being largely driven by population 

growth and aging. In areas of the world undergoing 
major demographic change, such as sub-Saharan 
Africa, where the population is expected to double 
by 2050, projections suggest there will be an increase 
of 130% in the burden of mental and substance use 
disorders (Charlson et  al., 2014). Figure  10-3 shows 
that the burden is greatest in the adolescent to mid-
dle adulthood period of life, when productivity is the 
greatest. 

To be included in the GBD data, disorders must 
meet the threshold for diagnosis using ICD or DSM 
criteria. While the application of these diagnostic 
criteria may bias estimates downward in regard to 
the burden of mental disorders in some cultures, the 
adoption of common case definitions is necessary to 
promote international comparison (Whiteford, Fer-
rari,  & Degenhardt, 2016). Another challenge for 
generating estimates of mental disorder burden, and 
subsequently investigating trends over time and dif-
ferences between countries, is the limited coverage of 
epidemiologic data. This is particularly problematic in 
LMICs and in subnational locations. As a result, esti-
mates often have large uncertainty intervals that can 
mask true variations in burden between countries and 
over time. Furthermore, it is necessary to generate 
better data on the relationships between risk factors, 
such as economic deprivation, and the variations in 
burden that might be explained by these risk factors.

Depressive and Anxiety Disorders
In 2015, the global age-standardized prevalence 
was 3% for major depressive disorder and 1.4% for 

FIGURE 10-3 Global burden of mental, neurological, and substance use disorders.
Data from Global burden of disease study 2015. Retrieved from http://ghdx.healthdata.org/gbd-2015

FIGURE 10-2 Mental, neurological, and substance use 
disorders, both sexes, all ages.
Data from Global burden of disease study 2015. Retrieved from http://ghdx.healthdata.org/gbd-2015  
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dysthymia, making depressive disorders the largest 
contributor to the burden of disease, as measured 
by DALYs in the mental disorder group. The global 
prevalence is higher in females (5.1%) than in males 
(3.7%), and in countries where war and conflict are 
more prevalent. For example, Uganda had the high-
est rate of depressive disorder DALYs—although with 
the wide uncertainty estimates, this was not signifi-
cantly different from the global mean. There is also a 
clear socioeconomic gradient in prevalence in many 
countries, with individuals having lower socioeco-
nomic status also having increased risk for depression 
and anxiety disorders (Lund et al., 2010). Individual 
 anxiety disorders are common and frequently co- 
occur with each other.

To prevent over-counting, GBD 2015 provides 
estimates for any anxiety disorder—a grouping that 
includes generalized anxiety disorder, panic disorder, 
and phobic disorders (agoraphobia, social phobia, 
and specific phobias) (Baxter, Vos, Scott,  Ferrari,  & 
 Whiteford, 2014). It also includes obsessive– 
compulsive disorder, post-traumatic stress disorder, 
and acute stress disorders, although these are no lon-
ger classified as anxiety disorders in DSM-5. In 2015, 
the global age-standardized prevalence for all anxiety 
disorders combined was 3.6% (4.6% for females and 
2.6% for males), making these disorders the second 
largest contributor to the burden of disease imposed 
by MNS disorders, as measured by DALYs. As is true 
for depression, there is considerable variability in the 
estimates, with anxiety disorder prevalence being 
impacted by factors such as sex, age, culture, conflict, 
urbanicity, and economic status (Baxter, Scott, Vos, & 
Whiteford, 2013). For example, a systematic review 
and meta-analysis of post-traumatic stress disorder 
alone in the general population in areas exposed to 
conflict found the prevalence to be 12.9%, after con-
trolling for an extensive range of covariates (Charlson, 
Baxter, Cheng, Shidhaye, & Whiteford, 2016).

Schizophrenia
The age-standardized prevalence of schizophrenia was 
estimated in the GBD studies to be approximately 3% 
globally. This prevalence did not change from 1990 to 
2015; however, the number of people with schizophre-
nia increased from 14.4 million to 23.4 million during 
this period, due primarily to population growth and 
aging. In 2015, schizophrenia contributed 15.5  million 
DALYs to the overall burden of disease globally, with 
roughly equal burdens noted in males and in females. 
Substantially higher prevalent cases and DALYs of 
schizophrenia were found lower-income regions 
of the world—a reflection of population size, but 

also coinciding with the highest treatment gaps. For 
example, China had the highest rate of schizophrenia 
DALYs, but this was closely followed by the U.S. rate, 
and neither country’s rate was significantly higher 
than the global mean.

Bipolar Disorder
The global age-standardized prevalence of bipolar dis-
order was estimated at 0.5% across both sexes. As with 
the majority of mental disorders, the prevalence of 
bipolar disorder remained unchanged between 1990 
and 2015, but due to population growth and chang-
ing age structures, the number of people with bipolar 
disorder increased from approximately 30 million in 
1990 to 44 million in 2015. In terms of burden, bipolar 
disorder was responsible for 9 million DALYs, equat-
ing to 0.35% of all global DALYs in 2015. The DALY 
rates were consistent across the globe, with the dif-
ference between the lowest country estimate (China) 
and the highest country estimate (New Zealand) not 
 differing significantly.

Substance Use Disorders
The burden of substance use disorders varies con-
siderably across and within countries, between sub-
groups in a given population, and according to the 
substance being abused. Unlike other mental and 
neurological disorders, variations in substance use 
burden are influenced by additional factors, such as 
supply and availability of drugs, which can change 
prevalence and, in turn, burden. If dependence on 
tobacco (arguably the most common substance to be 
abused) is excluded, alcohol use disorders (AUD) are 
the most common substance abuse disorder in most 
countries. While AUD can refer to the entire range 
of health conditions associated with drinking alcohol 
above the recommended limit established by WHO, 
alcohol use disorders in the GBD studies refer only 
to alcohol dependence as defined by the ICD. Illicit 
drugs are those substances whose use outside medical 
settings has been prohibited under international and 
national control systems. In the GBD study, the drugs 
whose burden is estimated are opioids (including her-
oin), cannabis, amphetamines, and cocaine.

Globally, AUD were the most prevalent substance 
use disorders, with 63.5 million estimated cases in 2015. 
Cannabis dependence and opioid dependence were the 
most common illicit drug use disorders (19.8 million 
cases and 16.7 million cases, respectively). There were 
substantial geographic variations in the burden of dis-
ease and contrasting patterns for the association between 
total alcohol and illicit drug-attributable burden and per 
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capita income. Alcohol burden was highest in LMICs 
(with Russia being the highest), while the burden from 
illicit drugs was highest in Eastern European countries 
and the United States.

Childhood Disorders
The majority of mental disorders have their initial onset 
during childhood and adolescence, making this a cru-
cial period for early intervention and identification. 
While substance use disorders tend to demonstrate a 
sharp increase in prevalence (and therefore burden) 
from late adolescence onward, certain mental and 
neurological disorders demonstrate significant burden 
between ages 5 to 14 years. Across both sexes, conduct 
disorder, depressive disorders, anxiety disorders, and 
autism spectrum disorders are responsible for almost 
7.5% of all DALYs worldwide in this age group. For 
neurological disorders, migraine and epilepsy make 
up the majority of the burden of disease for children 
and adolescents (1.8% and 1.4%, respectively).

The implications of these estimates are signifi-
cant, given that 85% of children and adolescents live 
in LMICs that generally have few or no child- and 
 adolescent-specific mental health services. Further-
more, as infectious diseases continue to be success-
fully prevented and treated, more infants in these 
regions will survive into childhood and adolescence 
and, therefore, reach the ages where the incidence of 
mental disorders is higher. As such, it is important for 
these disorders to be recognized as significant contrib-
utors to the burden of disease in children and adoles-
cents and for health resources to be allocated based on 
both current and future needs.

Dementia
The population of almost all countries is aging, and the 
size of the older population is growing fastest in low- 
income countries. Between 2015 and 2050, the num-
ber of older people living in higher-income countries 
is forecast to increase by 56%, compared with 138% in 
upper middle- income countries, 185% in lower middle- 
income countries, and 239% in low-income countries 
(https://www.alz.co.uk/research/WorldAlzheimer 
Report2015.pdf). Dementia is becoming a major con-
tributor to global burden, with the total DALYs dou-
bling for both men and women between 1990 and 2015.

Wider Health Impact of Mental Disorders
The limitations imposed by the GBD study method-
ology means the full impact of mental disorders is 
not captured in the DALY metric. Debate has arisen 
about where and how the burden of disease estimates 

related to mental disorders could be improved (Vigo, 
 Thornicroft,  & Atun, 2016; Whiteford, Ferrari,  & 
Vos, 2016) in terms of measuring direct burden. One 
area where efforts to improve burden of disease esti-
mates have been pursued is the relatively small num-
ber of deaths attributed to mental disorders. Suicide, 
for example, is recorded under “injuries” in the ICD 
cause-of-death coding guidelines. The inclusion of 
suicide deaths attributable to mental disorders into 
DALYs would have increased the burden of mental 
and substance use disorders in 2010 from 7.4% to 
8.3% and increased the global ranking of these disor-
ders from the fifth to the third leading cause of burden 
of disease (Ferrari et al., 2014).

The contribution that disorders make, as risk 
factors for other health outcomes, can also be dealt 
with through the comparative risk assessment (CRA) 
component of the burden of disease studies. The CRA 
quantifies the burden attributable to each risk factor 
exposure compared to an alternative (counterfac-
tual) exposure distribution (GBD 2015 Risk Factors 
 Collaborators, 2016). Mental disorders are consid-
ered risk factors if associated with elevated risk of 
mortality or disability from other diseases or injuries, 
though this area of the GBD studies is underdevel-
oped compared with the measurement of the direct 
burden of disease.

The burden of disease attributable to major 
depression as a risk factor for suicide and ischemic 
heart disease has been estimated (Charlson, Stapel-
berg, Baxter, & Whiteford, 2011; Li, Page, Martin, & 
Taylor, 2011). In 2010, major depression explained a 
further 16 million DALYs when it was considered as 
a risk factor for suicide. Overall, nearly half of DALYs 
originally allocated to suicide (included as intentional 
injuries in the GBD cause of death list) can be reat-
tributed to major depression alone (Ferrari et  al., 
2013). Alcohol use and injecting-drug use as risk fac-
tors are now included in burden of disease estimates. 
In 2013, injecting-drug use was estimated to cause 
39% of DALYs due to hepatitis C, 4% of DALYs due to 
HIV, and 1% of DALYs due to hepatitis B ( Degenhardt 
et al., 2016). Injecting-drug use’s contribution to the 
HIV burden of disease was highest in LMICs, and 
injecting-drug use’s contribution to the hepatitis C 
burden of disease was highest in high-income coun-
tries. In 2015, DALYs attributed to alcohol use dis-
orders were concentrated among transport injuries, 
cirrhosis, and cancers. Using DALYs per 100,000 pop-
ulation, Eastern Europe and southern sub-Saharan 
Africa have the highest estimated alcohol-attributable 
burden of disease, while Eastern Europe and North 
America have the highest illicit drug– attributable 
 burden of disease.
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This CRA area needs to be greatly expanded to 
capture the comorbidity between mental and other 
disorders. There is strong comorbidity between diet, 
diabetes, and mood disorders (Dipnall et  al., 2015; 
Grigsby, Anderson, Freedland, Clouse,  & Lustman, 
2002), for example, and depression may increase 
the risk for diabetes (Rotella & Mannucci, 2013). 
Between 10% and 20% of people with  schizophrenia 
have type 2 diabetes (Holt, Bushe, & Citrome, 2005). 
Depression is a risk factor for both ischemic heart 
disease ( Charlson et al., 2013) and stroke (Pan, Sun, 
Okereke,  Rexrode, & Hu, 2011). There is also strong 
evidence of the increased risk for depression after 
myocardial infarction (Strik, Lousberg, Cheriex,  & 
Honig, 2004) and stroke (Aben et  al., 2006). Infec-
tious disease, cancer, diabetes, and cardiovascular 
disease are all more common with excess alcohol 
consumption (Rehm, 2011), with illicit drug use 
(Degenhardt & Hall, 2012), and in those persons with 
severe mental disorders (Hert et al., 2011).

In addition, anxiety and mood disorders and 
other common mental disorders (often called “soma-
toform disorders”) can present in primary health 
care/general medical settings with physical symptoms 
( Escobar, Waitzkin, Silver, Gara,  & Holman, 1998; 
Gureje, Simon, Ustun, & Goldberg, 1997). Such symp-
toms, which are sometimes termed “medically unex-
plained” because they cannot be attributed to physical 
disorders (Creed et al., 2012), are associated with con-
siderable disability and high levels of help seeking and 
associated healthcare costs (Konnopka et al., 2012).

The coexistence of mental and physical disorders 
is also associated with worse outcomes of the physical 
disorder, through a variety of mechanisms. For exam-
ple, depression after acute myocardial infarction has 
been associated with fatal and nonfatal cardiovascu-
lar events, adverse overall health status, and increased 
costs (Lichtman et al., 2014). Similarly, depression is 
associated with an increased risk of poor glycemic 
control and, therefore, increased mortality in people 
with diabetes (Lin et al., 2010). Similar findings have 
been reported for patients with HIV/AIDS, in whom 
depression is recognized as a predictor of worse clin-
ical outcomes and poorer quality of life, often associ-
ated with a reduction in medication adherence (Nanni, 
Caruso, Mitchell, Meggiolaro, & Grassi, 2015). Clear 
recommendations have been made for improving the 
treatment of people with comorbid mental and physi-
cal disorders, especially those with severe mental dis-
orders (Hert et al., 2011).

 Another relationship that needs to be addressed is 
the strong association of mental disorders with a range 
of women’s health concerns. Depression is strongly 
associated with dysmenorrhea, dyspareunia, and pelvic 

pain (Latthe, Mignini, Gray, Hills, & Khan, 2006). In 
some cultures in Asia, gynecologic complaints, such 
as abnormal vaginal discharge, are associated with 
depression (Patel et al., 2006). Maternal mental disor-
ders are associated with a range of adverse outcomes 
in children, including low birth weight, premature 
birth, poor infant growth, and emotional, cognitive, 
and behavioral developmental delays that can persist 
into adolescence and beyond (Stein et al., 2014).

The Wider Social and Economic Impact 
of Mental Disorders
Just as one disease burden metric (such as the DALY) 
cannot capture the full health impact of mental disor-
ders, it also cannot capture all of the social and eco-
nomic impacts of these disorders on the individual, 
family, or society. Disease burden estimates do not 
account for the denial of basic human rights, rang-
ing from limited opportunities for education and 
employment to torture and denial of freedom, some-
times within healthcare institutions. They also do 
not account for the time spent by family members in 
support and caring for the individual with mental dis-
order, the costs of treatment, or the productivity loss 
costs to the individual and his or her family.

A study undertaken for the World Economic 
Forum estimated that the cumulative global impact 
of mental disorders in terms of lost economic output 
may amount to $16 trillion over 20 years (Bloom et al., 
2011). The Organisation for Economic Co- operation 
and Development (OECD, 2015) has conserva-
tively estimated that the impact of mental disorders 
in high-income countries ranges from 2.3% to 4.4% 
of gross domestic product (GDP). Economic costs 
attributable to alcohol use and alcohol use disorders 
alone are estimated to amount to the equivalent of 
1.3% to 3.3% of GDP in a range of high-income and 
middle-income countries, with more than two-thirds 
of this loss represented by productivity losses (Rehm 
et al., 2009). The global cost of dementia in 2015 has 
been estimated at $818 billion, equivalent to 1.09% of 
global GDP (Alzheimer’s Disease International, 2015). 
Additionally, the social adversities associated with 
mental disorders, given the large and growing propor-
tions of the global population affected by conflict or 
displacement due to environmental degradation and 
climate change, will likely increase the future burden 
of mental disorders.

In high- and middle-income countries, the pro-
ductivity losses attributable to mental disorders have 
been shown to be very significant. As an example, the 
lost taxation revenue in Australia from people age 45 
and older who retire early due to depression has been 
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estimated at AUD$ 278 million (USD$ 190 million), 
and income support for those individuals has been 
estimated at AUD$ 407 million (USD$ 278 million) in 
2009 terms. The total impact on GDP of this group for 
this disorder alone was estimated at AUD$ 1.7 billion 
(USD$ 1.2 billion) (Schofield et al., 2011). The value 
of informal caring provided by family members was 
approximately AUD$13.2 billion (USD$10.3 billion) 
in 2015 (Diminic et al., 2016), much greater than the 
AUD$ 8 billion (USD$ 6.3 billion) that the national 
and state governments spent on mental health services 
in Australia.

Although the economic burden is large, increased 
spending within the health sector to increase treatment 
coverage for mental disorders appears to be more than 
offset by economic productivity gains and reduced 
outlays on social and income support (OECD, 2015; 
Wang et al., 2007). Evidence-based health and social 
interventions can avert the long-term cost burden and 
have a broad range of payoffs, both within the public 
sector and more widely, such as through better educa-
tional performance, improved employment/earnings, 
and reduced crime (Knapp, McDaid,  &  Parsonage, 
2011). The view that treatment of mental disorders in 
LMICs is prohibitively expensive is a myth that needs 
to be dispelled. A fully scaled-up package of mental 
health care in sub-Saharan Africa and south Asia, 
based on a comparative cost- effectiveness analysis of 
44 individual or combined interventions, has been 
estimated at USD$ 3 to USD$ 4 per person within a 
population (Chisholm, Naci, Hyder, Tran,  & Peden, 
2012). Of course, scaled-up treatment of common 
mental disorders globally can lead to large produc-
tivity gains. In a model consisting of 36 countries 
between 2016 and 2030, USD$ 230 billion was needed 
for scaled-up treatment of depression and USD$ 169 
billion for scaled-up treatment of anxiety disorders 
(Chisholm, Sweeny, et al., 2016).

 ▸ Interventions
This section briefly considers the role of mental health 
policies, human resources for mental health care, and 
the evidence for the prevention and treatment of men-
tal disorders.

Mental Health Policies and Plans
A mental health policy presents the values, princi-
ples, and objectives for improving mental health and 
reducing the burden of mental disorders in a popu-
lation. It should define a vision for the future and 
help to establish a model for action. A policy should 

be distinguished from a plan, which is a strategy for 
implementing actions to achieve the objectives of a 
policy.

In some countries, mental health policies are 
restricted to psychiatric services. However, a broader 
scope is preferable—one in which mental health ser-
vices in general are addressed. These services may 
include primary care and specialized care, as well as all 
aspects of intervention—that is, promotion, preven-
tion, treatment, and ongoing care (WHO, 2003c). Pol-
icies need to address the coordination between mental 
health services themselves, as well as between mental 
health services and other services such as housing, 
education, and employment. Other key issues that 
policies should address include financial arrange-
ments for the private and public sectors, expendi-
ture prioritization, and individual and organizational 
capacity development (WHO, 2003a). Finally, policies 
need to provide for continuous evaluation of mental 
health outcomes to ensure that those policies remain 
appropriate to contemporary circumstances and lead 
to effective services.

A country’s capacity to deliver appropriate mental 
health services to its population is seriously hampered 
by the absence of a mental health policy. Thus, it is 
cause for concern that only 68% of countries (77% of 
those that responded to the WHO survey) have men-
tal health policies (WHO, 2014). LMICs are less likely 
to have these kinds of policies: For example, only 71% 
of countries in Africa have established such policies. 
This is, however, a substantial improvement in recent 
years: In 2001, only 50% of African countries in Africa 
had established mental health policies (WHO, 2001).

Partly in response to this shortcoming, WHO 
developed the Mental Health Policy and Service 
Guidance Package during 2000–2005. This package 
consists of a series of interrelated, user-friendly mod-
ules designed to assist with policy development and 
service planning. One module provides a series of 
steps that can be taken to develop mental health pol-
icies: (1) assess the population’s needs; (2) gather evi-
dence for an effective policy; (3) consult and negotiate;  
(4) exchange ideas with other countries; (5) set out the 
vision, values, principles, and objectives of the policy; 
(6) determine areas for action; (7) identify the roles 
and responsibilities of different sectors; and (8) con-
duct pilot studies (WHO, 2005b).

Human Resources for Mental Health Care
The implementation of mental health policies and 
plans depends on both the quantity and the quality of 
the personnel available to implement interventions. 
There are vast differences among regions of the world 
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in terms of the availability of mental health profes-
sionals (TABLE 10-5). In almost all countries, there is a 
gap between the supply of personnel and the demand 
for their services. The deleterious consequences of 
the low numbers of mental health professionals are 
magnified when one considers that the distribution 
of mental health professionals is frequently uneven 
between countries in each region, and within coun-
tries. The number of mental health workers per 
100,000 population is considerably higher in urban 
areas, for example. Also, the available personnel are 
often not used efficiently, and staff may be demoral-
ized and demotivated.

Mental health programs require a cadre of well-
trained mental health specialists, such as psychia-
trists, psychologists, social workers, mental health 
occupational therapists, and psychiatric nurses. They 
are responsible for functions such as the manage-
ment of patients with complex conditions, super-
vision and training of other specialists and generic 
health workers, research, planning, management, and 
 consultation–liaison. It is vital that specialists stay 
abreast of modern international developments that 
are relevant for the functions they perform, including 
honing their skills of evaluation, capacity building, 
and supervision (Patel, Simon, Chowdhary, Kaaya, & 
Araya, 2009). At the same time, the application of such 
developments should be informed by local research 
and experience. Training efforts for mental health 

specialists should occur in parallel with training for 
generic health workers such as doctors, nurses, and 
community health workers, who provide the major-
ity of care in LMICs. In keeping with the objectives of 
WHO’s mhGAP program, a major initiative in recent 
years has been the training and supervision of nonspe-
cialist health providers in the provision of basic mental 
health services—an approach known as “task sharing” 
or “task-shifting” (Kakuma et  al., 2011). In keeping 
with the objectives of the Grand Challenges in Global 
Mental Health initiative (Collins et al., 2011), substan-
tial research funding has been devoted to research in 
this area in LMICs, and the evidence in support of this 
approach is presented later in this chapter.

One sector that is particularly important in LMICs 
is the traditional health sector. In many LMICs, the 
majority of people seek care from traditional heal-
ers before seeing allopathic healers. There are several 
ways in which such providers can be engaged to pro-
vide mental health care. They can work side by side 
with allopathic mental health services, perhaps even 
operating from the same premises; they can be trained 
to recognize mental disorders and refer people suffer-
ing from them to allopathic services; and they can be 
recruited and trained to function as allopathic mental 
health workers. Whatever arrangements are made at 
an organizational level, individual mental health ser-
vices providers should attempt to establish whether 
their patients are being subjected to any traditional 

TABLE 10-5 Median Number of Mental Health Professionals per 100,000 Population in Each WHO Region  
and in the World

WHO Region Psychiatrists Psychiatric Nurses

Psychologists 
Working in Mental 
Health

Social Workers 
Working in Mental 
Health

Africa 0.1 0.6 0.1 0.1

Americas 1.1 5.3 1.4 0.6

Eastern 
Mediterranean

0.9 3.1 0.4 0.3

Europe 7.0 24.1 2.7 1.7

Southeast Asia 0.4 2.6 0.1 0.1

Western Pacific 0.9 5.7 0.9 1.5

World 0.9 5.1 0.7 0.4

Data from World Health Organization (WHO). (2014). Mental health atlas 2014. Geneva, Switzerland: World Health Organization.
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interventions that are harmful. If they are, they should 
receive education and counseling that aim to reduce 
exposure to such negative interventions. Conversely, 
traditional practices that are helpful can be incorpo-
rated into allopathic care (Institute of Medicine, 2001).

Prevention and Treatment of Mental, 
Neurological, and Substance Use Disorders
Interventions for mental disorders have progressed 
enormously in the past few decades. The Disease Control 
Priorities, third edition (DCP-3), released by the World 
Bank, provides a synthesis of the evidence base and 
recommendations for the packages for prevention and 
treatment of MNS disorders (Patel et al., 2016). These 
recommendations identify the specific interventions for 
each group of disorders (TABLE 10-6) and the platforms 
through which they can be scaled up (TABLE 10-7). 

Population-Level Recommendations
Evidence-based population-level recommendations 
include legislative measures to restrict access to means 
of self-harm and suicide (e.g., limiting access to guns 
and pesticides, such as through the use of lockboxes) 
and limiting availability of and demand for alcohol 
(e.g., through taxation and increased prices). Effective 
interventions, strategies, and policies to prevent and 
reduce substance use disorders can be categorized as 
regulatory, community based (including education), 
and health services based.

Prohibition has been attempted for alcohol prod-
ucts and is currently in place in some countries; this 
policy is also used with classes of substances includ-
ing opioids, cannabinoids, and cocaine in most coun-
tries. Although prohibition can dramatically reduce 
substance use disorders in the short term, its costs in 
terms of civil disobedience and crime are  enormous—
so much so, that, in general, prohibition is not regarded 
as an acceptable policy option, with the exception of 
specific circumstances, such as drinking alcohol and 
driving (Wolf & Midanik, 2013).

Regulatory interventions include taxation, restric-
tions on availability, and total bans on all forms of 
direct and indirect advertising. Increases in alcohol 
taxes, for example, have been shown to reduce both 
the prevalence and the consumption of alcohol prod-
ucts. For young people, laws that raise the minimum 
legal drinking age reduce alcohol sales and problems 
among young drinkers. Reductions in the hours and 
days of sale, numbers of alcohol outlets, and restric-
tions on access to alcohol are all associated with reduc-
tions in both alcohol use and alcohol-related problems. 

A meta-analysis of studies in LMICs found a strong 
inverse effect between alcohol consumption and alco-
hol price and/or taxation (Sornpaisarn, Shield, Cohen, 
Schwartz, & Rehm, 2013), which is comparable to the 
impact of increasing price/taxes and decreasing con-
sumption in high-income countries.

At the population level, there is also good practice 
evidence for interventions that seek to raise mental 
health literacy and reduce stigma and discrimination 
(Thornicroft et al., 2016). Social contact interventions, 
in which people engage with persons with mental 
disorders in recovery, changes attitudes and has the 
potential to instill behavior change (Corrigan, Mor-
ris, Michaels, Rafacz,  & Rusch, 2012). Interventions 
within the criminal justice system are effective means 
to reduce alcohol and drug use, and to treat behavior 
disorders in adolescents and psychosis among adults. 
For example, mental health input in the criminal jus-
tice system can prevent the inappropriate imprison-
ment of people with mental disorders, make treatment 
for mental disorders available in prisons, and reduce 
the mental health sequelae of imprisonment for pris-
oners and their families. In high-income countries, 
mental health training of police through crisis inter-
vention teams (CIT) reduces incarceration, increases 
mental health treatment, and reduces violence experi-
enced both by police and by persons with mental disor-
ders (Compton, Broussard, Munetz, Oliva, & Watson, 
2011). There is increased attention to CIT and similar 
models in LMICs. For example, in Liberia, CIT train-
ing of police both improved mental health outcomes 
and reduced use of physical force against persons in 
acute psychological distress during the 2013–2016 
Ebola outbreak (Kohrt, Blasingame, et al., 2015).

Community-Level Recommendations
Community-based mental health care is a major objec-
tive of the World Psychiatric Association and other 
mental health advocates and practitioners (Thor-
nicroft et al., 2010). Life-skills training in schools to 
build social and emotional competencies is an exam-
ple of a best practice to reduce the burden of MNS 
disorders. Systematic reviews of mental health pro-
motion for children and adolescents have shown that 
school-based programs improve self-esteem, motiva-
tion, and self-efficacy (Barry, Clarke, Jenkins, & Patel, 
2013; Fazel, Patel, Thomas, & Tol, 2014). Community 
mobilization and education have been used to prevent 
substance abuse in many countries. A crucial setting 
for prevention is in schools, where the goal of most 
alcohol education programs is to change adolescents’ 
drinking beliefs, attitudes, and behaviors, or to mod-
ify factors such as general social skills and self-esteem 
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that are assumed to underlie adolescent drinking. 
Structured universal interventions for children in set-
tings of armed conflict have positive effects for behav-
ior, self-esteem, and coping.

The most effective promotion initiatives take a 
multicomponent approach by integrating their activ-
ities with programs on topics such as microfinance 
or reproductive and sexual health education. Stand-
alone mental health promotions, such as only doing 
cognitive-behavioral therapy, have produced fewer 
benefits. Other good practices include parenting pro-
grams with infants for early child development.

Community care using locally available resources 
is a key strategy for enabling people with severe men-
tal disorders and disabilities to remain in the com-
munity. One such example is the Ashagram model in 
rural India (EXHIBIT 10-3).

Preventive efforts directed toward reducing the 
risk factors for epilepsy and developmental disabil-
ities have focused on improving prenatal care and 
promoting safe delivery. Other preventive strategies 
include better fever control in children; strategies 
aimed at reduction of the causes of brain injury, such 
as children’s use of safety seats and helmets; control of 
infectious and parasitic diseases that infect the brain; 
genetic counseling; screening programs for condi-
tions that are known to be associated with mental 
handicaps, such as hypothyroidism; micronutrient 

supplementation, such as with iodine; and reductions 
in environmental levels of toxins such as lead.

Healthcare-Level Recommendations
Best practices at the healthcare level include self- 
management psychological interventions, such as web-
based psychological therapy for depression and anxiety. 
Given the tremendous treatment gap, the lack of avail-
able mental health specialists in most of the world, and 
the desire to move treatment from institutions to com-
munities, numerous efforts are being made to deliver 
mental health through primary care (Gwaikolo et al., 
2017; Lund et al., 2012; Petersen et al., 2016; WHO, 
2010). A key innovation to attain this goal is to address 
the supply-side barrier of inadequate mental health 
specialists through task sharing of front-line interven-
tions with nonspecialist health workers. A growing 
evidence base testifies to the effectiveness of nonspe-
cialist providers in facilitating management of a range 
of mental disorders, typically in primary care and com-
munity settings (van Ginneken et al., 2013).

Perhaps the strongest evidence base supports task 
sharing of psychological treatments among primary 
care workers, community health workers, and non- 
healthcare providers in the community (EXHIBIT 10-4). 
In Uganda, interpersonal therapy (IPT) was adapted 
so that it could be delivered by highly supervised lay 

EXHIBIT 10-3 Community Care for Severe Mental Disorders in Low-Resource Settings

A community mental health program for severe mental disorders in a rural setting in India was initiated in partnership 
with Ashagram (“village of hope”), a nongovernmental organization (NGO) working toward the rehabilitation for people 
affected by leprosy. The NGO was located in Barwani, one of the poorest districts in India. Mental health care was routinely 
provided through an outpatient clinic that required patients to travel to the hospital to be assessed and to receive 
treatment.

A community-based rehabilitation (CBR) model was devised for patients with chronic schizophrenia, based on a three-
tiered service delivery system. CBR relies on the active participation of the disabled and their families in rehabilitation 
and takes specific notice of prevailing social, economic, and cultural issues. The highest tier was outpatient (OP) care. All 
patients were started on antipsychotic medication. The second tier consisted of mental health workers (MHWs) drawn 
from the local community. After a 60-day training program, the MHWs worked with patients, families, and the local 
community in providing services. Each MHW served five or six contiguous villages and carried a total caseload of 25 to 
30 patients, including some of the study subjects. The third tier consisted of family members and other key persons in the 
community who formed the local village health groups (samitis). These groups served as a forum for the members to plan 
relevant rehabilitation measures and reduce social exclusion.

The evaluation of the CBR program showed that, among patients who actively participated, this model was more 
effective than standard outpatient treatment, as determined by a range of clinical and functional outcomes (Chatterjee, 
Patel, Chatterjee, & Weiss, 2003). A four-year follow-up of the cohort of persons in the CBR care arm showed that adherence 
with medication and participation in self-help groups predicted a favorable outcome (Chatterjee, Pillai, Jain, Cohen, & 
Patel, 2009). A subsequent randomized controlled trial of this intervention in three sites confirmed its beneficial effects 
in reducing levels of disability in people with chronic schizophrenia in India (Chatterjee et al., 2014). Because a lack of 
professional resources is a reality in LMICs, the CBR method takes advantage of active local community participation and 
low levels of technical expertise to deliver services.
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community members for treatment of depression 
among war- affected adults and youth (Bolton et  al., 
2007; Bolton et al., 2003). Cognitive-behavioral therapy 
(CBT) was adapted for treatment of perinatal depres-
sion by female community health volunteers through 
the Thinking Healthy Program in Pakistan, which 
is now being replicated in diverse settings in LMICs 
(Rahman, Malik, Sikander, Roberts,  & Creed, 2008). 
Behavioral activation has been adapted as a lay health 
worker–directed Healthy Activity Program for treat-
ment of depression in India (Patel et al., 2017); Counsel-
ing for Alcohol Problems is a similar lay psychological 
treatment adapted from motivation interviewing for 
treatment of harmful alcohol use (Nadkarni et  al., 
2016). A Common Elements Treatment Approach 
(CETA) has also been developed so that closely super-
vised nonspecialists can provide trans- diagnostic care 
that incorporates elements from multiple psychologi-
cal treatments (Murray et al., 2014). All of these non-
specialist interventions have demonstrated superiority 
to the usual treatments. In fact, when all nonspecial-
ist psychological interventions for common mental 

disorders were reviewed (24 studies as of 2016), there 
was a pooled effect size of 0.49 ( Singla et  al., 2017), 
which approaches the effect sizes observed in psy-
chological treatments delivered by  specialists in high- 
income countries (Huhn et al., 2014).

In task sharing, nonspecialists take on detection, 
diagnosis, and management of health conditions in 
conjunction with training, supervision, and referral 
support by specialists (WHO, 2008). Thus, a key com-
ponent of task sharing is the recognition that integra-
tion is not a simple matter of training nonspecialist 
health workers. A collaborative care delivery model, in 
which primary and community care practitioners work 
together with specialists, is an essential element for 
integrating mental health in primary care (Patel et al., 
2013). Furthermore, primary care mental health ser-
vices, although essential, cannot meet all of the mental 
health needs of any given population. This is especially 
true for people who are suffering from psychotic disor-
ders and who need access to community mental health 
and rehabilitation programs, as well as emergency 
inpatient facilities (Patel, Farooq, & Thara, 2007).

EXHIBIT 10-4 Do Talking Treatments Work in Low-Income Countries?

Things were already going pretty badly for Florence Manyande. Then one day last spring, while walking down 
the street, she was hit by a car.

“This woman saw, and she pulled me out of the road,” recalls Manyande, 50. “She tried to talk to me, but 
I couldn’t talk then. I had a lot on my mind.”

Her run of bad luck had begun in 2010, when Manyande’s husband skipped out on her and her three kids. 
“I had no way to pay school fees for my children,” she says, and no way to pay rent. “Even my relatives were 
shunning me. They couldn’t take me in because they said, ‘We have our own problems.’”

By the time Manyande had her accident, she was thinking about killing herself.
Then her fortune took a turn. The woman who found her, injured, on the road happened to be a health 

worker. She took Manyande to the clinic to get bandaged up. “While I was there,” Manyande says, “she introduced 
me to the ‘Friendship Bench.’” (Singh, 2017)

There has been skepticism about the applicability of psychological treatments—such as cognitive-behavioral therapy 
(CBT), interpersonal therapy (IPT), and dialectical behavioral therapy (DBT)—for mental health problems in low-resource, 
non-Western cultural settings. Lack of clinical psychologists and different cultural belief systems have been seen as barriers 
to applying these psychological treatments. However, a rapidly growing evidence base suggests that lay persons can be 
trained and closely supervised to effectively deliver psychotherapies (Singla et al., 2017).

In developing the “Friendship Bench,” Dixon Chibanda, a psychiatrist from Zimbabwe, adapted problem-solving 
therapy by integrating local cultural psychological concepts such as kuvhura pfungwa (“opening of the mind”), 
kusimudzira (“uplifting”), and kusimbisa (“strengthening”). Moreover, rather than focusing on psychiatric labels that could 
be stigmatizing, such as “depression” or “general anxiety disorder,” the treatment employed culturally acceptable idioms of 
distress, such as kufungisisa (“thinking too much”). The intervention was delivered in a nonstigmatizing setting—a bench 
outside of health clinics, leading to the “Friendship Bench” name for the program.

Six months after receiving the Friendship Bench psychological intervention, only 13% of patients had depression, 
compared with 50% of persons in a basic treatment comparison group (Chibanda et  al., 2016). Numerous other 
psychological treatments delivered by nonspecialists in LMICs—such as the Thinking Health Program, Healthy Activity 
Program, and Problem Management Plus (PM+)—have shown similar benefits. These interventions demonstrate both 
the effectiveness and the feasibility of psychotherapy for mood and anxiety disorders in settings that vary by culture and 
resource availability around the world.
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Studies have explored the role of lay commu-
nity health workers in primary and secondary pre-
vention (Mutamba, van Ginneken, Smith Paintain, 
 Wandiembe,  & Schellenberg, 2013). For example, 
prevention studies in LMICs have shown that such 
interventions can reduce the burden of depression and 
PTSD in adults. Antenatal programs to prevent post-
partum depression have led to improvements in other 
health outcomes related to children and mothers, 
such as mother–infant engagement (Rahman et  al., 
2013). There is also a growing evidence base on “early 
interventions,” such as supportive psychotherapy and 
low-dose antipsychotic agents, that may delay or pre-
vent progression to a first mental disorder episode 
( McGorry, 2015). Reducing the duration of untreated 
psychosis at the onset of schizophrenia can dramat-
ically impact the life course of the illness (Fusar-Poli 
et al., 2009). This consideration is especially import-
ant in LMICs, where the duration of untreated psy-
chosis can average two years, and it is not uncommon 
to go more than five years without initiating treatment 
(Thirthalli et al., 2011).

According to DCP-3 guidelines, at the healthcare 
level, hospital care is recommended as a best prac-
tice for delivery of MNS specialty services for severe, 
refractory, and emergency presentations of MNS 
disorders. In addition, mental health care should be 
integrated into other specialty services ranging from 
obstetric and gynecologic care to infectious diseases 
services to oncologic treatment.

Humanitarian Emergencies
Mental health services are especially important to 
address the acute and chronic needs of populations 
affected by complex humanitarian emergencies, such 
as war, environmental disasters, earthquakes, and 
other causes of forced displacement. Refugees, inter-
nally displaced persons, and other survivors of collec-
tive trauma are at an increased risk of MNS disorders. 
Unfortunately, populations affected by humanitarian 
emergencies live in settings where the health, and 
especially the mental health, services sector may have 
been limited or nonexistent even before the disaster. 
There is a heightened need to identify and allocate 
resources for providing mental health care and psy-
chosocial support in these settings, both for those 
with disorders induced by the emergency and for 
those with preexisting disorders.

Guidance on mental health and psychosocial 
response is available through the Inter-Agency Stand-
ing Committee (IASC, 2007). WHO (2015) has also 
released a Humanitarian Intervention Guide version 

of mhGAP, which provides treatment recommen-
dations for acute emergency response and includes 
trauma and grief-related conditions not covered in 
the basic mhGAP. In a number of countries, such 
emergencies have actually provided opportunities for 
systemic change or services reform in public mental 
health (WHO, 2013c).

Delivering Effective Treatments 
and Scale-up
Despite the evidence presented earlier, the fact 
remains that only a small proportion of people suffer-
ing from mental disorders receive effective interven-
tions. This failure to provide effective treatments to all 
people who need them, which has been termed the 
“treatment gap,” is evident in all countries, but is more 
marked in LMICs. Globally, only one in five people 
with depression in high-income countries receives 
minimally adequate treatment; however, the situation 
is far worse in lower-middle income countries, where 
only one in 27 people with depression receives mini-
mally adequate care (Thornicroft et al., 2017).

Factors contributing to the treatment gap may 
be categorized as supply-side barriers and demand-
side barriers. The supply-side barriers include lack 
of trained mental health workers, availability of cul-
turally competent providers to address diverse ethnic 
and social groups, lack of transportation, and lack 
of affordable services. As mentioned earlier, there is 
a severe shortage of specialists in LMICs, where the 
bulk of the resources available for mental health ser-
vices are devoted to large psychiatric hospitals and ser-
vices are concentrated in a few urban settings (WHO, 
2014)—this represents a major supply-side barrier in 
these countries. The demand-side barriers include 
lack of recognition among the public about mental 
disorders, lack of awareness that mental disorders can 
be treated, and stigma that prevents individuals from 
seeking care.

A challenge to implementing recommended pre-
vention and treatment programs, as described in the 
DCP-3, is lack of political will—evidenced by less 
than 1% of the total health budget being allocated to 
MNS care in most national health systems. Similarly, 
less than 1% of development assistance goes toward 
MNS services. Given that 30% of the countries in 
Africa and 26% of countries in the Americas rank 
NGOs as the second major funding source for mental 
health care (WHO, 2015), it is clear that these devel-
opment funds are stretched incredibly thin. In one 
out of five countries around the world, households 

456 Chapter 10 Global Mental Health



are the main source of funding for mental health 
care, mainly through direct out-of-pocket expenses 
and private health insurance coverage. Governments 
in Africa and the Americas are more likely to put the 
financial burden for such care on households. Addi-
tionally, health insurance in many countries specifi-
cally excludes or greatly restricts reimbursements for 
mental health care.

Even when government, employer, or private 
insurance policies do fund mental health care, there 
may not be parity with physical health services—that is, 
only a limited number of outpatient visits or inpatient 
treatment days may be covered by insurance. Mental 
health leaders from the United Kingdom, Canada, 
Australia, and New Zealand have led efforts to achieve 
parity in mental health care around the world (Royal 
College of Psychiatrists, 2012, 2013). In contrast, the 
United States has traditionally lagged behind other 
high-income countries, with major disparities being 
noted in coverage of mental health services compared 
to physical health: For outpatient services, 77% to 90% 
of plans place limits on mental health care that are not 
imposed on physical health care and 66% to 74% limit 
inpatient MNS services (Thalmayer, Friedman, Azo-
car, Harwood, & Ettner, 2017). The U.S. Mental Health 
Parity and Addiction Equity Act of 2008 required par-
ity in insurers’ coverage of mental health and physi-
cal health. In LMICs, recent national mental health 
policies in South Africa, India, and Liberia exemplify 
initiatives to increase government engagement in and 
support of mental health services.

Lack of financial investment in mental health 
services is related to high levels of stigma and lack of 
mental health literacy that lead to low demand from 
constituents, as well as lack of technical leadership 
to design and implement MNS treatment programs. 
Strategies for health-system strengthening include 
efforts in the following areas:

 ■ To enact WHO’s Comprehensive Mental Health 
Action Plan (WHO, 2013b); to adopt a main-
stream rights-based perspective

 ■ To update health policies, plans, and laws to be 
consistent with international human rights and 
standards, such as the United Nations’ Conven-
tion on the Rights of Persons with Disability 
(UNCPRD)

 ■ To address stigma and enhance mental health lit-
eracy to increase demand for care

 ■ To increase advocacy by mental health service 
users

 ■ To improve MNS services financing through 
diversion of taxes (alcohol, tobacco, marijuana), 

promotion of low-cost generic drugs, and de- 
implementation of harmful or ineffective treat-
ments (e.g., benzodiazepines and vitamins in 
primary care)

 ■ To include MNS disorders in health management 
information systems as national indicators

There have been a number of recent initiatives in 
implementation science to address both the mental 
health treatment gap and the efficacy– effectiveness 
gap. The Program for Improving Mental Health 
Care (PRIME) is integrating mental health services 
into primary and community care, based on WHO’s 
mhGAP program, in South Africa, Uganda, Ethiopia, 
India, and Nepal. PRIME’s objectives include develop-
ing packages of care for integration of mental health 
services into primary care, based on mhGAP; train-
ing primary care workers to deliver mental services; 
and advancing policy to create sustainable mental 
health services that can be scaled up from proof-of-
concept districts to country-wide services (Lund et al., 
2012). Emerging Mental Health Systems in Low- 
and Middle-Income Settings (EMERALD) is a six- 
country program (PRIME countries plus Nigeria) that 
addresses the gap in health systems’ ability to scale 
up packages because of inadequate policy, human 
resources, funding, and infrastructure. Building on 
the work of PRIME, EMERALD’s objectives include 
evaluating health-system inputs (e.g., resourcing with 
WHO’s OneHealth tool, fair and sustainable financ-
ing), evaluating health-system processes (e.g., policy, 
legislation, governance, consumer participation), and 
evaluating health-system outputs (e.g., development, 
implementation, and monitoring of mental health 
indicators and performance) (Semrau et  al., 2015). 
Another resource to support best practices in global 
mental health and advance from research to imple-
mentation is the Mental Health Innovation Network 
(MHIN; www.mhinnovation.net). These initiatives 
hold promise for addressing the needs of women, men, 
and children with mental disorders around the world. 
EXHIBIT 10-5 outlines examples of national  scaling-up 
in three countries across the spectrum of economic 
development.

Involving a range of sectors is a key aspect of 
responding to this call to action in all settings, and 
arguably even more so in LMICs, where formal 
mental healthcare systems are typically inadequately 
developed. Intersectoral, community-based action 
has been used to prevent alcohol and drug abuse and 
for rehabilitation models for schizophrenia. Another 
sector that has made important contributions to men-
tal health care and reforms in high-income countries 
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EXHIBIT 10-5 Scaling Up Mental Health Initiatives

The “686 Project”: China (Ma, 2012)
The “Central Government Support for the Local Management and Treatment of Severe Mental Disorders Project” was 
initiated in China in 2004 with a first financial allocation of 6.86 million renminbi ($829,000 in 2004 dollars). The program 
was subsequently referred to as the “686 Project.” Modeled on WHO’s recommended method for integrating hospital-
based and community-based mental health services, this program provides care for a range of severe mental disorders 
through the delivery of a community-based packages by multidisciplinary teams. The interventions are functionally 
oriented, and are provided as free outpatient treatment through insurance coverage (New Rural Cooperative Medical 
Care system) and as subsidized inpatient treatment for poor patients. The program covered 30% of China’s population by 
the end of 2011.

Program evaluation showed improved outcomes for the more than 280,000 registered patients. The proportion of 
patients with severe mental disorders who did not suffer a relapse for five years or longer increased from a baseline 
of 67% to 90%, and there were large reductions in the rates of “creating disturbances” and “causing serious accidents.” 
The program investment by the government amounted to 280 million renminbi in 2011, and its key innovations were 
the increased availability of human resources, including both the involvement of non-mental health professionals and 
intensive capacity building; the latter has added one-third of all psychiatrists now working in China.

The National Depression Detection and Treatment Program: Chile (Alvarado & Rojas, 2011)
Programa Nacional de Diagnóstico y Tratamiento de la Depresión (The National Depression Detection and Treatment 
Program) is Chile’s national mental health program that integrates detection and treatment of depression in primary 
care. The program is based on the scaling-up of an evidence-based collaborative stepped care intervention in which 
most patients diagnosed with depression are provided with medications and psychotherapy at primary care clinics, while 
only severe cases are referred to specialists. Launched in 2001, the program operates through a network of 500 primary 
care centers, and presently covers 50% of Chile’s population. The program has added a large number of psychologists 
in the primary care system, with a 344% increase in the number of these providers occurring between 2003 and 2008. 
Enrollment of the patients in the program is growing steadily, with approximately 100,000 to 125,000 patients starting 
treatment each year from 2004 to 2006 and close to 170,000 patients starting treatment in 2007. Universal implementation 
of the program has led to a greater utilization by women and less-educated individuals, contributing to reduced health 
inequalities. The program’s success can be attributed to the use of an evidence-based design that was made available 
to policy makers, teamwork, and proactive leadership, strategic alliances across sectors, sustained investment and ring-
fencing of new and essential financial resources, program institutionalization, and sustained development of human 
resources that can implement the program.

Building Back Better: Burundi (WHO, 2013a)
Civil war in the last decade of the 20th century and the first decade of the 21st century resulted in widespread massacres 
and forceful migrations and internal displacement of approximately 1 million individuals in Burundi. To address this 
humanitarian crisis, Healthnet TPO (Transcultural Psychosocial Organization) started providing mental health services 
in Burundi during 2000, when the then Ministry of Public Health had no mental health policy, plan, or mental health 
unit, and when virtually all the psychiatric services in Burundi were provided by one psychiatric hospital. Healthnet TPO 
conducted a needs assessment first and then built a network of psychosocial and mental health services in communities 
in the national capital, Bujumbura, and in 7 of the country’s 17 provinces. A new health worker cadre, consisting of 
psychosocial workers, played a pivotal role in delivery of these services.

Considerable progress has been made in the last decade, with the government now supplying essential psychiatric 
medications through its national drug distribution center, and outpatient mental health clinics being established in 
several provincial hospitals. From 2000 to 2008, more than 27,000 people were helped by the newly established mental 
health and psychosocial services. In the three years from 2006 to 2008, the mental health clinics in the provincial hospitals 
registered almost 10,000 people, who received more than 60,000 consultations. The majority (65%) were people with 
epilepsy.

In 2011, funding from the Dutch government enabled HealthNet TPO and the Burundian government to initiate a 
five-year project aimed at strengthening the country’s health systems. One of the project’s components is the integration 
of mental health care into primary care using WHO’s mhGAP guidelines. The government has now established a National 
Commission for Mental Health, and appropriate steps are being taken to support provision of mental health care in 
general hospitals and follow-up within the community.
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and has only recently achieved recognition in LMICs 
are consumer- and family-led movements. The World 
Fellowship for Schizophrenia and Allied Disorders 
and Alzheimer’s Disease International are examples of 
NGOs that have their origins in high-income coun-
tries, where strong consumer movements led by fam-
ilies of persons with schizophrenia and Alzheimer’s 
disease led to their establishment. In the past decade, 
both NGOs have established a growing presence in 
LMICs. Similarly, Befriender International, a volun-
tary group that provides support to persons who are 
suicidal, has spread to a number of LMICs. Local 
NGOs led by families of persons affected by men-
tal disorders are also multiplying rapidly in LMICs. 
There are fewer examples of community movements 
that are led by persons who are themselves suffering 
from mental disorders. Perhaps the best example is 
Alcoholics Anonymous, which is widely represented 
internationally, and which is one of the most well- 
described examples of an effective community-based 
intervention for a mental disorder.

Advocacy to policy makers, the media, and other 
sectors in the health system is a core activity of these 
civil society organizations. Prominent examples of the 
success of these advocacy efforts include the inclu-
sion of mental disabilities in the disability legislation 
passed by some countries. Many groups also provide 
services, usually in the form of support groups or net-
working for affected families, but the larger groups 
also support research activities and medical care. The 
Movement for Global Mental Health (mentioned ear-
lier), which was launched in October 2008, took its 
inspiration from the global HIV/AIDS movements 
that have transformed HIV/AIDS care through a 
massive scaling -up of resources and services to pro-
vide a comprehensive continuum of care for people 
living with HIV (PLHIV) across the globe; the Move-
ment is perhaps the largest global coalition of such 
civil society groups centered on mental health issues 
in existence.

One of the challenges going forward as part of 
scale-up of mental health services is empowering 
front-line health practitioners, along with consider-
ing how managers and administrators in governmen-
tal and nongovernmental health systems can make 
the leap into being active players in addressing gaps 
in mental health services. Clinical guidance, ranging 
from Where There Is No Psychiatrist (Patel & Hanlon, 
2018) to the mhGAP second edition (WHO, 2016), 
seeks to empower health workers at any level of exper-
tise to engage in mental health services provision. 
However, approaches are needed to synthesize lessons 

learned at the health organization and administration 
level. The DCP-3 focuses on MNS disorders and can 
help health system administrators determine the type 
and content of interventions across levels of care. For 
example, DCP-3 can guide administrators in deter-
mining which MNS conditions should be screened 
and at which level, as well as which types of pharma-
cologic and psychological interventions should be 
available at different health systems levels. The Quali-
tyRights Toolkit developed by WHO (2012) is another 
essential tool that can be used to assess health facilities 
and other social services institutions to assure human 
rights are protected and promoted in the delivery of 
mental health care. Case studies have been success-
fully used to identify common features for success 
and common challenges in implementing commu-
nity mental health services in low-resource settings 
(Cohen et al., 2011).

Quality improvement tools that assess the fidel-
ity of replicated interventions, competency of health 
workers, and outcomes and satisfaction among 
patients can also be used by health system admin-
istrators to guide implementation of mental health 
care services (Glisson & Williams, 2015). In Ethio-
pia, the Mental Health Services Satisfaction Scale 
(MHSSS) was developed as a self-report instrument 
for services users to evaluate interpersonal factors 
such as interactions with health workers, efficacy of 
treatment, communication within the health sys-
tem, technical competency of providers, and ade-
quacy of facilities (Mayston et  al., 2017). This tool 
can be combined with community forums, which 
are  government-established meetings for commu-
nity members to provide feedback to local health 
facility workers. In Nepal, the Enhancing Assess-
ment of Common Therapeutic Factors (ENACT) tool 
was developed as a way to rate nonspecialist health 
workers on basic mental health skills (Kohrt, Jordans, 
et al., 2015); it can be used by health administrators 
to determine when health workers have achieved 
sufficient competency to provide care and to guide 
supervision geared toward ongoing quality improve-
ment. In Liberia, a combination of qualitative inter-
views and health facility infrastructure surveys have 
been used to determine health system preparedness 
for integration of mental health services into primary 
care (Gwaikolo, Kohrt,  & Cooper, 2017). Based on 
PRIME’s reception in sub-Saharan Africa and South 
Asia, a set of eight principles (EXHIBIT 10-6) have been 
identified for successful implementation of mental 
health services in community and primary-care set-
tings (Davies & Lund, 2017).
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EXHIBIT 10-6 Lessons for Integrating Mental Health into Primary Care in Low-Resource Settings

1. Engage actively and collaboratively with local stakeholders. Participatory methods involving health workers, health 
system administrators, ministry officials, community representatives, and mental health service users and family 
members are crucial to identify facilitators and barriers to successful implementation. Theory of Change (ToC) 
workshops are a methodology that have been developed and successfully implemented in global mental health 
to determine assumptions, interventions, and indicators for programs (Breuer et al., 2014).

2. Use primary care systems to access vulnerable populations. Health programs that have been successful in engaging 
vulnerable populations, such as pregnant women, orphan children, and persons with HIV, malaria, or tuberculosis, 
can be ideal platforms for the introduction of mental health services. Given the syndemic nature of comorbid 
physical and mental health problems and high-risk social environments, primary care be the entry point for 
comprehensive care models (Mendenhall, Kohrt, Norris, Ndetei, & Prabhakaran, 2017).

3. Use cultural concepts of distress and narrative-based vignettes to identify persons with potential mental health 
problems. Because of both the stigma and the lack of familiarity associated with biomedical psychiatric 
terminology, availability of treatment may not translate into engagement with treatment. The framing 
of psychoeducation and psychological and pharmacologic treatments around culturally salient ways of 
describing mental health problems can overcome the barriers associated with psychiatric terminology. An 
even more effective way to facilitate treatment engagement may be the use of culturally salient vignettes 
describing individuals with mental health problems. In Nepal, the Community Informant Detection Tool 
(CIDT) was developed to facilitate referrals by community stakeholders. Studies showed that more than  two-
thirds of individuals referred using the CIDT sought treatment, and the accuracy of the CIDT was better than 
screening tools such as the PHQ-9 (Jordans, Kohrt, Luitel, Komproe, & Lund, 2015; Jordans, Kohrt, Luitel,  
Lund, & Komproe, 2017).

4. Use manual-based approaches to deliver care through nonspecialist health workers. Extensive work in the field of 
global mental health has focused on adapting psychological and psychiatric treatment manuals for nonspecialist, 
cross-cultural audiences (Balaji et al., 2012). Some manuals even cater to providers with only basic literacy (Verdeli 
et al., 2003). Thoroughly adapted and piloted manuals can be used to optimize fidelity to evidence-based 
treatments. Increasingly, e-versions of manuals and intervention materials are being produced to facilitate delivery 
by nonspecialists (Zafar et al., 2016).

5. Set up systems of ongoing supervision and support. Training is inadequate in the absence of ongoing supervision 
when initiating mental health services in a new context. Supervision can be provided in person, via phone, or 
online by specialists and peers. Competency assessment tools and fidelity checklists can be used to identify key 
areas for remediation in supervision (Kohrt et al., 2015).

6. Adequately compensate nonspecialist workers for their services. For sustainability of mental health services, 
compensation of providers needs to be addressed. The PRIME program has evaluated the cost of scaling 
up services (Chisholm et al., 2016). When creating projections of costs, it is important to consider whether 
governments will fund providers rather than relying upon volunteer mental health workers.

7. Respond to crises by “building back better.” Crises ranging from Ebola outbreaks in West Africa to earthquakes 
in Nepal have drawn attention to the inadequacy of LMICs’ existing health systems to meet their populations’ 
mental health needs. When international attention is drawn to the humanitarian emergencies, it can be 
an opportunity to make sustainable changes. For example, the earthquake in Nepal contributed to a 
reexamination of that government’s essential drugs list, which was still relying on half-century-old classes 
of psychiatry medications with high side-effect burdens. Through a combination of international NGO 
funding, local NGO advocacy, and expertise from local psychiatrists, the government revised the psychiatric 
medications list.

8. Make use of policy windows. In South Africa, pilot implementation of mental health services as part of primary 
care was conducted in a district that was also a national pilot site for the planned national health insurance 
reforms. In another district in South Africa, the department of health was launching an initiative titled the 
“First 1000 Days” to promote maternal and child health and education. Mental health researchers then 
selected this district to promote and initiate maternal mental health interventions in routine maternal health 
services.

Modified from Davies, T., & Lund, C. (2017). Integrating mental health care into primary care systems in low- and middle-income countries: Lessons from PRIME and AFFIRM. Global Mental Health, 
4, e7.
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 ▸ Global Mental Health: Looking 
Ahead

Ten years on from the first The Lancet series that pro-
pelled mental health into the global health spotlight, 
it is time to consider where the field should head in 
the next decade. It is evident that, while the existing 
agenda to improve access to care is still very far from 
being attained (e.g., treatment gaps remain very large 
in all countries), this alone is unlikely to lead to a mea-
surable impact not only in reducing the treatment gap 
but ultimately in reducing the global burden of mental 
disorders. In this section, we outline research priori-
ties for global mental health to tackle these needs, and 
then we conclude with an agenda to address key chal-
lenges in the field.

Research Priorities in Global Mental 
Health
Research priorities in global mental health are continu-
ously evolving and reflect national and global policies, 
funders and their priorities, public attention to health 
issues, advocacy from human rights and service users’ 
groups, and other trends in national and global health. 
There have been recent inflection points in the devel-
opment of global mental health research priorities. 
Notably, the group of scholars who produced the 2007 
The Lancet Global Mental Health series conducted a 
priority-setting exercise to identify the top 10 mental 
health research questions (Tomlinson et  al., 2009). 
The resulting priority questions were related to health 
policy and systems research, where and how to deliver 
existing cost-effective interventions in a low-resource 
context, and epidemiologic research on the broad cat-
egories of child and adolescent mental disorders or 
those pertaining to alcohol and drug abuse.

A priority-setting activity for the Global Forum 
identified priorities among researchers and stakehold-
ers in LMICs (Sharan et al., 2009). Priorities included 
determining the burden of MNS disorders, identi-
fication of risk factors, and studying health systems. 
Prioritized disorders were depression and anxiety, 
substance use disorders, and psychoses. Prioritized 
populations were children and adolescents, women, 
and persons exposed to violence and trauma. Social 
sciences methods have also been recommended to 
complement epidemiologic and intervention studies 
(Kohrt, Mendenhall, & Brown, 2016).

As mentioned at the beginning of the chapter, the 
Grand Challenges in Global Mental Health (Collins 
et al., 2011) include a range of research priorities, with 

an emphasis on implementation science (TABLE 10-8). 
A priority-setting activity was conducted for mental 
health and psychosocial support research in humani-
tarian settings (Tol et al., 2011). This exercise yielded 
key questions to be addressed in global mental health, 
including identifying stressors faced by populations in 
humanitarian settings, determining methods to assess 
mental health in humanitarian settings, document-
ing how affected populations describe mental health, 
selecting indicators for monitoring and evaluation, 
adapting interventions to different sociocultural set-
tings, and determining the effectiveness of family- and 
school-based preventive interventions.

Emerging research priorities in global mental 
health include enhancing our understanding of men-
tal health problems through global representation of 
populations in basic science and neuroscience research 
(Stein et  al., 2015). Because neuroscience models of 
mental health are dominated by research in WEIRD 
populations (Henrich, Heine,  & Norenzayan, 2010a, 
2010b), generalizability of these models to LMIC pop-
ulations is limited and the progress in understanding 
the nature of mental health problems has been slow. 
This is especially problematic when these neuroscience 
mechanisms are selected as the prioritized targets for 
intervention before confirmation of similar processes 
in populations with different child developmental his-
tories, different socioeconomic conditions, and dif-
ferent genetic admixtures (Kirmayer & Gold, 2012a). 
Nevertheless, potential synergies exist between global 
mental health and clinical neuroscience research pri-
orities, such as development of reliable criteria for 
diagnosis of schizophrenia across populations and 
contexts, understanding responses to trauma and 
adversity including early-life adversity, understanding 
resilience across contexts, and development of inter-
ventions for nonspecialist providers and preventive 
measures for resilience promotion (Stein et al., 2015).

As in other areas of global health, there is increas-
ing interest in the application of digital technology 
and mHealth to increase the delivery, accessibility, 
and effectiveness of mental health services. In global 
mental health, digital technologies have been predom-
inantly used in the domains of supporting clinical care 
and educating health workers, facilitating diagnosis 
and detection of mental disorders, promoting treat-
ment adherence, and supporting recovery, online self-
help, and programs for substance misuse prevention 
and treatment (Naslund et al., 2017). To date, however, 
there has been limited research into the effectiveness 
of these approaches, and data are lacking for both 
clinical outcomes and cost–benefit analyses of digital 
technologies compared to traditional approaches. The 
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abundance of studies focusing on digital technology 
that are currently in the research pipeline will likely 
transform the landscape of how mental health is stud-
ied, prevented, and treated in the coming decade.

With a focus on technological advances in meth-
ods and interventions through neuroscience and 
mobile innovations, it is important not to overlook 
important research priorities that have a major impact 
on the human rights and quality of life of persons with 
mental illness. Though the drive toward community 
mental health is certainly appropriate, there is a risk 
that the role and quality of inpatient and residential 
facilities might be overlooked in the haste to move 
services into outpatient settings. The focus on com-
munity services may falsely imply that such services 
can handle all possible cases and institutional services 
are not needed, or that there are appropriate facilities 
to which emergencies can be referred. Unfortunately, 
neither presumption is true. Physical restraint, such as 
chaining people in homes or to trees, is all too often 
the only option left to families and religious lead-
ers when higher-level care services are not available 
in LMICs (Asher et al., 2017; Minas & Diatri, 2008). 
Research on the appropriate role of institutions in the 
protection and care of persons with mental illness is a 
major gap in global mental health initiatives.

Finally, a re-envisioning of mental health and 
economic development research priorities is needed. 
If we are to align global mental health with current 
international sustainable development policy (as for-
mulated in the SDGs), then we need to demonstrate 
not only that providing mental health interventions 
(SDG3) can reduce the global burden of disease, but 
also that the SDGs have the potential to improve pop-
ulation mental health by addressing the social and 
economic determinants of mental health. Achieving 
this outcome requires a research agenda focused on 
the social determinants of mental health, such as eluci-
dating the mechanisms by which social and economic 
conditions determine mental health across the life 
course, and generating evidence of interventions that 
might address the upstream risk factors for mental ill-
ness. This means linking mental health interventions 
to broader development agendas, particularly those 
focusing on poverty, violence, migration, and gender. 
In this context, mental health studies would need to 
demonstrate outcomes that go beyond mental health, 
such as reductions in violence and improvements in 
economic circumstances. Linking mental health care 
with other development interventions to demonstrate 
interaction effects could be very beneficial for showing 
the added value of including mental health services in 
broader development initiatives. This requires a focus 

on certain developmental phases, such as early child-
hood development and adolescence, that are critical 
periods for neurological development and neuroplas-
ticity. Given the plasticity and associated vulnerability 
of these periods, interventions need to be tailored to 
adolescents according to their level of deprivation or 
trauma exposure. Studies that demonstrate awareness 
of this factor—for example, through flexible, tailored, 
multicomponent interventions—could capitalize on 
this developmental stage to optimize those interven-
tions’ clinical benefits and cost-effectiveness and to 
extend the longevity of positive benefits.

A Global Mental Health Agenda for the 
Next Decade
A number of barriers have prevented the transforma-
tion of the large body of science into actions, both at 
the global and local levels, and particularly in LMICs 
(Saraceno et al., 2007); these pose systemic and system-
atic threats that need to be acknowledged and addressed 
explicitly if we are to see radical change in the future.

First, compared to the experiences of other global 
health movements (e.g., HIV/AIDS and maternal and 
child health), advocacy for mental health has been 
hampered by the reliance on process indicators (e.g., 
increasing coverage of services) rather than outcome 
indicators (e.g., improved mental health). This orien-
tation may cause reluctance among health authorities 
to support and prioritize mental health (WHO, 2003a; 
Howes, 2005).

Second, fragmentation of the advocacy by diverse 
constituencies and science from diverse disciplinary 
traditions poses a challenge. For example, approaches 
to mental health issues range from the happiness 
agenda promoted by economists, to the specialist care 
for mental disorders promoted by clinical profession-
als, to the quest to fight discrimination promoted by 
civil society activists, to the ventures related to map-
ping the human brain promoted by neuroscientists. 
This leads to contradictory messages being sent to 
governments by the diverse stakeholders concerned 
with mental health and may leave critical questions 
unanswered. For example, should we focus more on 
addressing social determinants or biomedical treat-
ment? Do we need (and want) more or less hospi-
tal beds? Should we promote new-generation, more 
expensive drugs, or cheaper, older-generation agents?

Third, there has been an alienation of the mental 
health professional communities from the vision of 
global mental health. While reforms of mental health 
services from institutions led by psychiatrists and team-
based approaches oriented to primary and community 
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care have been unanimously supported by many con-
stituencies, they have been opposed, at times, by pow-
erful national groups of psychiatrists and other mental 
health professionals. This opposition also risks derail-
ing the process of reforming psychiatric institutions 
and, consequently, may prevent improvements in qual-
ity of care and greater respect for and enhancement of 
the human rights of people with mental disability. This 
resistance is problematic, because innovations in care 
delivery at all levels of the health system cannot happen 
without the full participation and support of psychia-
trists and nurses (Berlin, 1969; Fisch, 1965; Johansson, 
Astrom, Kauffeldt, Helldin, & Carlstrom, 2014).

Fourth, there is the risk of global mental health 
becoming yet another silo, unlinked to other momen-
tous initiatives in global health, such as Every Woman 
Every Child or Universal Health Care. This risk is 
exemplified by the lack of adequate engagement with 
mental health in the curricula of general health pro-
fessionals and the continuing emphasis in psychiatric 
training on biomedical aspects of mental health, while 
often ignoring the important contributions coming 
from the social sciences and global health (Hilty et al., 
2006; Lobo, de-la-Camara, Campos,  & Saz, 2015; 
Wynaden, Orb, McGowan, & Downie, 2000).

The future requires a reimagining of the existing 
agenda of global mental health in a number of signifi-
cant ways. First, the scope should be global, addressing 
concerns that are relevant in all countries. Indeed, as 
far as mental health is concerned, it would be fair to 
say that all countries are “developing” to one degree or 
another. Second, we must acknowledge that the bio-
medical approach to binary categories of diagnoses of 
mental disorders, while of utility to health workers, 
does not accurately reflect the multidimensional nature 
of mental health, and recommend a staged model in its 
stead (Patel, 2017). The theoretical framework under-
pinning this vision is that of the continuum of mental 
health spans from well-being to disability and health 
to ill health. Third, to emphasize a convergent model 
of mental health, we must recognize the complex 
interplay of environmental, biological, and develop-
mental factors across the life course, from conception 
to the grave, across generations and genders. Finally, 
the global community must recognize mental health 
as a basic human right for all peoples, albeit with a 
specific focus on those who face the gravest danger of 
their rights being denied, such as populations living in 
institutions or facing severe social adversity.

Today, we have a historic opportunity to reimag-
ine the global mental health agenda in light of the 
broader perception of mental health as an integral part 
of the SDGs, as envisioned in WHO’s Comprehensive 

Mental Health Action Plan. There was a call for greater 
investment in mental health in the landmark summit 
hosted jointly by the World Bank and WHO in Wash-
ington, D.C., in April 2016. This call has been accom-
panied by explicit acknowledgment of mental health 
as a global development issue, the potential for a grand 
convergence of science across disciplines, and grow-
ing consensus between stakeholders. Improvements 
in mental health hold the potential to contribute to 
enhanced sustainable development and the improve-
ment of people’s lives. Indeed, the aging of populations 
across the world, and trauma and displacement con-
sequent to conflict and climate change, are among the 
great social challenges of our time, and these translate 
into greater demand in society for higher-quality ser-
vices as well as for greater social support for disability 
and elder care—areas where mental health care looms 
large. Over and above these concerns, the clearly evi-
dent effects of climate change, poverty, and inequality 
on mental health add urgency to the calls for broader 
social and economic transformation, and for a more 
equitable and sustainable world order.

In summary, there is an urgent need for a signifi-
cant expansion of the agenda of global mental health, 
building on its achievements while also recognizing 
the limitations of its extant principles and strategies, 
by seeking to incorporate novel understandings of 
mental health and the alignment of mental health with 
the SDGs. At the heart of this reimagining of global 
mental health is a reframing of the goals of global 
mental health, from reducing the treatment gap for 
people affected by mental disorders to the more ambi-
tious aim of enhancing the mental health of popula-
tions and reducing the actual global burden of mental 
disorders. Realizing this vision will require combined 
actions of promotion of population mental health, 
prevention of mental disorders, and effective medical 
and social care for people with mental disorders.

Discussion Questions
1. It is difficult to place mental health high on 

the public health agendas of LMICs that face 
an enormous burden from communicable dis-
eases. Which evidence-based arguments might 
you make to challenge the notion that mental 
health is a luxury item on the health agendas of 
such countries?

2. The classification of mental disorders is mainly 
derived from the description of these disorders 
in high-income countries. Some argue that this 
fact limits the application of psychiatric knowl-
edge and evidence to non-Western cultures. 
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How valid are these concerns? In which ways 
has the “Western” bias been addressed in clas-
sification of mental disorders in international 
public health?

3. Diseases that disproportionately affect the poor 
are typically prioritized by governments and 
donors. Some people believe that disorders such 
as depression are problems of the middle class 
and the affluent, or represent a “medicalization 
of misery,” and, therefore, do not deserve a share 
of scarce resources. What is the evidence link-
ing poverty with mental disorders? How might 
poverty interact with mental health?

4. While there is now a growing evidence base 
on effective treatments for most mental disor-
ders, large treatment gaps can be found in all 
countries, especially in LMICs. What are the 
reasons for this treatment gap? How can they 
be addressed at the level of health policy and 
health service development?

5. Human rights are a major driver in global health. 
Even though people affected by mental disor-
ders represent one of the most marginalized 
and discriminated groups in any context, their 
human rights are often ignored. Why is this the 
case, and what can be done to address this issue?
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CHAPTER 11

Environmental and 
Occupational Health
Alex Macmillan, Tord Kjellstrom, Kirk R. Smith, Ajay Pillarisetti, and Alistair Woodward

 ▸ Introduction

This chapter describes the important current 
issues in environmental and occupational 
health, including the scope of those issues and 

the methods used to assess them. It first explores the 
definition of “environment” and its ways of affecting 
human health. In doing so, it takes note of (1) sev-
eral key disciplinary perspectives, (2) the interna-
tional spectrum and burden of environmental health 
issues, and (3) the ongoing emergence of larger-scale 
environmental problems. The significant conceptual 
development in approaches to environmental health 
is made apparent—namely, the shift from considering 
the environment as a source of hazard to considering 
the Earth as habitat, a perspective that requires more 
integrative approaches to ecological sustainability 
and health. The main conceptual and methodologi-
cal issues that relate to environmental health research 
and public health action are described. Five of the 
most pressing current issues linking environment and 
health are examined in illustrative case studies. We 
finish by considering future prospects, issues, and pri-
orities for environmental health research and practice.

The word “environment” is broad and elastic in 
scope. In this chapter, “environment” refers to those 
external physical, chemical, and biological exposures 
and processes that shape the health and well-being of 

both individuals and populations. Environmental health 
research and practice have evolved significantly over 
the past three decades, from a primary focus on view-
ing the environment as a unidirectional source of risk 
or hazard, to a greater reconnection with understanding 
humans as part of natural ecological systems that support  
human health, and with which we have bidirectional 
relationships. Such systems include hydrological, atmo-
spheric, climate, and biological systems. Human-created 
built environment systems can also support flourishing, 
yet be a source of hazards for health.

These definitions of “environmental health” 
exclude social, cultural, and economic environments 
that are also important for health, and which are dealt 
with elsewhere in this text (see the Culture, Behavior, 
and Health; Understanding and Acting on Social Deter-
minants of Health and Health Equity; and Health and 
‘The Economy’ chapters). However, these different 
environments are closely intertwined, and they often 
mediate relationships between physical, microbiolog-
ical, and chemical exposures and health. Although 
injury (e.g., road traffic injury, workplace injury, and 
injury in the home) is a significant outcome of human 
interactions with the physical environment, it has 
developed its own public health specialization and is 
addressed separately in this text (see the Unintentional 
Injuries and Violence chapter). Occupational health, 
which is most often focused on environmental health 
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in the workplace setting, remains closely linked with 
environmental health and is considered together with 
environmental health in this chapter.

Because of their philosophical, geographic, and 
topical breadth, environmental health research and 
practice are undertaken by a wide range of professional 
experts. These range from epidemiologists to qualita-
tive researchers, from biochemists to ecologists, and 
from water quality officers to urban planners.

Environmental Hazards, Exposures,  
and Risks
When considering environmental hazards, the environ-
ment can be categorized in several ways for easier con-
sideration, including in relation to environmental media 
(air, water, soil, and food), the economic sector (trans-
port, land use, and energy generation), physical scale 
(local, regional, and global), setting (household, work-
place, and urban environment), and disease outcomes 
(cancers, congenital anomalies, and others). A useful 
classification that comprises five categories is used here, 
defined jointly by physical scale and by setting:

1. Household
2. Workplace
3. Community
4. Regional
5. Global

This categorization is not strictly bounded; many 
relationships between environment and health occur 
across these scales, so an additional “cross-scale” 
category should be kept in mind. This final category 
recognizes that the scale at which an environmental 
health impact eventually occurs may not be the scale 
at which the hazard was initiated.

To demonstrate this categorization, consider the 
hierarchy of environmental health consequences of 
energy use. The impacts of energy production and use 
contribute significantly to the total human impact on 
the environment at each of the six previously men-
tioned levels. That is, the extraction, harvesting, pro-
cessing, distribution, and use of fuels and other energy 
sources have major environmental impacts at all 
scales, from individual households to the globe itself. 
Combustion occurs locally, causing local air pollution, 
both indoors and outdoors, but it also contributes to 
regional acid rain and, on a global scale, to the accu-
mulation of carbon dioxide as a heat-trapping green-
house gas in the lower atmosphere.

Of note, the workplace has some characteris-
tics that make it a special setting for environmen-
tal exposure (the combination of hazard and people 
being present), which has led to occupational health 

and safety developing as its own specialization. These 
characteristics include higher than ambient levels of 
chemical and mechanical hazards in confined envi-
ronments; exposure to hazards that are not present 
outside the workplace (such as chemicals that are 
used only in manufacturing); and workers who are 
overall healthier and arguably less vulnerable to neg-
ative impacts of exposures than other sectors of the 
population (such as older adults and young children). 
Nevertheless, the links between occupational health 
and environmental health remain vital: Occupational 
studies have commonly led to a greater understanding 
of the health impacts of non-workplace environmen-
tal exposures, while the impacts of workplace environ-
mental hazards almost universally have repercussions 
at the community level (either via hazardous wastes 
or through the wider impacts of workplace injury and 
death). We therefore consider occupational and envi-
ronmental health and hazards together in this chapter.

In defining these hazards, it is worth noting that 
exposures to some hazards arise because of natural 
conditions, whereas others are due to human inter-
ventions. Natural exposures arise from seasonal, lat-
itudinal, or altitudinal gradients in solar irradiation, 
extremes of hot and cold weather, the occurrence of 
physical disasters, and local micronutrient deficiencies 
in soil. While many of these natural hazards can be mit-
igated by specific intervention and design, some—such 
as the 2011 earthquakes in New Zealand and Japan, 
and the devastating tsunami in Japan—cannot be “kept 
under control” even in the highest-income countries.

TABLE 11-1 provides examples of the types of envi-
ronmental health hazard exposures that can occur 
at the different scales discussed in this chapter. Note 
that exposures may come via air, water, food, or other 
media, depending on the specific situation. Studies of 
environmental health impacts will, therefore, require 
an understanding of a number of specialized scientific 
disciplines. 

 ▸ The Burden and 
Distribution of Disease 
from Environmental and 
Occupational Hazards

Conceptualizing the Public Health Impact 
of Environmental Exposures
There are many ways of attempting to capture and 
express the idea of public health impact. Suppose the 
results of a study show that the mortality rate within a 
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community for a particular disease has increased by a 
factor of 1.3, with a 95% confidence interval of 1.1 to 
1.6. What does this mean? If the disease in question is 
rare, the 1.3-fold increase may represent no more than 
a few extra cases per million exposed people per year. 
If the disease is common, however, the same relative 
risk carries a much greater population-level health 
impact. Approaches to quantify this impact include 
estimation of (1) the number of cases per year that are 
due to the exposure (also known as attributable cases), 
or (2) the number of cases that would be prevented if 
present exposures ceased, or (3) the number of cases 
that would occur over a longer time period (e.g., a life-
time) under different scenarios relating to population 
susceptibility and exposures. These types of measures 
are sometimes referred to as health impact estimates 
(Talbot et al., 2009).

In the last two decades, a considerable amount of 
work has been done to estimate the global and national 

burden of disease attributable to environmental expo-
sures (Gakidou et  al., 2017; Landrigan et  al., 2017; 
Prüss-Üstün & Corvalán, 2006; Prüss-Üstün, Wolf, 
Corvalán, Bos, & Neira, 2016). Such estimates are dif-
ficult to construct, both because knowledge about dis-
ease etiology is incomplete and because of the latency 
between environmental exposures and chronic health 
outcomes. The complex relationships among envi-
ronmental conditions, socioeconomic circumstances, 
demographic change, human movement, and health 
present further difficulties in estimating the environ-
mental contribution to disease burden (Prüss-Üstün 
et al., 2016).

For example, the combination of population pres-
sure and poverty among rural populations in low- and 
middle-income countries (LMICs) often leads to land 
degradation, deforestation, flooding, further impover-
ishment, and increased risks to health from infectious 
disease, food shortages, and nutritional deficiencies. 

TABLE 11-1 Examples of Sources of Unhealthy Environmental Exposures

Scale Household Workplace Community Regional Global

Types of 
Environmental 
Exposure

Microbiological Contaminated 
drinking water; 
poor sanitation 
and food safety

Spread of 
infectious 
diseases via air or 
needlesticks in 
health services

Contamination 
of local rivers 
and lakes from 
animal and 
human feces

Spread of 
contamination 
to major rivers

Large-scale 
spread of 
infectious 
diseases (e.g., 
malaria) due to 
climate change

Chemical Exposure of 
children to lead 
from household 
paint

Solvents 
exposure from 
glues or paints in 
manufacturing 
industries

Urban air 
pollution from 
motor vehicles 
or industry

Confluence 
of urban air 
pollution into 
larger areas (e.g., 
Asian brown 
cloud)

Global spread 
of persistent 
organic 
pollutants; 
greenhouse gas 
emissions

Physical Too-cold or 
too-hot indoor 
temperatures in 
households

Noisy machinery 
and processes; 
excessive 
workplace heat 
exposure

Traffic noise Ionizing 
radiation 
from nuclear 
accidents (e.g., 
Chernobyl, 
1986)

Increased 
ultraviolet (UV) 
radiation due 
to ozone layer 
depletion

Ergonomic Injury risks in 
badly designed 
dwellings

Heavy lifting 
and injury risks 
caused by 
machinery 

Traffic safety 
risks due to 
poor urban 
design
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The situation of sub-Saharan Africa—with its persistent 
poverty, environmental stresses, and marginalization 
in the global economy—illustrates these complex rela-
tionships. Although significant improvements have 
occurred in sub-Saharan Africa’s health, education, 
and living standards in the past  quarter-century, the 
region remains far behind the rest of the world in 
advancing economic, environmental, and health goals. 
The final report on the United Nations’ Millennium 
Development Goals noted that 41% of people in this 
region live in extreme poverty, 42% lack safe drinking 
water, and 69% lack proper sanitation (United Nations, 
2015a). Child mortality rates in sub-Saharan African 
countries are more than 50% higher than those in 
the next highest region, and average life expectancy 
is about a decade less (World Health Organization 
[WHO], Global Health Observatory, 2016).

The Environmental Risk Transition
As discussed in the Measures of Health and Disease in 
Populations chapter, certain changes in disease patterns 
accompany economic development (the epidemiologic 
transition). In general, there is also a tendency for envi-
ronmental health risks to shift during the economic 
development process in terms of geographical scale, 
types and severity of hazards, and disease outcomes. 
First, as described in the “environmental risk transition” 
(Mock et al., 2017; Smith & Ezzati, 2005), environmental 
hazards shift from the household to the community and 
then to regional and global scales. Environmental risks 
in low- and middle-income societies are dominated by 
poor food, water, and air quality at the household level 
from inadequate sanitation, contaminated water, and 
combustion of low-quality fuels (WHO, 1997). Some 
of the activities that help solve these problems act to 
transfer problems to the community level in the form of 
urban air pollution, hazardous waste, and chemical pol-
lution. In high- income countries (HICs), where many 
community and household problems have been sub-
jected to considerable control, problems have to some 
extent shifted to the global scale—for example, through 
greenhouse gas emissions and regional scale air pollu-
tion; at the same time, low-income communities within 
these countries are often still at risk from local environ-
mental hazards (Mock et al., 2017; WHO, 2008).

A shift in disease patterns also occurs during the 
epidemiologic transition, from mainly infectious dis-
eases to cancer and other non-infectious diseases. This 
disease shift is accompanied by a temporal shift. Many 
important infectious diseases—diarrhea, malaria, and 
measles, for example—have relatively short latency 
periods (hours to weeks) between exposure and 
development of disease. Cancer and other chronic 

non- infectious diseases, by comparison, often entail 
delays of several decades before they become mani-
fest. Global processes such as anthropogenic climate 
change may involve even longer time periods. This 
temporal shift has important implications for research 
and social policy (McMichael, 2009), especially since 
political cycles result in short policy horizons.

Current Estimates of the Environmental 
Burden of Disease
Over time, estimates of the global burden of disease 
due to environmental factors have become more con-
sistent, with these factors estimated to account for 
one-fourth to one-third of the total burden of disease 
in disability-adjusted life years (DALYs) (Landrigan 
et  al., 2017; Prüss-Üstün & Corvalán, 2006; Prüss-
Üstün et al., 2016; WHO, 1997). This standardized 
metric combines mortality and morbidity data in a 
manner suitable for international comparisons (see the 
Measures of Health and Disease in Populations chap-
ter). In this section, three such estimates are discussed.

One of the most recent integrated comparative risk 
assessments of the global and regional burden of dis-
ease due to environmental risk factors was published by 
WHO in 2016 (Prüss-Üstün et al., 2016), based on data 
from 2012. Compared to previous estimates, the authors 
of this report included a broader range of environmen-
tal factors in their assessment—for instance, the built 
environment and climate change. They also employed 
a combination of methods, including comparative risk 
assessment where possible, limited epidemiological 
data, and transmission pathways. Where none of these 
were available, they utilized expert surveys. Their esti-
mates of the total burden of disease attributable to envi-
ronmental risk factors were consistent with the previous 
comprehensive assessments: 23% of deaths and 22% 
of DALYs. Like previous estimates, the WHO analy-
sis almost certainly underestimates the environmental 
burden of disease, since only a small proportion of all 
risks possible are covered in the literature. For exam-
ple, estimates of the health impacts of climate change 
have been limited in their scope thus far (WHO, 2014). 
TABLE 11-2 summarizes the population-attributable frac-
tions of disease from environmental factors from the 
WHO assessment, by stage of development (LMICs and 
HICs) and by disease group. Note the significant contri-
bution of occupational risk factors across diseases. 

In 2016, the Global Burden of Disease Risk Fac-
tor Collaborators reported their most recent analysis 
of the “behavioural, environmental, occupational, 
and metabolic” risk factors for disease—a global 
and national comparative risk assessment of 83 such 
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risk factors (Gakidou et al., 2017). The distinction 
between behavioral and environmental risk factors is 
a difficult one to make, especially since it is increas-
ingly understood that individual behaviors are heav-
ily influenced by physical environments. Within 
the top 30 risk factors contributing most heavily to 
the global burden of disease in terms of DALYs, the 
authors identified 9 environmental and occupational 
risk factors: ambient air pollution (7); household air 
pollution (10); unsafe water (16); unsafe sanitation 
(21); occupational injury (22); no access to handwash-
ing facility (23); occupational carcinogens (24); lead 

exposure (28); and secondhand tobacco smoke (30).  
We would argue from the evidence, though, that 
other top risk factors also have major environmen-
tal components—for example, high body mass index  
(6) and low physical activity (25), which are increas-
ingly understood as being underpinned by physical 
environments that build in unhealthy eating patterns 
and exclude activity from people’s daily lives; and 
unsafe sex (17), an occupational risk for sex workers.

Another study conducted to estimate the size 
of the health problem due to environmental factors 
was the 2017 The Lancet Commission on Pollution 

TABLE 11-2 Health Burden Due to Environmental Risk Factors in 2012 by Development Status (population-attributable 
fraction [PAF] of total disability-adjusted lost life years due to the environment, with diseases ranked by combined total 
global burden of disease in DALYs and environmental contribution)

Disease or Disease Cluster
PAF (%): 
LMICs

PAF (%): 
HICs Main Environmental Risk Factors

Cardiovascular Diseases
Ischemic heart disease
Stroke

39
46

23
22

Household and ambient air pollution, secondhand tobacco 
smoke, chemicals, and environments encouraging physical 
inactivity (e.g., urban design)

Diarrheal diseases 58 13 Water, sanitation, hygiene, agricultural practices

Lower respiratory tract 
infections

37 1 Household and ambient air pollution, secondhand tobacco 
smoke

Cancers 16–48 13–21 Air pollution, chemical exposures, radiation, and occupational 
safety

Chronic obstructive 
pulmonary disease

38 12 Household air pollution, secondhand tobacco smoke, 
occupational safety

Road traffic injuries 42 17–42 Traffic system environments and land-use planning

Neonatal conditions 11 6 Air pollution, secondhand tobacco smoke, water and 
sanitation in birth settings

Malaria* 40–64 40–64 Environmental management of vector habitats, contact 
between humans and vector habitats

Non-Road Traffic Injuries
Falls
Fires, heat
Drownings
Other

31
78
74
45

26
42
54
30

Home, community, and occupational safety, climate change

Musculoskeletal disorders* 15–27 15–27 Occupational stressors and ergonomics, prolonged sitting, 
carrying water and solid fuels for household needs

Asthma* 44 44 Household and ambient air pollution, secondhand tobacco 
smoke, indoor damp and mold, occupational allergens

Depression* 12 12 Occupational stress, work–life imbalance, environmental 
degradation

*no comparative data available by income
Modified from Prüss-Üstün, Wolf et al. 2016. PAF Population Attributable Fraction, LMICs low-middle income countries, HICs high-income countries.
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(EXHIBIT 11-1). In this case, environmental pollutants 
were defined as “unwanted, often dangerous, material 
that is introduced into the Earth’s environment as the 
result of human activity, that threatens human health, 
and that harms ecosystems.” Based on the work of the 
Global Burden of Disease project, The Lancet Commis-
sion estimated that approximately 9 million premature 
deaths per year occurred worldwide in 2015 that were 
attributable to pollution (Landrigan et al., 2017). 

Across all recent burden of disease estimates, cer-
tain outcomes and diseases are either entirely or sig-
nificantly associated with modifiable environmental 
conditions. Some diseases, such as those caused by 
intestinal nematodes (hookworm, roundworm, whip-
worm) and trachoma (Chlamydia trachomatis, the 
main infectious cause of blindness), are considered 
to be 100% attributable to modifiable environmental 
factors. In both of these examples, the diseases are 
related to sanitation, the availability of clean fresh-
water, hygiene, and housing conditions. Other out-
comes that are significantly attributable to modifiable 
environmental factors include road traffic accidents, 

drowning, venomous animal bites, falls, and fires/heat 
as well as malaria, dengue, and asthma. In addition, 
the prognosis for nearly every disease will be better 
when people live in cleaner and well-organized home 
and community environments; thus, environmental 
quality is a factor to some extent in many, if not all, 
risk factors. Exhibit 11-1 provides information on 
more recent estimates of environmental factors and 
their contributions to the burden of disease, which 
includes some discussion of issues surrounding how 
such estimates are done.

Finally, an important caveat should be noted: The 
burden of disease due to factors in the environment is 
not directly related to statistical significance. That is, a 
small p value does not guarantee an important result 
(in terms of how strong the effect, or the impact on a 
population). Moreover, a large burden of disease does 
not always translate into a high priority in policy and 
prevention: Other relevant considerations are whether 
interventions are available to reduce exposures, and 
what the costs and concomitant benefits of putting 
these interventions into action would be.

EXHIBIT 11-1 The Lancet Commission on Pollution and Health

The Lancet Commission on Pollution and Health is one of several dozen such commissions over the past decade, though 
it was greeted by more media attention than were the reports of any of the previous commissions (Cohen, 2017; Nesbit, 
2017; Scutti, 2017). This effort focused on the health impacts of just the most well-understood types of pollution exposures 
in LMICs and found that, in total, pollution exposures are responsible for a large part of the global burden of disease today, 
essentially similar in size to the burden associated with high blood pressure, smoking, and poor diets worldwide, for 
example. Its report also included a section on economics, indicating a large impact on the world’s per capita income from 
the ill health that is created by pollution.

As indicated in the following table, The Lancet Commission found that close to 9 million premature deaths can be 
attributed to pollution exposures in recent years, nearly all in LMICs. This is approximately 17% of all annual deaths.

Estimated Global Deaths by Pollution Risk Factor and Age at Death, 2015

GBD Study Best Estimate (95% CI) WHO Best Estimate  (95% CI)

Air (total) 6.5 (5.7–7.3) 6.5 (5.4–7.4)

Household air 2.9 (2.2–3.6) 4.3 (3.7–4.8)

Ambient particulate 4.2 (3.7–4.8) 3.0 (3.7–4.8)

Ambient ozone 0.3 (0.1–0.4) -

Water (total) 1.8 (1.4–2.2) 0.8 (0.7–1.0)

Unsafe sanitation 0.8 (0.7–0.9) 0.3 (0.1–0.4)

Unsafe source 1.3 (1.0–1.4) 0.5 (0.2–0.7)

Occupational 0.8 (0.8–0.9) 0.4 (0.3–0.4)

Carcinogens 0.5 (0.5–0.5) 0.1 (0.1–0.1)
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Also shown in the table, are the somewhat different estimates provided by the two main organizations doing global 
burden estimates, the WHO and the Institute for Health Metrics and Evaluation (IHME). The stated uncertainty bounds 
do not always overlap for an individual risk factor, although as it turns out the totals are similar. Of course, it is impossible 
to know exactly what these numbers are, so a better approach is probably to take the overall spread as the real range of 
estimates and not to pick precise values. The two organizations use some of the same methods and databases, but also 
differ in others. Thus, it woud be extremely difficult to decide which organization is more accurate for any one estimate.

Note that the totals in each major category are less than the total of the parts within that category. For example, the 
totals for air pollution from each organization are less than the sum of the individual components of air pollution. This 
difference arises because there is some overlap in estimated effects, due to both physical and epidemiologic reasons. The 
degree of overlap is not well known. Therefore, the totals are probably more uncertain than indicated.

Finally, although the press and the public are thought to best understand the number of deaths as an indicator of ill 
health, it is actually quite a poor indicator, particularly when combining effects across the age spectrum. Put simply, no 
child should die, but all adults must die, albeit sometimes at ages less than desirable. This is why the international health 
community tends to use a measure of lost time as the best indicator, which weights child deaths much more heavily. The 
difference can be substantial, as indicated in the accompanying figures from the report.

(continues)

Particulates 0.4 (0.3–0.4) 0.2 (0.2–0.3)

Soil, heavy metals, and chemicals 0.5 (0.2–0.8) 0.7 (0.2–0.8)

Lead 0.5 (0.2–0.8) 0.7 (0.2–0.8)

Total 9 8.4

Note that the totals for air pollution, water pollution, and all pollution are less than the arithmetic sum of the individual risk factors within each of these categories because these have 
overlapping contributions —e.g., household air pollution also contributes to ambient air pollution and vice versa.
Reprinted from Landrigan, P. J., Fuller, R., Acosta, N. J. R., Adeyi, O., Arnold, R., Basu, N., et al. (2017). The Lancet Commission on pollution and health. The Lancet, 391(10119), 462–512. 
Copyright 2017, with permission from Elsevier.

The distribution of lost lives from pollution exposures globally.
Data from Landrigan, P. J., Fuller, R., Acosta, N. J. R., Adeyi, O., Arnold, R., Basu, N., et al. (2017). The Lancet Commission on pollution and health. The Lancet.
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Distribution of and Factors Influencing the 
Environmental Burden of Disease
As shown in Table 11-2, the largest environmen-
tal health burdens occur in LMICs with significant 
 household-level risks and tend to affect young children 
in particular. Indeed, as a percentage of total burden 
as well as in absolute terms (e.g., DALYs per capita), 
environmental risks are most important in the poor-
est populations. Both the Millennium Development 
Goals (agreed to in 2000 by all UN member states) and 
now a second WHO environmental burden of disease 
assessment allow for longitudinal analysis of environ-
mental hazards. These demonstrate well the environ-
mental risk transition, with globally declining burdens 
of infectious, neonatal, and nutritional disease deaths 
attributable to environmental factors, and increasing 
deaths from noncommunicable diseases and injuries. 
In addition to between-country differences by income, 
low- and middle- income populations within all types of 
countries are the most vulnerable to the health impacts 
of environmental degradation and change. They are 
typically more exposed, in terms of residential and 

occupational location, and have fewer resources for 
taking protective or adaptive action.

Inequities between and within countries by income 
and ethnicity, relative to both environmental hazards 
that cause harm and positive aspects of environments 
that support good health, have led to the develop-
ment of civic movements for environmental justice. 
What started as a 1980s civil rights movement in the 
(United States protesting the local-scale siting of toxic 
waste facilities in ethnic minority communities has 
since grown into global-scale research and activism. 
For example, notions of “climate justice” were  central 
in the negotiations that led to the Paris Agreement 
on climate change (Agyeman, Schlosberg,  Craven, & 
Matthews, 2016), and the term is recognized on the 
first page of that agreement (United Nations Frame-
work Convention on Climate Change, 2015).

Changes in the age structure of populations also 
affect vulnerability. For instance, as average life expec-
tancies increase, populations become more vulnerable 
to many environmental stressors because of the increas-
ing proportion of elderly persons, although there is 
also somewhat less population vulnerability due to the 

While the impacts look most important at older ages, when deaths alone are considered, they are distributed more widely 
across the age spectrum when considered as lost healthy life years (DALYs), as the impact on children dominates when 
this perspective is adopted. Arguably, the graph depicting the impact in this way is a better representation of the problem 
from a global health perspective.

EXHIBIT 11-1 The Lancet Commission on Pollution and Health (continued)

The distribution of lost DALYS from pollution exposures globally.
Data from Landrigan, P. J., Fuller, R., Acosta, N. J. R., Adeyi, O., Arnold, R., Basu, N., et al. (2017). The Lancet Commission on pollution and health. The Lancet.
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lower proportion of the very young. Many physiolog-
ical and biochemical functions of the human body—
such as kidney function, liver function, eyesight, and 
hearing—decline with age, even after early adulthood.

At an individual level, constitutional characteris-
tics frequently influence susceptibility to environmental 
exposures. Readily seen examples include skin pigmen-
tation modulating the risk of solar-induced skin cancer, 
and age modulating the efficiency of intestinal  absorption 
of lead. Individual variations in metabolic phenotype, 
which are substantially determined by genotype, are 
also important. Many enzyme pathways are known to be 
involved in the activation or deactivation of potentially 
carcinogenic or other toxic chemicals, such as the various 
oxidizing enzymes of the mitochondrial P450 system, 
the acetylation pathway (which yields phenotypically 
“fast” and “slow” acetylators), the glutathione transferase 
pathway, and the alpha-1 antitrypsin pathway. A steadily 
accumulating body of epidemiologic evidence indicates 
that these polymorphisms modify the disease-inducing 
effects of an external environmental exposure, such that 
a gene–environment interaction is observable at the indi-
vidual level. Discovery of such linkages opens up import-
ant opportunities for higher- resolution research. When 
study subjects are stratified on a metabolic polymorphic 
characteristic relevant to the external exposure, then the 
effect within the susceptible subgroup will become more 
evident than when the effect is diluted (averaged) across 
the susceptible and nonsusceptible subgroups.

Emerging Issues in Environmental Health: 
Moving from Hazard to Habitat
Most analyses of environmental health effects have 
focused on specific single, direct-acting hazards within 
a localized setting. As described in the introduction 
to this chapter, hazards can be investigated (1) based 
on which of these categories they fall into, (2) through 
their route of exposure (ingestion,  inhalation, der-
mal), or (3) through the locations in which they occur 
(home, school, outdoors). Occupational or workplace 
hazards are often considered separately from the pre-
viously mentioned categories, partly because work-
place settings are higher- risk environments, with both 
increased intensity and longer duration of exposure, 
and partly because working populations are usually 
different from the overall population, having fewer 
vulnerable groups such as the very young, old, or ill, 

1 For instance, consider a factory worker using dangerous, job-specific machinery involving repetitive motion for many hours each day, 
5 days a week for 30 or 40 years. Similarly, agricultural workers may perform repetitive tasks and be exposed to heat, lack of water, and 
pesticides for many hours each day for many years.

2 These are sometimes called “dose–response” relationships, a term from toxicological studies in which a known dose of toxin is adminis-
tered to animals under study. For most environmental hazards, however, exposure is the best metric that can be determined.

and because they personally gain, at least conceptu-
ally, in the processes that lead to risk.1

As part of an environmental health assessment, 
exposures are assessed at either the individual level or 
the group level, as are health outcomes. From the result-
ing exposure and outcome data, exposure–response2 
relationships can be estimated, usually by fitting the 
data to statistical models. Where data are sparse, model 
fitting may be guided by theoretical considerations. 
Once exposure–response relationships have been sat-
isfactorily estimated, and if the causal interpretation is 
convincing, the results can be used to guide environ-
mental policy. There are some caveats, however: Expo-
sures have often been higher in workplaces than in the 
ambient environment, and many of the published dose–
response relationships are based on occupational epide-
miologic studies. As such, they sometimes do not reflect 
the exposures experienced by the broader population.

During recent decades, this mode of environmental 
and occupational health research, which culminates in 
formal risk assessment (National Academy of Sciences, 
2009; Samet, Schnatter, & Gibb, 1998), has prevailed 
in high-income countries. Using this system, ambient 
and workplace environmental exposure standards have 
been set for several hundred specific environmental 
exposure agents. There are currently more than 140,000 
human-made chemical substances in commercial use 
worldwide, and 5,000 of these are in widespread use 
(Landrigan et al., 2017). Further, thousands of natu-
rally occurring chemicals are in general use, including 
many in LMICs. Insufficient epidemiologic and toxico-
logic data are available to evaluate the potential health 
effects of most of these chemicals (Moochhala, Shahi, 
& Cote, 1997; National Academy of Sciences, 2009), 
and the risks tend to be evaluated for individual agents 
only, if at all. As such, the regulatory and monitoring 
paradigms for dealing with these chemicals may be 
insufficient to deal with the complex mixtures to which 
individuals are exposed, through multiple routes, on a 
regular basis (National Research Council, 2012).

Meanwhile, larger-scale environmental hazards 
to human health began to emerge in the final decades 
of the 20th century. All around the globe, a spectacu-
lar shift of human populations into the world’s cities 
has been occurring. The urbanized proportion of the 
world’s population has skyrocketed from approxi-
mately 5% to more than 50% in the past two centuries 
and is still rising (United Nations Habitat, 2016). This 
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urban migration reflects, to varying degrees in partic-
ular geographic areas, the advent of industrialization, 
the contraction of rural employment, the flight from 
insecurity, and the search for jobs, amenities, or a 
stimulating environment. With such vast movement 
to urban areas comes new challenges, including over-
crowding; exposures to both traditional and modern 
environmental health risks, which are amplified in 
urban slums; occupational and economic risks, as 
many jobs in cities are unregulated and sometimes 
exploitative; and environmental degradation, as many 
urban centers expand without adequate planning.

A major consequence of the increasing scale of the 
human enterprise is the potentially important health 
impact of global environmental changes. Humankind 
is now disrupting some of the biosphere’s life- support 
systems—the natural processes of stabilization, pro-
duction, cleansing, and recycling that our predecessors 
were able to take for granted in a less human- dominated 
world (McMichael, Woodruff, & Hales, 2006; Millen-
nium Ecosystem Assessment, 2005). We no longer 
live in such a world. The scale and intensity of these 
human-initiated global environmental changes has led 
to the assertion that we are shifting out of the Holocene 
and now live in a new, human- dominated geological 
epoch, the Anthropocene (Lewis & Maslin, 2015).

In 2009, Johan Rockstrom and his colleagues 
introduced the concept of planetary boundaries, a 
framework at a global level for considering ecological 
levels of risk to human health, well-being, and society. 
They identified nine such boundaries and have been 
quantifying the current status of determining vari-
ables (Steffen et al., 2015), summarized in FIGURE 11-1 
and discussed in more detail in this section.

With increased emissions of greenhouse gases and 
various ozone-destroying gases, the basic composition 
of the world’s lower and middle atmospheres is being 
altered by human actions. The world’s great geochem-
ical cycles of sulfur and nitrogen are also being signifi-
cantly perturbed by human actions. Human- induced 
environmental changes are causing worldwide deple-
tion of soil fertility, aquifers, ocean fisheries, and bio-
logic diversity. The ongoing mass extinction might 
cause approximately one-third of all species alive in the 
1800s to disappear before the end of the  21st  century 
(Ceballos, Ehrlich, & Dirzo, 2017).

The loss of key species would weaken whole eco-
systems, creating adverse consequences to humans, 
such as disturbing the ecology of vector-borne infec-
tions and food-producing systems that depend on 
pollinators and the predation of pests, and impairing 
the cleansing of water and the circulation of nutrients 
that normally pass through ecosystems. A rich reper-
toire of genetic and phenotypic material would also be 
lost. To maintain the hybrid vigor and environmental 
resilience of food species, a diversity of wild species 
needs to be preserved as a source of genetic diversity 
(Chivian & Bernstein, 2008). Similarly, many modern 
medicinal drugs in Western medicine have natural 
origins, and many defy synthesis in the laboratory. 
Indeed, scientists continue to test thousands of novel 
natural chemicals each year, seeking new drugs to 
treat human immunodeficiency virus (HIV), malaria, 
drug-resistant tuberculosis, and cancers. And, more 
fundamentally, the species with which we share our 
planet have profound connections with human well-
being via complex relationships that extend back 
through evolution. 
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FIGURE 11-1 Nine planetary boundaries determining a “safe operating space” for human well-being, including the current 
status of control variables for seven boundaries.
Reproduced from Steffen, W., K. Richardson, J. Rockström, S. E. Cornell, I. Fetzer, E. M. Bennett, et al. (2015). "Sustainability. Planetary boundaries: guiding human development on a changing planet." Science (New York, N.Y.) 347(6223): 1259855. Reprinted with permission from AAAS.
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The opposite side of this coin is the accelerating 
spread of invasive species, as long-distance trade, tour-
ism, and migration increase in intensity. For exam-
ple, the proliferation of water hyacinth (a decorative 
plant from Brazil) in Lake Victoria, eastern Africa, has 
extended the breeding grounds for the water snail that 
transmits schistosomiasis. The planting of Lantana 
camerata as a garden border shrub in Uganda, and its 
subsequent dispersed spread, has increased the habitat 
for the tsetse fly, which transmits the trypanosome that 
causes African sleeping sickness.

As a result of these changes to the ecosystem, seri-
ous consequences should be expected, such as changes 
in patterns of infectious diseases, in regional agricul-
tural and aquatic yields, and in the effects of economic 
hardship or demographic displacement. Such changes 
are already beginning to change the conditions of the 
biosphere— our habitat—and pose long-term, and unfa-
miliar, risks to human population and ecosystem health.

Recognizing the intertwined nature of economic 
development, environmental sustainability, and human 
health, the Millennium Development Goals have 
recently been superseded by the Sustainable Develop-
ment Goals, a set of 17 goals that inextricably link eco-
nomic development, human health, and environmental 
sustainability (United Nations, 2015b). While all these 
Sustainable Development Goals have some relevance 
to modern environmental health, some are of obvious, 
direct concern to a habitat approach, including sustain-
able water management (Goal 6); access to affordable, 
clean energy (Goal 7); resilient, livable cities (Goal 11) 
with sustainable industrialization (Goal 9) and con-
sumption and production patterns (Goal 12); and eco-
system health (Goals 13, 14, and 15).

Given these considerations, the scope of the envi-
ronmental health framework must be extended to 
emphasize the impairment of our global habitat (McMi-
chael & Bambrick, 2011) and its complex relationship 
with human health. Such a shift in focus should empha-
size the positive roles that intact ecosystems and well- 
designed built environments play in supporting human 
health. While these “big picture” goals are incorporated 
into the environmental health framework, “traditional” 
environmental health priorities must evolve to incorpo-
rate modern realities.  Hazard-oriented research should 
continue, but expand to incorporate a more thorough 
understanding of complex, interacting, cumulative 
exposures. New linkages need to be explored between 
urban planning and health, as large populations move 
into growing cities and face a combination of new and 
old environmental health threats.

Responses to the need for an expanded philosophi-
cal and methodological scope have burgeoned over the 
past three decades, giving birth to a number of import-
ant new approaches to environment and health. The 

One Health Commission (2017), which emerged from 
the medical and veterinary sciences (Zinsstag, Schell-
ing, Waltner-Toews, & Tanner, 2011), acknowledges 
that issues such as zoonotic disease, food safety, and 
antimicrobial resistance require a greater understand-
ing of human–animal–environment interactions, with a 
heavy emphasis placed on the human–animal nexus and 
on interdisciplinary collaborations among the medical, 
veterinary, and environmental sciences (see the Public 
Health Infrastructure chapter for further information on 
One Health). Ecosystem Health, or EcoHealth, has been 
developing in practice and research since the beginning 
of this century from roots in ecology and public and 
global health. Charron (2012) synthesizes the follow-
ing set of EcoHealth research and practice principles, 
based on values of environmental sustainability and 
social equity: (1) systems thinking; (2) transdisciplinary 
research (involvement of policy makers and community 
representatives with scientists) and participation; and  
(3) translation of knowledge into policy action.

The evolving global approaches to rabies prevention 
and management provide a useful contrast between the 
One Health and EcoHealth methodologies. Since rabies 
is almost always fatal once contracted, prevention strat-
egies are vital. Partnerships between medical and veteri-
nary scientists in a One Health approach have led to the 
successful eradication of human rabies in many coun-
tries through the development of animal vaccines and 
mass-vaccination programs for dogs (WHO, 2013c). 
Further, One Health partnerships between medicine 
and veterinary science have been used to understand the 
transmission of rabies from wild carnivores and bats to 
humans (WHO, 2013c). However, in some parts of the 
world (such as India and parts of Africa and South Asia), 
attempts at eliminating rabies through mass dog vacci-
nations alone have proved unsuccessful. One of these 
places is Bali, which experienced a resurgence of rabies 
cases from 2008 despite having been previously rabies-
free. Initial centralized mass dog vaccination was unsuc-
cessful at achieving high rates of vaccination (Putra et al., 
2013), which led to a project based on EcoHealth prin-
ciples (Jatikusumah et al., 2013). This program involved 
wider partnerships among health, veterinary science, 
local government, livestock management, and commu-
nities. A mixture of methods were used to understand 
free-roaming dog ecology, demographics, and behavior; 
social and cultural relationships between humans and 
dogs; and local leadership and governance processes. 
This information was then used to create a much more 
context-specific, local, and community-led response to 
education, dog vaccination and management, dog regis-
tration, and rapid response to dog bites.

More recently, the planetary boundaries concept 
has stimulated renewed discussions in global health 
about Earth systems, social systems, and health 
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( Horton & Lo, 2015), with The Lancet introducing a 
new journal on the subject titled Planetary Health. 
This new concept is focused on “the interplay between 
health and the determinants of health in our living 
world” (http://www.thelancet.com/lanplh/about) and 
appears to be bringing ecosystem health concepts into 
the mainstream global health discourse.

 ▸ Methods for Environmental 
Health Research and Practice

Research Scope and Strategies
Environmental health research seeks to understand 
how the environment influences states of health, to 
help prioritize and develop appropriate interventions 
to reduce risks to health, and to investigate the effec-
tiveness of such interventions. Methods derived from 
a wide range of scientific disciplines are applied to 
these endeavors. Toxicology and microbiomics, audi-
ology and neuropsychology, ecology and systems sci-
ence, and others make important contributions.

We focus first on the methods and strategies 
applied in epidemiology, which has traditionally 
been the basic quantitative science of environmental 
health research. On their own, traditional research 
approaches are insufficient to engage with environ-
mental problems of large scale and high complexity, 
especially as the field evolves from studies of discrete 
hazards to investigations of disordered systems. We 
outline some of the research tools that are being applied 
to studies of modern environmental health problems 
such as climate change and loss of biodiversity.

In essence, epidemiologic research describes 
and explains variations and temporal changes in the 
patterns of illness and disease between and within 
populations. Most environmental epidemiology is 
observational (that is, nonexperimental), which intro-
duces some important issues in research design and 
data interpretation (Baker & Nieuwenhuijsen, 2008; 
Morgenstern & Thomas, 1993). However, where health 
benefits are anticipated from exposure- reducing inter-
ventions, experimental studies may be carried out.

Historically, epidemiology played an important 
role in identifying specific, localized hazards such as 
severe air pollution (e.g., the “London Fog” of 1952), 
waterborne infections, and asbestos in workplaces. 
While problems of this kind persist, we now face more 
subtle exposures, which are less well defined and more 
diffuse, such as electromagnetic fields and chemical 
exposures that mimic hormones and act cumulatively 
over decades (Diamanti-Kandarakis et al., 2009).

Many environmental exposures occur at levels 
that are low by comparison with what was experienced 

in the past in highly polluted settings. For example, in 
terms of fine particulates and noxious gases, exposures 
in many cities in high-income countries are com-
monly two orders of magnitude less than the “London 
Fog.” This makes it more difficult to detect increments 
in risk that are, in absolute terms, modest. Even so, the 
effects are important, for the following reasons:

 ■ They typically impinge on many persons, perhaps 
whole populations, thereby causing a large aggregate 
health impact (an economic–political criterion).

 ■ They are encountered on an essentially involun-
tary, and often unequal, basis (an ethical criterion).

 ■ They are often amenable to control at the source 
(a practical criterion).

The environmental health researcher faces two 
other recurrent difficulties. First, these real-world 
exposures are likely to be accompanied (and poten-
tially confounded) by other exposures or risk factors—
some of which may be unknown to the investigator or, 
indeed, to science. Second, the exposure–effect rela-
tionships often involve long-term, chronic, and some-
times subtle causal processes.

Because of these complexities, environmental 
health research must often be tackled in a multidis-
ciplinary fashion so as to develop a sufficiently broad 
basis of evidence from which to make causal infer-
ences. For example, causal inferences about the effect 
of low-level environmental lead exposure on the cog-
nitive development of young children required the 
integrated consideration of the results of epidemio-
logic studies, animal experimental research, and neu-
ropathological and molecular toxicological studies.

Extra leverage may be gained via interdisciplinary 
research in which the techniques of several disciplines 
are combined. For example, the development of molec-
ular biology over the past several decades has yielded 
many new techniques for measuring internal exposure, 
especially in relation to carcinogenesis. Despite these 
challenges, complexities, and advances, there remains 
an important role for small-scale local studies that iden-
tify useful preventive policy recommendations.

Causation and Other Methodological Issues
For a detailed account of epidemiological reason-
ing, concepts, and methods, see a textbook such as 
 Modern Epidemiology (Rothman, 2012). In this sec-
tion, we cover only the most important elements rele-
vant to environmental health.

Over recent decades, epidemiologists have devel-
oped a set of criteria specifically suited to their predomi-
nantly nonexperimental, bias-prone, confounding-rich 
research, with particular emphasis placed on the tem-
porality of the relationship, its strength, the presence of 
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a plausible dose–response relationship, the consistency 
of findings in diverse studies, and coherence with other 
disciplinary findings and biomedical theory (Bonita, 
Beaglehole, & Kjellstrom, 2007). Nevertheless, etio-
logic research in environmental epidemiology entails 
several distinctive methodological issues:

 ■ Choice of study design for data collection and 
analysis.

 ■ Definition of exposure and choice of the mode of 
exposure assessment.
• Choice of the relevant reference exposure (the 

theoretical minimum exposure level that a 
society could achieve).

• Approach to dealing with multiple coexis-
tent, potentially interacting environmental 
exposures.

• Choice of the appropriate level of comparison 
(population, local community, or individual). 
Many environmental exposures (e.g., ambient 
air pollution or fluoride levels in drinking water) 
impinge on whole communities, with minimal 
exposure differences between individuals.

Study Design Options
The same basic set of study designs that are used in gen-
eral epidemiology are also used in environmental epide-
miology—that is, descriptive, analytic, and experimental 
(Baker & Nieuwenhuijsen, 2008; Bonita et al., 2007).

Descriptive Studies: Trends and Correlations
In descriptive studies, the pattern of variation in a 
population’s or community’s environmental exposure 
or health status (or both) is described, usually in rela-
tion to time, place, or category of person (e.g., age, sex, 
ethnicity). If the data are appropriate, the relationship 
between exposure factors and health status may be 
described. Such studies aid in identifying research 
priorities and in guiding the design of etiologic stud-
ies. For example, a study may show that the exposure 
levels are not high enough to warrant closer investiga-
tion. Time trends may be informative (e.g., seasonal 
variations in mortality that may or may not be related 
to temperature). Spatial distributions also provide 
clues to possible causes and sources of vulnerability.

Descriptive studies may struggle to reach definite 
conclusions about etiology. Commonly, this difficulty 
arises because inadequate information is available 
for confounding factors, or the temporal relationship 
between exposure and health outcomes is unclear.

Time-series studies have a special role in environ-
mental epidemiology. Some environmental exposures 
such as urban air pollution and weather conditions vary 
on a short-term basis. Intrinsically interesting questions 

may arise, such as whether asthma attacks increase 
on high-pollution days or whether daily death rates 
increase on days of extreme temperature. The statistical 
techniques used within time-series analyses have been 
acquired largely from econometrics and engineering 
research; they include tools to adjust for lower- frequency 
(e.g., seasonal) cyclical variations, background secular 
trends, and autocorrelation. Time-series studies benefit 
from the fact that ongoing characteristics of the study 
population—such as age distribution, socioeconomic 
profile, and smoking habits— remain essentially con-
stant over time. Further, because the comparison is 
made entirely within the chosen population, between 
population confounding factors do not apply.

Analytic Studies
Analytic studies examine formal statistical associations 
between an exposure variable and a health outcome 
variable at the level of the individual or a small homo-
geneous exposure group (Bonita et al., 2007). Are indi-
viduals with higher exposure to indoor air pollution 
more likely to develop respiratory disease than those 
with low exposure to such pollution? Are individuals 
who develop diarrheal disease in a coastal city more 
likely to have been swimming in contaminated sea-
water recently than individuals without such disease? 
Studies that seek to answer questions such as these can 
be designed to start either from exposures (cohort stud-
ies, such as the indoor air pollution example described 
earlier) or from the health effect (case-control studies, 
such as the diarrheal disease example described earlier).

The study of the relationship of early-life environ-
mental lead exposure to child cognitive–intellectual 
development, for example, began with various types of 
cross-sectional studies in the 1970s. However, it was not 
possible to establish from those studies the temporal 
relationship between occurrence of exposure and occur-
rence of intellectual or behavioral deficit. To determine 
this relationship, cohort studies were required, in which 
infants and children were followed from birth, with sys-
tematic documentation of their early-life lead exposure 
history and cognitive– intellectual development. An 
investigation of this kind was carried out in and around 
the lead smelting town of Port Pirie, South Australia 
(Tong, Baghurst, Sawyer, Burns, & McMichael, 1998), 
and provided the data necessary to estimate by how 
much a given exposure to lead impaired neurologic 
function among young children (EXHIBIT 11-2).

Experimental and Intervention Studies
Experimental and intervention studies begin with sets 
of reasonably similar populations or groups, which 
can then be allocated, preferably randomly, to “inter-
vention” or “control” categories. The statistical analysis 
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EXHIBIT 11-2 Environmental Lead Exposure and Childhood Cognitive Development

Lead is the most abundant heavy metal and may have been the first metal smelted, around 6500 B.C.E. The ancient 
civilizations of Phoenicia, Egypt, Greece, Rome, China, and India used lead for vessels, roofs, water ducts, utensils, 
ornaments, and weights. The use of this metal increased greatly during the Industrial Revolution, given the many uses of 
lead in manufacturing processes. The rise of the automobile meant that large of quantities of lead were required both in 
lead-acid batteries and as an antiknock additive in gasoline. This history is evident in the environmental record: The lead 
content of Greenland ice, for instance, reached 100 times the natural (pre-industrial) background level in the mid-1990s.

Lead affects many organ systems—most importantly, the gastrointestinal tract, central nervous system, kidneys, 
and blood (through the impairment of hemoglobin synthesis). Very high levels of exposure (leading to blood lead 
concentrations of 50 to 100 mg/dL) may occur in the workplace, particularly in lead smelting, battery recycling, lead 
soldering, and various lead-based craft activities. Such exposures are uncommon now in high-income countries, but are 
widespread in many LMICs.

Epidemiologic evidence shows that exposure to lead in early childhood causes a deficit in neurocognitive 
development, as illustrated in the nearby figure (Tong et al., 1998). Evidence from animal experimental studies and 
neuropathologic analyses backs up the epidemiology. A doubling in blood lead concentration from 10 to 20 mg/dL—
roughly equivalent to the difference between high and low tertiles in poorly controlled urban environments—is 
associated with a deficit in intelligence quotient of 1 to 3 points, or 1% to 3% of the expected average IQ score of 
100 (Pocock, Smith, & Baghurst, 1994). Subtle effects on IQ may result from blood lead levels as low as 5 mg/dL. 
Note that a loss of IQ points will have greater impact in children on the threshold of significant neuro-psychological 
impairment (e.g., mild mental retardation, defined as an IQ score of 50 to 69) than in children with a higher IQ.

Many high-income countries, including the United States and Australia, have set relatively stringent standards for 
environmental lead levels, in an effort to protect young children from exposure to this metal. Even so, lead may still 
present a serious environmental health problem, including in wealthy societies. For instance, widespread contamination 
of the drinking water of Flint, Michigan, occurred in the United States in 2016, caused by a shift to a more corrosive water 
source in a city with an old reticulation system that included lead piping (Hanna-Attisha, LaChance, Sadler, & Champney 
Schnepp, 2016). Likewise, childhood lead poisoning occurs in many LMICs. For example, the lead content of gasoline sold 
in Africa is the highest in the world and is associated with high lead concentrations in the atmosphere, dust, and soils. 
More than 90% of the children in Cape Province, South Africa, in the 1990s had blood lead levels in excess of 10 mg/dL 
(Nriagu, Blankson, & Ocran, 1996). In 2017, it was estimated that lead causes approximately 14 million lost DALYs and 
500,000 premature deaths each year worldwide (Landrigan et al., 2017).
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compares outcome rates in the two or more groups (the 
intervention may be applied at more than one level).

The clinical randomized controlled trial (RCT) is 
commonly regarded as the “gold standard” for health 
research, but is seldom applicable to the study of envi-
ronmental diseases among populations. It was not pos-
sible, for instance, to conduct an RCT of the effects of 
removing lead from gasoline, and indeed such a study 
was not necessary, given the weight of observational 
evidence justifying such a policy, and the rapid fall in 
body lead levels that occurred following its implemen-
tation. That said, there are sometimes opportunities 
for studies with an element of random allocation—for 
example, testing whether the installation of house-
hold humidifiers reduces the prevalence of respiratory 
symptoms, or whether the provision of masks to reduce 
inhalation of fine particles prevents acute changes in 
the cardiovascular system. In these cases, interventions 
are randomly allocated at the individual or household 
level. In some circumstances, randomized allocation 
of interventions at the population level is possible. A 
well-known historical example from the 1940s was the 
addition of fluoride to the drinking water of four towns 
in North America for the purpose of preventing dental 
caries, but not in four other similar towns (Fawell et al., 
2006). However, the effectiveness of random allocation 
as a device for reducing the influence of confounding is 
much reduced when the number of observational units 
is small (8 in the case of the study of fluoride).

The need for a broader range of study designs 
to explore the effects of interventions becomes more 
apparent as the focus of environmental health is scaled 
upward. In the 21st century, studies of discrete tox-
ins and physical exposures must be accompanied by 
investigations into the health effects of sociotechni-
cal and physical system change. These include social 
constructs (e.g., the ingredients of a successful city, a 

well-functioning transport system) as well as elements 
in the natural world (e.g., the global climate, ecosys-
tems that modulate risk of infectious diseases) and 
systems which mix the two (e.g., food systems).

Another type of intervention study often utilized in 
environmental health research is the “before and after” 
study. With this design, assessments are made before 
and after the introduction of an intervention. Before and 
after studies of interventions may struggle to control for 
time-varying confounders (i.e., factors that may differ 
before and after deployment of the intervention). How-
ever, research that includes multiple sampling points 
and well-chosen external reference groups can provide 
high-quality evidence. An example is the investigation 
undertaken to determine the effect of smoke-free legisla-
tion in Scotland on hospital admissions (Pell et al., 2008).

Exposure and Dose: Assessment 
and Definitions
Paracelsus, the 16th-century German physician/
alchemist who is often credited with being the founder 
of environmental health and toxicology, is credited 
with writing: “Poison is in everything, and nothing is 
without poison. The dosage makes it either poison or 
remedy” (Deichmann, Henschler, Holmstedt, & Keil, 
1986). This statement lies at the heart of environmen-
tal health science.

Measurements of toxic agents at the source or in 
emissions or in the ambient environment may be a use-
ful guide, but do not directly indicate how much of the 
toxin is absorbed and so can cause harm. There is a huge 
amount of toxic mercury in the oceans, for example, but 
very little of it reaches people in normal circumstances. 
Volcanoes emit vast amounts of toxic gases, but fortu-
nately few persons are usually nearby to breathe them. 
Dose is the amount of toxin that has actually reached 

Some difficulties arise in including cognitive and intellectual impairment in the risk assessment equation for evaluating 
and controlling environmental lead as a public health hazard. This particular functional health deficit—a subtle neurologic 
impairment that will have its most marked effects on the social and psychological development of children who already 
have a low IQ score—does not readily translate into the standard currency of deficit due to disease, disability, or death (the 
DALY). Hence, the burden of disease caused by relatively low but widespread exposures to lead may be underestimated 
by policy makers. Although overt lead-induced toxicity is apparent in individuals experiencing high levels of exposure, 
the full public health impact of widespread exposure to a range of environmental lead levels requires evaluation of more 
subtle health, behavioral, and developmental effects (Moore, 2003).

In developing a policy on an environmental health risk such as lead exposure and taking the evidence, such as that on 
cognitive impairment, into account, two questions commonly arise. First, does the deficit persist over time? It appears that the 
effect of lead on the developing brain does, indeed, persist through late childhood and into early adulthood. Second, is there 
a threshold—that is, an exposure level below which no neurotoxicologic effect occurs? It is difficult to answer this question 
because few data are available in the very low exposure range, so conclusions about “safe exposures” must be framed cautiously. 
Nevertheless, a strong case can be made for adopting public health measures to prevent lead exposure in early childhood. 
Because lead exposure tends to be widespread within a population, even a modest health impact upon each individual could 
yield a substantial aggregate impact for the total population. For instance, through its effect on blood pressure, it is estimated 
that lead is responsible for 2.5% of the global burden of ischemic heart disease (Landrigan et al., 2017).
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the vulnerable parts of the body. Unfortunately, it is dif-
ficult to measure dose directly for most hazards (whether 
chemical or physical), either because it involves sophisti-
cated, expensive, and invasive procedures (e.g., extract-
ing and analyzing blood or tissue samples) or because it 
is beyond current scientific abilities.

For this reason, scientific and policy attention is 
mostly focused on the intermediate segment of the 
environmental pathway—that labeled “exposure” in 
FIGURE 11-2. Exposure refers to the quantity and dura-
tion of the hazardous factor that humans encounter in 
the course of their activities. More explicitly, it is the 
amount of material or energy in the air, water, food, 
and soil that reaches the body’s protective barriers of 
the respiratory and digestive systems, skin, eyes, and 
ears (FIGURE 11-3).

Total Exposure Assessment
To understand the full impact of a pollutant, it is nec-
essary to examine all the ways it might reach people, 
rather than simply relying on measurements made in the 
most convenient places. This consideration is especially 
important for pollutants that can reach people through 
several different routes. For example, lead pollution may 
affect vulnerable groups, such as children, through air-
borne dusts or contaminated water, soil, and food. Con-
fining attention to a single route may underestimate the 
true size of the problem (see Exhibit 11-2): It is total 
exposure, of course, that determines the risk to health.

Consider, for example, the woman with the daily 
pattern of activities shown in FIGURE 11-4. What is her 
health risk due to exposure to particulate air pollution? 

She lives in an urban slum of a low-income country 
where outdoor air pollution levels are fairly high. Her 
total exposure is even higher, however, because she 
spends considerable time in locations where particu-
late concentrations are even higher than the outdoor 
levels. During the working day, she works as a sweeper 
on busy streets, where pollution is especially severe 
due to large volumes of nearby traffic. In the morning 
and evening, she is exposed indoors to toxic products 
of combustion from an unvented cook stove, made 
worse because her family can afford only low-quality 
cooking fuels such as briquettes made from coal dust. 
In the evening, she is also exposed to secondhand 
smoke from her husband’s cigarettes. Her total expo-
sure over the day is best estimated by the sum of the 
pollutant concentration in each major microenviron-
ment, weighted by the fraction of time she spends in it.

Total exposure assessment is necessary to accu-
rately record the burden of disease attributable to 
environmental factors. Such information may change 
the relative importance of sources of pollution, or 
uncover important new sources of personal risk, such 
as secondhand smoke, that do not appreciably affect 
concentrations in the ambient environment. This 
metric also reveals a new dimension of potential con-
trol measures. For example, chimneys for household 
stoves that would not change emissions at all—and 
might even increase outdoor concentrations—can 
lower exposures substantially by separating the people 
from the pollution. Laws to reduce smoking in public 
places can lower exposure of the general population 
to secondhand smoke, even if there are no changes 
in the amount of smoking overall. In some cases, 
the cost-effectiveness of such exposure-control mea-
sures can be much higher than the exposure reduc-
tion achieved through generalized control of outdoor 
sources. Although ideally all pollution sources should 
be controlled, in reality there is a limit to what can be 
achieved in the short term.

FIGURE 11-2 Environmental pathway.
Reproduced from Mock, C. N., Nugent, R., Kobusingye, O., & Smith, K. R. (Eds.). (2017). Injury prevention and environmental health. Disease Control Priorities (3rd ed.), volume 7. Washington, DC: World Bank. doi:10.1596/978-1-4648-0522-6. License: Creative Commons 
Attribution CC BY 3.0 IGO

FIGURE 11-3 Routes of exposure.

Source Concentration Exposure Dose
Health
effects

Emissions

Biomarkers of exposure Biomarkers of effect

Dermal: dust, air, light, water

Nasal/oral (respiratory tract): air

Ocular: light

Aural: noise

Oral (GL tract): food, water
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Biological Markers of Dose
Environmental health researchers may use many dif-
ferent biological markers of dose: heavy metals in hair, 
nails, and blood; metabolites in urine of chemicals 
such as nicotine; chlorinated organic chemicals in adi-
pose tissue; radionuclides in bone; core body tempera-
ture after excessive heat exposure; or antibody titers in 
relation to infectious agents. For instance, fingernails 
and hair have been used to study exposure to organo-
phosphate compounds and polybrominated ethers 
(Liu, He, Hites, & Salamova, 2016).

Biological assays integrate the physiological and 
metabolic processes that influence absorption and 
clearance. These processes vary between individu-
als, and even in the same person, there may be fluc-
tuations over time. Biomarkers are attractive ways to 
assess dose because they provide precise measures and 
imply plausible pathways for pathogenesis, but their 
relevance to disease causation and policy requires 
careful thought. Precise measures of irrelevant param-
eters are less helpful than imprecise data collected on 
variables that are directly applicable to research and 
practice. Useful monitoring and regulation of ambient 
air pollution, for instance, is more likely to be based 
on measures of exposure than on bioassays.

Consider the field of molecular epidemiology, which 
became prominent during the 1990s as an approach 
to studying the cause—especially the environmental 
cause—of cancer (McMichael, 1994). This same field 
has also become important in modern infectious dis-
ease epidemiology, particularly for the determination of 
environmental sources and transmission pathways for 
infections such as Legionnaires’ disease, tuberculosis, 
influenza, cholera, and food-poisoning organisms.

Molecular biomarkers make use of the varia-
tions in the structures of macromolecules, particu-
larly DNA. One area in which DNA measurement 
has assisted the conventional epidemiologic study of 
causation has been in investigations of dietary afla-
toxin and liver cancer (McMichael, 1994). Aflatoxin is 
a biotoxin produced by the Aspergillus flavus mold in 
foods stored in warm, humid environments. Initially 
it was not possible to measure directly an individual’s 
level of aflatoxin intake. Epidemiologists were limited 
to demonstrating ecological correlations, in eastern 
Africa and within China, between average aflatoxin 
concentrations in local diets and rates of liver cancer 
mortality. Now it is possible to measure the concen-
tration of excised, excreted, aflatoxin-DNA adducts in 
urine and to use this as a measure of recent individ-
ual exposure. Such an approach was taken in a cohort 
study of 18,000 Chinese men in Shanghai that found 
a positive association, at the individual level, between 
adduct level at the commencement of the study and 
subsequent cancer occurrence (Qian et al., 1994).

Exposure Assessment at Individual  
and Population Levels
Exposure assessment at the individual level can occur 
at varying levels of intensity, ranging from exposure 
inferred via questionnaire, to personal exposure 
assessment (in which an individual’s contact with 
environmental hazards is quantified, often using mea-
surement devices), to measurement of individual bio-
markers in blood, urine, hair, or tissue. Each type of 
assessment has its advantages and disadvantages. 

For example, in studies of the health effects of sec-
ondhand smoke, it has been common practice to classify 

FIGURE 11-4 Total particulate exposure for a woman in an urban slum.
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exposures according to whether an adult has a smoking 
spouse or a child has a smoking parent. Clearly, someone 
who lives with a smoker is more likely to be exposed to 
tobacco smoke than someone who does not, but this is 
not necessarily so in every case. A child with no smoking 
parent, for example, may have four smoking grandpar-
ents who visit every day. Another child may have smok-
ing parents who are careful to refrain from smoking 
anywhere near their child. In such cases, classifying chil-
dren based on the smoking status of their parents would 
lead to exposure misclassification and, consequently, an 
attenuated estimate of the true effect. This type of error 
may be avoided by careful questionnaire design and by 
use of biomarkers such as cotinine in urine or saliva for 
at least a sample of the study population.

Often studies are based on a measure of exposure 
of whole population. This is obviously appropriate if 
the exposure is truly ecological—that is, it pertains to 
the whole population rather than individuals. Exam-
ples might be the level of income inequality or uptake of 
immunizations. But if the population measure is a proxy 
for what is happening at the level of individuals, there is 
a risk of misclassification, leading to bias in the measure 
of effect (Blakely & Woodward, 2000). It is common, for 
example, to conduct air pollution epidemiology stud-
ies by dividing urban populations into exposure classes 
according to the measurements made at the nearest 
outdoor air pollution monitoring station or even to use 
one or a few monitors to represent the exposure of an 
entire city for comparison with other cities. In reality, 
local exposure sources can contribute to great variation 
between individual exposures and the estimated pop-
ulation average exposure. The same problem arises in 
studies of heat, which commonly rely on measures of air 
temperature taken at a small number of weather stations, 
as there are many factors in the micro-environment that 
affect local temperatures and, in turn, an individual’s 
experience of heat (Kjellstrom, Holmer, & Lemke, 2009).

Health Outcome Assessment
Many studies of the health impacts of environmental 
factors such as fine particles or heat have examined 
associations with mortality. However, the underlying 
pyramid of nonfatal health effects has a broad base: 
A full understanding of the effects of environments 
on health requires information on hospitalizations, 
primary care consultations, long-term chronic con-
ditions, impaired organ function, and self-assessed 
symptoms, to name just a few items.

Researchers and data-collection agencies naturally 
tend to prefer “hard” endpoints that are well defined 
clinically and amenable to clear-cut counting or mea-
surement. Yet community surveys indicate that the 

most commonly experienced effects of environmen-
tal exposures are frequently social, behavioral, and 
psychological disruptions that are not well suited to 
precise measurement. Examples are the mental stress 
of noisy environments, symptoms elicited by unpleas-
ant odors, and the constellation of health-damaging 
exposures that affect children in car-dependent cities 
(Kjellstrom, Ferguson, & Taylor, 2009).

Environmental Health Indicators and 
Monitoring and Their Implications  
for Policy
Environmental health issues are recognized in the UN 
Sustainable Development Goals as an important part 
of the broader picture of human welfare, sustainability, 
and social and economic development (Griggs, 2013). 
To achieve a lasting improvement in global health, an 
intervention must influence the factors that created 
the exposure in the first place.

Most high-income countries have established a 
range of environmental performance indicators that 
attempt to be both scientifically robust and readily 
applicable to policy and practice. For example, the 
Organisation of Economic Co-operation and Devel-
opment (OECD, 1993) developed the pressure–state–
response (PSR) model to meet these criteria. Other 
frameworks have been constructed that elaborate the 
relationships between human activities, environmen-
tal change, and human health (Corvalán, Briggs, & 
Kjellstrom, 1995). It is possible to distinguish “driv-
ing forces” that lead to pressures on environments and 
population health, affecting the state of the environ-
ment and resulting in human exposures, and ultimately 
leading to health effects and actions or interventions 
in response. This is known as the DPSEEA model, 
where the acronym stands for the hierarchy of Driv-
ing forces, Pressures, State of environment, Exposures, 
Effects, and Actions (FIGURE 11-5).

Driving force indicators are likely to be qualita-
tive and are often expressed as yes/no answers. For 
example:

 ■ Is there a policy to redirect all storm water to 
treatment plants?

 ■ Are sedimentation dams in operation upstream in 
potentially cadmium-contaminated rivers?

 ■ Are safety regulations for nuclear power stations 
adhered to?

Pressure indicators are usually quantitative. For 
example:

 ■ The amount of sewage-contaminated storm water 
entering a beach or river after heavy rain
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 ■ The amount of cadmium transported via river 
water to paddy fields

 ■ The quantity of radionuclides released from a 
nuclear power station accident

The most common indicators are direct measure-
ments of the environmental state—the concentration of 
a hazard in some environmental medium. For example:

 ■ The enterococci concentration in beach water or 
drinking water

 ■ The concentration of cadmium in rice paddy soil 
or rice

 ■ The level of radioactive strontium in lichens or 
reindeer meat

Exposure indicators may be based on exposures 
calculated from state indicators, as described in the 
“Exposure and Dose: Assessment and Definitions” 
section earlier in this chapter. Biological indices add 
individual-based information and can be used to 
monitor both exposure (e.g., blood lead concentra-
tion, DNA-adduct level) and effects (e.g., enzyme 
assays for liver function, blood pressure). For exam-
ple, such indicators were used to identify the marked 

decline in human milk concentrations of dichlorodi-
phenyltrichloroethane (DDT) (Smith, 1999).

 ▸ Assessment of Environmental 
Health Impacts and Risks

Risk assessment is conventionally viewed as a stepwise 
sequence (WHO, 2002). It begins with the research-
based identification of an environmental hazard. 
Subsequent studies then estimate, first, the exposure–
response or dose–response relationship between the 
hazard and the specified health outcome, and, second, 
the distribution of exposure (doses) within the popu-
lation of interest. Based on these two sets of data, the 
overall risk to the population is characterized, and risk 
management strategies are formulated. 

Although there is now some agreement about 
how to calculate risks, there is no completely objective 
way to compare alternatives with different patterns of 
risk. This situation is illustrated in EXHIBIT 11-3, which 
presents a choice between two ways of producing elec-
tric power with different patterns of risk and explains 
how consumers with different worldviews could ratio-
nally choose either one or the other. This difference 
in risk perception explains why some people buy life 
insurance (risk aversion) and others do not, and why 
insurance companies run profitable businesses (based 
on expected-value calculations). 

Many other considerations would be included in 
a full assessment of alternative power plants, includ-
ing various outcomes of social importance other than 
those directly related to health. Thus, Exhibit 11-3 
illustrates that a decision about how much or which 
kind of risk to take demands substantial scientific 
input but is ultimately a social and political choice. 
The extraordinary earthquake and tsunami damage 
to nuclear power stations in Japan in 2011, and the 
long-term challenges in rehabilitating and resettling 
Fukushima in its wake, illustrate just how difficult 
these decisions can be (Normile, 2011).

Probabilistic Risk Assessment
Because nuclear power plant operation is a relatively 
new enterprise, few accident statistics are available, 
particularly for large accidents in modern plants. 
How, then, can overall risk be determined? For this 
purpose, a technique called probabilistic risk assess-
ment (PRA) is applied to understand the potential 
for adverse consequences. Developed originally by 
the National Aeronautics and Space Administration 
(NASA) for assessing the risks of manned space flight, 

FIGURE 11-5 The DPSEEA framework to define 
environmental health indicators.
Reprinted from Kjellstrom, T., & Corvalán, C. (1995). Framework for the development of environmental health indicators.  
World Health Statistics Quarterly, 48, 144–154; Corvalán, C., Briggs, D., & Kjellstrom, T. (1996). Development of environmental 
health indicators. In D. Briggs, C. Corvalán, & M. Nurminen (Eds.), Linkage methods for environment and health analysis,  
(pp. 125–153). Geneva, Switzerland: World Health Organization. Retrieved from http://apps.who.int/iris/bitstream/10665 
/62988/1/WHO_EHG_95.26_eng.pdf
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this technique basically breaks down into subsystems 
the extremely complicated systems of large-scale 
technologies for which there is no overall accident 
information. These subsystems may then need to be 
broken down even further into even smaller compo-
nents, until a level is reached for which failure data are 
available. The failure data for the various subsystems 
are combined to predict the performance of the total 
system.

For example, there is no information available that 
would enable one to predict directly how a new type of 
nuclear plant will operate over time, but such a facility is 
made up of thousands of components for which informa-
tion is available. For example, information will be avail-
able about how often pumps of a certain size, switches of 
a certain voltage, or warning gauges of a particular brand 
are expected to fail under various conditions. Even if a 
new type of component is introduced, its failure rate can 
be experimentally determined without putting anyone at 
risk, unlike testing the entire power plant.

Such PRAs, of necessity, are extremely complex 
and difficult for even specialists to evaluate. In partic-
ular, it is difficult to tell whether all possible accident 
scenarios have been taken into account and whether 
unforeseen events, such as human sabotage, might 
potentially circumvent many subsystems at once. 
A PRA also assumes that the context in which each 
component was originally tested is not materially dif-
ferent in critical respects (e.g., temperature or vibra-
tion) from the working context of the assembled plant.

Where an assessment reveals a potential or 
actual exposure to a chemical for which there is no 
human exposure history, a similar dilemma results. 
It would be dangerous and unethical (not to mention 
time-consuming) to deliberately expose enough peo-
ple to the chemical to discover its true risk. Instead, 
various techniques have been developed that can 
be used to estimate the risks of human exposures 
in this situation. The most commonly used method 
is to expose laboratory animals—usually rats and 

EXHIBIT 11-3 Risk Assessments: Additional Information, But No Substitute for Decision Making

Suppose a proposal has been made to build a large new power plant near your community. Everyone agrees on the 
need for more power and two options have been presented: coal and nuclear. These options are found to cost about the 
same. A full probabilistic risk assessment is done to compare the health implications of the two plants, yielding the results 
described here.

The coal plant, although of the best design, will have impacts in the form of air pollution and mining accidents. There 
is relatively little uncertainty about these factors—the probabilistic risk assessment finds a 90% chance that 30 persons 
will die prematurely because of the operation of the plant over its lifetime. Because there might be a large accident at the 
coal mine or a fire at the coal plant during meteorological conditions that lead to severe local air pollution, there is a 10% 
likelihood of killing 60 persons.

The nuclear plant is given a 99% chance of doing little damage (i.e., shortening only one person’s life from the small 
amount of radiation released routinely). Unlike the coal plant, however, there is a small chance (here set at 1%) of a terrible 
accident in which 2,500 persons die from the radiation released.

Which plant is safer? Which would you rather live alongside? There are at least three ways to answer this question—
none necessarily right or wrong, but all dependent on the set of values of the people making the decision:

 ■ Maxi-min (maximize the chance of the minimum consequence): Because 99% of the time little damage is done and 
more may be learned in the future on how to reduce the chance of accidents, choose the nuclear plant.

 ■ Mini-max (minimize the chance of the maximum consequence): Because a nuclear accident would be a tragedy 
(cause international headlines, go down in history, destroy the community, and so on), coal should be used so as not 
to have any chance of such an event.

 ■ Expected value (calculate the odds): Because the expected number of deaths from the coal plant is 33 (0.9 × 30 + 
0.1 × 60) and that from the nuclear plant is 26 (0.99 × 1 + 0.01 × 2,500), choose the nuclear plant.

Although the numbers used here are fictional and real probabilistic risk assessments for such facilities are much more 
complicated (involving hundreds of branches on the risk trees), the overall results are often similar. Nuclear plants generally 
have a lower expected value of damage but carry a small probability of terrible events (much less than 1%). Coal plants 
produce more damage on average but do not impose anxiety about large negative events (although growing concerns 
about possible climate change owing to the release of carbon dioxide from coal plants may change this perception).

The fact that groups of perfectly rational people may apply different decision rules does not mean that any group is 
right in an absolute sense, but rather indicates that groups start with different values. Indeed, although many other factors 
must be considered, the big difference in public acceptance of nuclear power between, say, France and Sweden can be 
partially accounted for by such differences in values.
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mice—to high-enough doses of the chemical to 
observe effects within their relatively short lifespans. 
When deleterious effects, such as tumors or repro-
ductive failure, are observed, then legitimate concern 
arises that such effects might also be seen in humans. 
To quantify that risk, however, requires extrapo-
lating from high doses in animals to (usually) low 
doses in humans. To do so, researchers use a math-
ematical model that, ideally, is based on knowledge 
of metabolism, tumor induction, and other often 
poorly understood biological processes. Frequently, 
alternative animal models that are equally plausible 
biologically will predict different human risks for the 
same dose of the same chemical. Had the antinau-
sea drug thalidomide been tested in rats, not rabbits, 
the tragedy of limbless human babies would probably 
have been averted. It is necessary, therefore, to estab-
lish standard conventions for which model will be 
used in which circumstances so that consistent risk 
estimates are made. At present, many of the model 
choices depend more on scientific intuition than on 
actual demonstrated knowledge. Finding more reli-
able and scientifically valid ways of performing such 
assessments is an active research area.

It might seem best to establish the convention 
of always using the most conservative model—that 
is, the model that predicts the largest risk. This strat-
egy would seem to fit the classic public health dictum 
that, in cases of uncertainty, it is better to err on the 
side of caution than to underestimate potential risk. 
Indeed, for this reason, such a conservative approach 
is used in formulating official policy by some regula-
tory agencies. Unfortunately, and perhaps counter- 
intuitively, if this approach is taken for each chemical 
independently, it can lead to the opposite effect—
that is, exposing the public to unnecessary risks. The 
degree of conservatism (or the size of the safety factor) 
for specific chemicals can be quite different, depend-
ing on how well their observed effects on animals or 
humans actually compare with the predictions of the 
mathematical model employed. As a consequence, 
society might end up spending vast sums to control 
one chemical based on a risk assessment that uses a 
conservative safety factor of 1,000 because it appears 
to be more dangerous than another chemical that is 
actually more dangerous, but whose estimated risk is 
based on a safety factor only 10 times its true value. 

Because it is rarely necessary to protect the pop-
ulation from only one hazard at a time, it is prefera-
ble to make judgments based on the best estimate of 
the actual risks rather than incorporating large, but 
varying, safety factors into the PRA. In the real world, 
which is characterized by limited resources and time 

to deal with many possible hazards, an overly caution-
ary approach might be described as “too safe is unsafe.”

Measures of Ill Health for  
Risk Assessment Purposes
As discussed in the Measures of Health and Disease 
in Populations chapter, various measures of ill health 
have been proposed to take into account, separately 
or in combination, the degree of prematurity of 
death and the time lived with nonfatal disease. Sev-
eral choices must be made in such calculations— for 
example, whether to use different life expectancies for 
men and women or for different regions, how to weigh 
the severity of different kinds of disease, and whether 
to discount the value of lost life years in the future (as 
is the practice in economics). Whatever choices are 
made, it is evident that measures of lost healthy life 
years, due to both death and disease, are useful as an 
indicator of environmental impacts.

As the environmental risk transition progresses, 
and as the time between creation of a risk factor and 
its expression as disease tends to lengthen, the need 
for formal risk assessment increases (Smith & Ezzati, 
2005). When evaluating measures to control diarrhea, 
for example, it is reasonable to monitor diarrhea rates, 
because the diarrhea of today is due largely to envi-
ronmental exposures that occurred within a few pre-
ceding days. A similar logic can be used for increasing 
heat exposure due to climate change: Heat exhaustion 
and heat stroke are due to the exposure during the 
most recent hours or days (Kjellstrom et al., 2009). In 
contrast, for controlling environmental carcinogens 
or greenhouse gases, which have decades-long latency 
periods, waiting until ill effects start to occur would 
be far too late. Thus, it is necessary to conduct risk 
assessments as best we can to make predictions well in 
advance of the actual events, so that appropriate mea-
sures can be taken in time.

Assessing Risk: Compared with What?
Risk assessments, when done in isolation, can be mis-
leading. The following two examples are illustrative. 
Determining the risk imposed by an activity requires, 
explicitly or implicitly, choosing an appropriate base-
line. In discussing the health effects of smoking, the 
appropriate baseline may be zero: It is possible for peo-
ple to quit or not take up smoking. For air pollution, by 
comparison, the choice is not as clear. Natural sources 
of many air pollutants exist, and human sources are 
so difficult and expensive to control that a zero base-
line is not feasible in many cases. Which level is then 
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appropriate: the national standard or the WHO guide-
line value, or perhaps the level of the cleanest city? It is 
necessary to choose something, if we are to calculate 
the risk of the incremental pollution above the baseline.

Most human endeavors that are subject to risk 
assessment (technologies, industries, chemicals, reg-
ulations, and others) actually result in a mixture of 
risk-lowering and risk-raising effects. A new factory 
in a low-income country, for example, might impose 
pollution on the public and accident risk on the work-
ers, but it may provide jobs, housing, training, secu-
rity, and other benefits that could lead to substantial 
improvements in health. Just because these effects 
are less direct than the accident risk does not mean 
they are small. Indeed, the overall impact of industri-
alization must be risk lowering—otherwise, the high- 
income countries would be unhealthy rather than the 
LMICs without industry.

Such risk lowering also occurs in high-income 
countries. Consider, for example, a pesticide residue 
on vegetables. Looked at in isolation, it may appear 
unacceptably risky. Viewed in terms of the overall 
impact on food cost and intake for low-income peo-
ple, occupational risks to farm workers, and other 
factors, however, it may actually lower the overall 
risk compared with alternatives. This is not to say 
that all polluting activities will lower risks, but rather 
that all technologies should be judged on both their 
risk-lowering and risk-raising propensities. In addi-
tion, important equity and justice issues often arise in 
relation to who experiences the raised risk and who 
experiences the lowered risk. Unfortunately, our cur-
rent risk assessment methods are not well developed 
enough to determine risk lowering, which is a source 
of potential bias in the results.

In this chapter, we have focused heavily on the 
methods for understanding hazards via environmen-
tal epidemiology and risk assessment. However, an 
expanding range of approaches and methods are also 
being developed in the disciplines of ecosystem health 
and planetary health. These approaches and methods 
are being applied to understand environments as hab-
itats, the role of ecosystems and ecosystem services 
in human health, and the integrated positive and 
negative health impacts of environmental exposures; 
they also support decision making for health, equity, 
and environmental sustainability. Broad approaches 
include the following:

 ■ Health impact assessment (HIA) of policies and 
projects outside the health sector, which aim to 
examine proposals for multiple health effects 
(Briggs, 2008)

 ■ Health in All Policies, which aims to more deeply 
integrate health into policy making outside the 
health sector (including policies governing the 
natural and built environments) through partner-
ship, co-funding, accountability, and management 
of vested interests (WHO, 2013a)

 ■ Integrated catchment management, which is 
described in the “Freshwater” section of the 
chapter

Methods range from qualitative interviews and 
narrative methods (Charron, 2012) to community 
epidemiologic intervention studies examining mul-
tiple outcomes, geographic information systems 
(GIS) mapping and analysis (Delin & Shilong, 2016), 
and systems thinking and modeling (Brown, Proust, 
Spickett, & Capon, 2011; Macmillan et al., 2014).

 ▸ Occupational Health
The workplace environment is generally more danger-
ous to human health than the ambient external envi-
ronment. Machinery, chemicals, dusts, ergonomic 
hazards, and the fact that much work is carried out 
with the body at its peak performance are all factors 
that contribute to the overall level of risk. Neverthe-
less, many of the same specific hazards occur in the 
workplace and the general environment; hence there 
are many similarities in how their effects can be mon-
itored and managed (Rosenstock, Cullen, Brodkin, & 
Redlich, 2005).

A variety of textbooks on occupational health 
and occupational medicine describe the many work-
place hazards to health (e.g., Levy, Wegman, Karon, & 
Sokas, 2011; Rosenstock et al., 2005; Smedley, Dick, & 
Sadhra, 2013; Stellman & International Labor Office 
[ILO], 1998). The issues in LMICs have been high-
lighted by the web-based detailed handbook by Elg-
strand and Petersson (2009), and a detailed treatise is 
given by Herzstein and colleagues (1998).

The convenient access via the Internet to informa-
tion about different occupational health hazards has 
reduced the need for access to major textbooks giving 
details of each health hazard. One important source is 
the Encyclopaedia of Occupational Health and Safety 
(ILO, 2012), which is a web-based, updated version of 
the original report (Stellman & ILO, 1998). Another 
source of health information for a wide variety of 
industrial chemicals is the collection of International 
Chemical Safety Cards, also available via the ILO web-
site (http://www.ilo.org/safework/info/publications 
/WCMS_113134/lang--en/index.htm). In addition, 
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the ILO website makes a substantive number of data-
bases and statistics available. In this section, we have 
kept many of the references from previous editions of 
this text, and revised or added references only when 
some important new evidence has become available.

Important phenomena in the workplace envi-
ronments of LMICs include the problems that occur 
during a time of rapid industrialization. Agricultural 
societies are transformed during this rapid transi-
tion, but often without the infrastructure for envi-
ronmental and workplace health protection that was 
built up in high-income countries over their many 
decades of industrial development. Sometimes the 
new industries replace existing cottage industries, and 
conditions may improve. In other cases, industries 
with outmoded, dangerous technology are moved 
from high-income countries, creating new hazards in 
the receiving LMIC. The phrase “export of hazards” 
has been used to describe this problem (LaDou &  
 Jeyaratnam, 1994; Moure‐Eraso, Wilcox, Punnett, 
Copeland, &  Levenstein, 1994). A new feature of this 
export of hazard is the transfer of much consumer 
product manufacturing (e.g., clothes, shoes, furniture, 
toys) to tropical countries with high ambient heat lev-
els during much of each year (Kjellstrom, Freyberg, 
Lemke, Otto, & Briggs, 2017; Kjellstrom, Holmer, & 
Lemke, 2009). Few factories in such countries have 
efficient air cooling systems, and the resulting work-
place heat stress is a major health and productivity 
threat, becoming worse as global climate change pro-
gresses. Another growing occupational health chal-
lenge is the increasing use of new migrants and “guest 
workers” in the economies of many high-income 
countries. The health and safety management of such 
workers is often less developed than for native workers 
(Arcury, Grzywacz,  Sidebottom, & Wiggins, 2013).

Agriculture
Agriculture is the most common occupation in rural 
areas of LMICs, where most of the world’s population 
lives. Most workers are engaged in subsistence agri-
culture, in which the boundaries between work and 
other aspects of daily life are fluid. Workplace hazards 
in this type of situation include generally poor and 
unhealthy living environments, which are often char-
acterized by unsafe drinking water, poor sanitation, 
and inadequate shelter.

Specific hazards may also exist in these areas, such 
as injury hazards from tools used in tilling the soil, 
vector-borne diseases related to walking in water or 
mud, hazardous heat exposure under extreme con-
ditions, bites from insects and animals, and falls or 

drowning from working on hillsides or riversides. The 
health risks are further increased because subsistence 
farm work involves the whole family, including chil-
dren and the elderly. Epidemiologic evidence of these 
types of health risks is scanty.

As the planting and harvesting processes become 
more advanced and farmers develop cash crop pro-
duction, new hazards emerge. The tools involved 
become more mechanized, which creates new types 
of injury risks, particularly because the use of these 
tools is unfamiliar to many of the workers. Pesticides 
are introduced, but often without the provision of full 
equipment and training (Thundiyil, Stober, Besbelli, & 
Pronczuk, 2008; WHO, 1990). As a consequence, an 
estimated 3 million cases of unintentional pesticide 
poisoning occur among agricultural workers in LMICs 
each year (WHO, 2004). In addition, pesticides have 
been estimated to be used as a deadly poison in 30% 
of global suicides, with 250,000 people taking their life 
in this way each year (Gunnell, Eddleston, Phillips, & 
Konradsen, 2007); the Unintentional Injuries and Vio-
lence chapter discusses self-directed violence in more 
detail.

Agricultural work hazards are not only related 
to planting and harvesting food crops. An import-
ant activity is the collection of fuel wood for cooking 
and heating. Wood and agricultural waste are often 
collected in local forests by women (Sims, 1994). An 
analysis of time use for these activities, along with 
water collection and cooking, in four low-income 
countries showed that women spent 9 to 12 hours per 
day engaged in such tasks, whereas men spent 5 to 8 
hours. Firewood collection may be combined with 
harvesting of wood for local use in construction and 
small-scale cottage industry manufacturing. A num-
ber of health hazards are associated with the basic 
conditions of the forest, including insect bites, stings 
from poisonous plants, cuts, falls, and drowning.

In countries with tropical heat and humidity, great 
physiological strain is placed on the body, whereas the 
cold is a potential hazard in temperate countries and 
the Arctic area. Excessive heat exposure is not just 
a health hazard, but also affects work capacity and 
productivity (Kjellstrom et al., 2017; Sahu, Sett, &   
Kjellstrom, 2013), which can reduce incomes for 
already vulnerable low-income workers. In countries 
with a high sunshine level, ultraviolet radiation can be 
another health hazard, increasing the risk of skin can-
cer and cataracts (Gallagher & Lee, 2006). 

Most forestry work is hard physical labor that 
is associated with a risk of ergonomic damage, such 
as painful backs and joints as well as fatigue, which 
increases the risk of injuries from falls, falling trees, or 
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equipment (Poschen, 1998). Women carrying heavy 
loads of firewood—and also at risk of ergonomic 
 damage—are common in areas with subsistence for-
estry (Sims, 1994). Further, the living conditions and 
sanitary facilities of forestry workers are often poor, 
and workers may spend long periods in simple huts in 
the forest with limited protection against the weather.

Urbanization typically leads to the development of 
a commercial market for firewood and larger-scale pro-
duction of firewood from logs or from smaller waste 
material left over after the logs have been harvested. 
Energy forestry then becomes more mechanized, and 
workers are exposed to additional hazards associated 
with commercial forestry (Poschen, 1998). Motorized 
hand tools (e.g., chainsaws) become more commonly 
used—a trend that leads to high injury risk, noise- 
induced hearing loss, and “white finger disease” caused 
by vibration of the hands (Griffin, Bovenzi, & Nelson, 
2003). In addition, fertilizer and pesticides become 
a part of the production system, which results in the 
potential for pesticide poisoning among sprayers. As 
the development of forestry progresses, more of the 
logging becomes mechanized with large machinery, 
reducing the direct contact between workers and mate-
rials. Workers in highly mechanized forestry have only 

15% of the injury risk of highly skilled forestry workers 
using chainsaws (Poschen, 1998). In contrast, firewood 
production continues to require manual handling and, 
therefore, may remain a hazardous operation.

The mortality and morbidity data for occupational 
hazard impacts on populations are in many countries 
severely underreported. However, based on the statis-
tics reported to the ILO, an idea of the reported mortal-
ity can be gleaned (TABLE 11-3). Agriculture and fishing 
have relatively high injury mortality rates in the four 
countries assessed in Table 11-3, while mining, has even 
higher rates, particularly in Turkey and the Philippines.

Mining and Extraction
Mining is inherently dangerous to the mine work-
ers, as highlighted by regular media reports of severe 
incidents in different types of mines. Most countries, 
including LMICs, have recognized this fact and devel-
oped specific legislation and systems to protect mine 
workers (Eisler, 2003; ILO, 2012; Ramani & Mutman-
sky, 1999; Stellman & ILO, 1998).

Two major types of mining exist, each with a some-
what different pattern of health hazards: underground 
mining and open-cast mining. Ergonomic hazards and 

TABLE 11-3 Occupational Injury Mortality Rates in Different Economic Sectors, Five-Year Averages for the  
Latest Years of Reports, 2009–2016

Sector (ISIC Code) Sweden United States  Turkey  Philippines

All occupations 1.0  3.4 15  5.4

Agriculture and fishing (A + B) 6.2 24  9.7 29

Mining and quarrying (C) 7.0 16 56 44

Manufacturing (D) 0.8  2.2 13  4.1

Electricity, gas, water supply (E) 1.0  2.8 23 17

Construction (F) 2.2  9.5 24  9.2

Trade and restaurants (G + H) 0.4  1.7  5.5  5.9

Transport (I) 3.2 14 21 18

Financial and business (J + K) 0.0  0.4  0.4  0.0

Administration, education, 
health, and other (L–O)

0.4  2.1  5.9  1.8

Note: The unit here is the number of deaths per 100,000 economically active workers in the sector.
Data from International Labor Organization statistics (Kjellstrom & Hogstedt, 2009).
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physical (accident-inducing) hazards occur in both, 
but underground work includes the added hazards of 
being crushed by falling rock, poisoned by gas or dust 
buildup, or affected by heat or radiation. Each type of 
mine entails specific hazards associated with the rock 
from which the ore is excavated. Most types of rock 
contain high levels of silica, leading to high levels of 
silica dust in the air of a mine and the risk of silicosis in 
workers. Certain types of rock (particularly uranium 
ore) contain radioactive compounds that are emanated 
as the gas radon, which increases the risk of lung can-
cer. Other types of rock contain metals that are inher-
ently poisonous (e.g., lead and cadmium) and that in 
certain conditions can cause dangerous exposures.

According to the United Nations’ Demographic 
Yearbooks, miners constitute a large occupational 
group on a global level. They represent as much as 2% 
of the economically active population in some coun-
tries. Although in recent years only 1% of the global 
workforce has been engaged in mining, this industry 
accounts for 8% of all fatal occupational accidents—
approximately 15,000 deaths per year. A detailed 
review of occupational health and safety issues in min-
ing was performed by Armstrong and Menon (1998).

Clearly, mining is a particularly dangerous occu-
pation. Table 11-3 highlights the high overall occupa-
tional mortality rates in selected countries. In LMICs, 
coal mining employs millions of people. Coal is a 
major global energy source, contributing 28% of total 
energy consumption (International Energy Agency, 
2017). It was the primary source of energy for the 
world between 1900 and 1960, but subsequently was 
overtaken by oil, much of it collected via more difficult 
extraction, such as “fracking” and tar sands extraction. 
Coal can be produced through surface mining (open 
cast) or underground mining. Both operations are 
inherently dangerous to the health of the workers.

Underground coal miners are exposed to the 
hazards of excavating and transporting materials 
underground. These risks include injuries from fall-
ing rocks and falls into mine shafts, as well as injuries 
from machinery used in the mine. There are no reli-
able global data on injuries of this type from LMICs 
(Jennings, 1998), but in high-income countries min-
ers have some of the highest rates of compensation for 
injuries. In addition, much of the excavation involves 
drilling into silica-based rock, which creates high lev-
els of silica dust inside the mine. As a consequence, 
silicosis is a common health problem in coal miners 
(Jennings, 1998). In addition, coal miners with silico-
sis have an increased risk of lung cancer.

Other health hazards specific to underground 
coal mining include the coal dust, which can cause 

“coal worker’s pneumoconiosis,” or anthracosis, often 
combined with silicosis. Coal dust is also explo-
sive, so explosions in underground coal mines are 
an ever-present danger for coal miners. Fires in coal 
mines are not uncommon, and once started may 
be almost impossible to extinguish. Apart from the 
danger of burns, the production of smoke and toxic 
fumes creates great health risks for the miners. Even 
without fires, the coal material produces toxic gases 
when it is disturbed—namely, carbon monoxide, car-
bon dioxide, and methane. Carbon monoxide binds to 
hemoglobin in the blood, blocking oxygen transport 
and causing chemical suffocation. This colorless and 
odorless gas gives no warning before the symptoms of 
drowsiness, dizziness, headache, and unconsciousness 
occur. Carbon dioxide displaces oxygen in the under-
ground air and can cause suffocation.

Mines where materials other than coal are 
extracted (e.g., iron, copper, lead, zinc, silver, gold) 
have similar risks of injuries, hot work environments, 
and exposure to silica dust. An additional health haz-
ard is exhaust fumes from the diesel engines used in 
machinery or transport vehicles underground. These 
emissions contain fine particles, nitrogen oxides, 
and carbon monoxide, all of which can create seri-
ous health problems. Underground mining may also 
expose the workers to extreme heat stress due to high 
temperature or humidity (Wyndham, 1969). The cli-
matic conditions underground need to be assessed 
when scheduling work shifts and breaks.

Surface mining avoids the hazards of working 
underground but still involves risks from machin-
ery, falls, and falling rocks. In addition, mining is 
energy-intensive work, similar to forestry, and heat, 
humidity, and other weather factors can affect the 
workers’ health. The machinery used is noisy, and 
hearing loss is a common effect in miners. Another 
health hazard is the often-squalid conditions in which 
many miners in LMICs live, which creates particular 
risks for the diseases of poverty.

A special type of mining is the extraction of oil and 
gas to supply the energy needs of societies in the midst 
of industrialization. Oil and gas exploration, drilling, 
extraction, processing, and transportation involve a 
number of the hazards mentioned previously: heavy 
workload, ergonomic hazards, injury risk, noise, vibra-
tion, and chemical exposures (Kraus, 1998). This type 
of work is often carried out in isolated geographic 
areas that are subject to inclement weather condi-
tions. Long-distance commuting may also be involved, 
which increases fatigue, stress, and traffic accident 
risks. The ergonomic hazards have the potential to 
cause back pain and joint pain. Injuries may include 
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burns and those caused by explosions. Workers need 
well- designed protective clothing to avoid skin dam-
age from exposure to the oil itself and from chemicals 
used in the drilling processes. In addition, many oil and 
gas installations have used asbestos for heat-insulating 
cladding of pipes and equipment, which leads to the 
hazard of inhalation of asbestos dust in the installation 
and repair of such equipment, which in turn increases 
the risk of lung cancer, asbestosis, and mesothelioma 
(Kamp, 2009; WHO, 1998, 2006).

Much exploration and drilling for oil and gas now 
occur offshore. This type of mining involves underwa-
ter diving work, which is inherently dangerous. In addi-
tion, the weather-related exposures can be extreme, 
particularly because the work often requires continu-
ous, around-the-clock operations (Kraus, 1998).

Construction
Construction work is another dangerous occupation; 
workers may potentially be exposed to a variety of 
hazards (Weeks, 1998). Risks include injuries from 
falls and falling objects, from machinery, or related 
to excavation or underground work. Because much 
construction work is carried out in the open, weather 
conditions may create hazards related to heat, cold, 
ultraviolet radiation, and dust storms. Construction 
work also involves heavy lifting of materials and activ-
ities in awkward body positions, leading to ergonomic 
hazards. Injuries, strains, and sprains are common. 
Many injuries are severe, leading to the high ratio of 
construction workers in the occupational mortality 
statistics (see Table 11-3).

In many cases, construction work involves expo-
sures to heat, cold, noise, chemicals, and biological 
hazards. Much of the machinery used is noisy, and this 
problem has only increased with the increasing mech-
anization of the industry. Demolition is a common 
aspect of construction work, and demolition activities 
are inherently noisy. As a consequence of these fac-
tors, noise-induced hearing loss is common among 
construction workers. Another aspect of the noisy 
environment is the increased safety problems caused 
by the masking of warning calls or other alarms.

Chemical and dust exposures are related to the 
composition of the building materials. Asbestos, which 
has long been used as insulation and as a component of 
asbestos-cement pipes and sheets, is a prime example 
of a hazardous material. Asbestosis (a form of pneu-
moconiosis), lung cancer, and mesothelioma (another 
fatal cancer strongly associated with occupational 
asbestos exposure) have been found in many construc-
tion workers (WHO, 1998). Indeed, mesothelioma is 

one of the most prominent occupational diseases in 
most countries where records are kept, while under-
reporting of asbestos-related lung cancer is common. 
In high-income countries, as many as 20,000 cases of 
lung cancer and 10,000 cases of mesothelioma occur 
each year due to workplace asbestos exposures that 
took place 20 to 40 years ago (Tossavainen, 2000). 

The use of asbestos in LMICs remains widespread 
(Kameda et al., 2014; Kazan-Allen, 2003; Tossavainen, 
2004) and, indeed, is continuing to increase (Le et al., 
2010). The epidemic of serious health effects associated 
with exposure to asbestos takes decades to develop, so 
preventive actions need to be taken at an early stage. 
Some LMICs have instituted bans on use of asbestos 
in construction, which would be the most effective 
means of prevention. Alternatives to asbestos exist for 
almost every use, and their cost is often similar to that 
of asbestos. The epidemic of asbestos-related disease 
is still on the ascendancy in a number of high-income 
countries, even though virtual bans were instituted in 
the 1980s—for example, in New Zealand, where the 
full epidemic of asbestos cancer over 40 years may kill 
at least 2,000 to 3,000 workers (Kjellstrom, 2004).

Other chemical and dust exposures in the construc-
tion industry include cement dust among bricklayers 
and concrete workers (Meo, 2004); such dust causes 
lung disease and dermatitis. Sand-blasting or rock 
drilling creates silica dust in the air, which can lead to 
silicosis in exposed workers. Construction work often 
involves welding, which adds further health hazards, 
such as inhalation of welding fumes that leads to bron-
chitis. Paint fumes often contain organic solvents that 
may cause neurologic disorders. The hazards of dusts 
and fumes are increased inside confined spaces, where 
these concentrations can reach extremely high levels.

Because of climate conditions, work in the con-
struction industry is often seasonal, so contract work-
ers may rely on other work during parts of each year. 
This seasonality is influenced by climate. In tropical 
and subtropical countries, extreme heat exposure 
during the hot season may cause major health and 
productivity issues (Kjellstrom, Holmer, & Lemke, 
2009; Nybo, Kjellstrom, Bogataj, & Flouris, 2017). 
The intermittent character of seasonal work also cre-
ates problems in maintaining efficient prevention 
programs to protect workers against these hazards 
(Weeks, 1998), especially in LMICs. Subcontracting 
or informal employment relations often reduce the 
responsibility taken by the main employer or contrac-
tor on a construction site. When the responsibility for 
health and safety is dispersed among many individu-
als, the protection against hazards may become insuf-
ficient. Thus, in construction work, it is important that 
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contracts include the necessary safety provisions and 
that systems be in place for monitoring and enforcing 
these provisions.

Transport
An important industry in modern society is motorized 
transport of goods and people. As a country develops 
economically, transport occupations typically account 
for an increasing proportion of the workforce. These 
jobs include drivers of trucks, buses, taxis, trains, air-
planes, and other vehicles; people involved inside the 
vehicles (e.g., conductors, flight attendants); people 
involved in loading and offloading freight; and people 
involved in the management of the transport system 
(e.g., traffic police, air traffic controllers).

The motorized transport system creates several 
health hazards in communities as described in other 
sections of this chapter (e.g., air pollution, noise, injury 

risks). The health risks specific to the people work-
ing in the transport industry are also of importance. 
Table 11-3 shows the relatively high injury and mortal-
ity risks for transport workers in four countries. Most of 
these deaths are likely to be listed as “traffic accidents” 
in official statistics. Other occupational health hazards 
include exposures to noise, chemicals, and dusts, as 
well as ergonomic hazards associated with lifting heavy 
loads and sitting for hours in the same position while 
driving a vehicle (Kjellstrom, Ferguson, & Taylor, 2009).

Industry and Manufacturing
Industrialization brings many benefits in the form of 
income and jobs, but, unless regulated in some fashion, 
can lead to significant occupational and public health 
hazards. These health hazards may take the form of 
releases of toxic or potentially toxic materials—as in 
the notorious cases in postwar Japan (EXHIBIT 11-4). 

EXHIBIT 11-4 Minamata and Itai-Itai Disease: Classic Environmental Health Disasters

Environmental health disasters have been important triggers for national and international action to prevent environmental 
pollution. The best-known such disaster may be Minamata disease, which struck the small coastal town of Minamata, Japan, 
in 1956 (ILO, WHO, International Program on Chemical Safety, & United Nations Environment Programme, 1990). Hundreds 
of people were seriously affected by methylmercury poisoning, and many victims died. This type of poisoning affects the 
nervous system, producing symptoms that range from slight numbness of the fingers to loss of the ability to talk and walk.

The source of the methylmercury in Minamata was a chemical production factory that used mercury as a catalyst in 
one of its processes. Surplus mercury was discharged via spill water into a nearby bay, and this mercury accumulated in 
bottom sediments. Microbes in the sediments converted the mercury to methylmercury, which eventually entered the 
food chain of fish and caused high methylmercury levels in the local fish. Minamata had a substantial population of small 
family fisheries, and these families were the most affected.

The outbreak of the disease developed over several months, and it was initially thought that a new type of infectious 
disease affecting the nervous system had appeared. It took months of detailed epidemiologic research to conclude that 
the cause of the disease was associated with the consumption of fish. Further toxicologic and epidemiologic research over 
many years eventually identified the specific chemical involved. A second outbreak of similar methylmercury poisoning, 
in Niigata, Japan, intensified the search for a definite cause. In 1968, the Japanese government committee responsible for 
elucidating the cause finally incriminated methylmercury—12 years after the disease was first reported.

A similar story can be told about Itai-Itai disease, a form of chronic cadmium poisoning that developed in farmers in 
Toyama, Japan, at about the same time as the first outbreak of Minamata disease (Friberg, Elinder, Kjellstrom, & Nordberg, 
1986; WHO, 1992). Painstaking research identified that the consumption of cadmium-contaminated rice and drinking 
water was the cause. The cadmium, which came from a mining area and a lead/zinc ore concentration plant, had reached 
the affected community via a river that residents used to irrigate their rice fields. The farming families in the contaminated 
area had small subsistence farms, providing for all of their needs. Thus, if a family’s farm was contaminated, the family 
members ended up with high daily cadmium intake. Cadmium is a cumulative poison that eventually damages the 
kidneys, indirectly leading to bone deformities and fractures because of severe osteomalacia and osteoporosis.

At the time when these two disease outbreaks occurred, Japan was a low-income country trying to recover from 
the disastrous economic effects of World War II. The living conditions were not dissimilar to those in today’s low-income 
countries undergoing rapid industrialization. Rural populations consumed mainly locally produced food. Only basic 
healthcare services were available, and the environmental pollution situation was not closely monitored or managed. 
Local industry discharged wastes into the air, rivers, or sea without much pollution control equipment. 

A country that currently has similar conditions to erstwhile Japan is China, which also has lead, zinc, and copper 
mining; rice farming; and high local food content in the diet. Indeed, cadmium-polluted areas have been found in China 
(Cai, Yue, Shang, & Nordberg, 1995), and environmental epidemiologic studies have discovered exposures and effects 
similar to those observed in the polluted areas of Japan.

Occupational Health 503



Some industrial facilities carry the risk of large-scale 
accidental releases of toxic materials. The biggest such 
release in world history occurred in Bhopal, India, 
where an explosion at a pesticide manufacturing plant 
resulted in some 3,000 deaths caused by the chemical 
methyl isocyanate and significant health impairment 
in many tens of thousands of people. The impact of 
this accident at the facility was exacerbated by the lack 
of urban zoning controls, with hundreds of house-
holds having been built directly adjacent to the plant. 
There was also inadequate planning for alerting and 
evacuating the public once the accident had occurred. 

Manufacturing workplaces can be the sites of 
any of a long list of occupational hazards, some of 
which were mentioned in earlier sections of this 
chapter. A review of the various hazards is included 
in the Encyclopaedia of Occupational Health and 
Safety, published by the International Labor Orga-
nization (ILO, 2012; Stellman & ILO, 1998). Manu-
facturing involves ergonomic injury hazards from 
improper work positions, heavy lifts, and danger-
ous machinery; physical hazards, such as noise, 
heat, poor lighting, and, occasionally, radiation; and 
chemical exposures of many kinds. However, as in 
the earlier history of today’s high- income countries, 
the major chemical exposure problems in LMICs 
include lead, cadmium, chromium, mercury, other 
metals, organic solvents, and welding fumes. Increas-
ingly, the most  hazardous industries and processes 
are being exported from high-income countries to 
LMICs (LaDou &  Jeyaratnam, 1994), but without 
the technological improvements that have reduced 
workers’ exposures to these risks in the high-income 
countries. In addition, stress and other psychosocial 
hazards of long work hours and shift work are com-
mon in industries that have made large investments 
in machinery, from which economic benefits accrue 
only when the equipment is in operation. Notably, the 
transfer of consumer products manufacturing (e.g., 
clothes, shoes, furniture) to low-income countries 
has created health risks due to limited applications of 
occupational health and safety management precepts.

Of the various manufacturing industries, some 
with particular health risks are worth highlighting. 
In electrical appliance manufacturing (Stellman & 
ILO, 1998), major risks are found in lead-acid battery 
manufacturing operations, which produce batteries 
for vehicles. Because such batteries are too heavy to 
transport over long distances, local production is usu-
ally established at an early stage of the “motor car soci-
ety.” The operation of these factories typically involves 
many workers who receive unacceptably high lead 
exposures. The usual approach is to monitor workers’ 

blood lead levels; if the levels exceed the national stan-
dard, the worker is taken off lead exposure work for 
a few weeks. Indeed, this type of risk management is 
enshrined in occupational health law in many coun-
tries. This approach displaces the exposure problem 
to the individual rather than analyzing the workplace 
environment as a whole.

Cadmium is another toxic metal of increased 
importance; it is used in rechargeable batteries in 
modern electronic equipment such as mobile phones. 
Unfortunately, the manufacturing of cadmium batteries 
involves even more risks than lead battery production. 
Vigilant exposure monitoring and effective protection 
are essential to avoid chronic poisoning in the form of 
kidney and lung diseases (Friberg et al., 1986).

Another manufacturing industry commonly 
found in high-income countries is metal processing 
and metal working. Smelting and refining of any metal 
create a major potential for occupational exposures to 
many types of hazards, especially exposure to toxic 
metal dusts, sulfur dioxide, and other fumes. Because 
these industries often involve large-scale operations, 
even small concentrations of toxic compounds in 
the processes can yield substantial emissions into the 
workplace and the surrounding environment. The  
experience with lead smelters in many countries has 
produced similar outcomes: high lead exposures for 
workers and contamination of the local environment. 
Often the workers and their families live in the vicin-
ity of the industry, and high lead exposures from dust 
emissions are found in children who live in the area 
(Baghurst et al., 1992). These exposure situations 
have been studied in detail in the United States and 
Australia, and epidemiologic research there has pro-
duced some of the most valuable quantitative data on 
the health risks of lead in children and workers (see 
Exhibit 11-2).

Service Occupations
Many service industries involve important occupa-
tional hazards. The services reviewed by the Interna-
tional Labor Organization include those characterized 
by specialized and sometimes severe hazards, such 
as emergency and security services (e.g., firefighting 
and law enforcement), public and government ser-
vices (e.g., garbage collection and hazardous waste 
disposal), and healthcare services (Stellman & ILO, 
1998). Occupations that are considered likely to have 
less severe hazards include retail trades, banking, 
administrative services, telecommunications, restau-
rants, education, and entertainment. Nevertheless, 
stress due to increased mental workload and various 

504 Chapter 11 Environmental and Occupational Health



forms of interpersonal conflicts in such settings can 
become major occupational health hazards.

Firefighting involves exposure to carbon monox-
ide and toxic fumes, as well as the heat from the fire 
itself. Injuries from falling debris, falls, or working in 
awkward positions are also of concern. Protection of 
workers depends on the availability and use of pro-
tective equipment, which may be in short supply in 
LMICs. Law enforcement is another high-risk occupa-
tion, as it involves hostile contacts with persons who 
may be armed.

Garbage collection exposes workers to risks of 
cuts and other injuries from the garbage itself, as well 
as ergonomic hazards (e.g., heavy lifting) and chemi-
cal hazards. A notable at-risk group in LMICs is the 
people who scavenge on garbage dumps for recy-
clable materials from which to glean a meager exis-
tence. Sometimes these scavengers actually live on the 
garbage dump, where they are subjected to risks of 
infectious disease, bites from rats and dogs, and other 
dangers. Because hazardous wastes are not always sep-
arated out from general wastes, their presence adds to 
the risks encountered by the garbage collectors and 
scavengers. In areas where hazardous wastes are sep-
arated, the storage and handling of these materials 
requires sophisticated protective equipment, detailed 
information about the hazards, and efficient manage-
ment systems; these factors are often missing even in 
high-income countries.

Healthcare workers face hazards such as infec-
tions from patients, transmission of HIV or hepatitis 
from needlesticks, and allergies to medications or to 
cleaning and disinfection chemicals. More generally, 
the most common problem faced by these workers is 
ergonomic hazards from lifting or moving patients, 
which may lead to back injuries. This type of injury 
creates great problems for nurses and nurse aides, and 
in many cases curtails their careers. Another service 
occupation with particular occupational health haz-
ards is the tourism industry.

One special hazard for people in service trades 
that involve continuous work at computer keyboards 
is the development of repetitive strain injury, also 
known as occupational overuse syndrome (Rosen-
stock et al., 2005). Repetitive keyboard finger work, 
or repetitive fine movement of the computer mouse, 
may create a wear-and-tear reaction in tendons and 
muscles that can lead to chronic pain. As with back 
problems, these painful conditions are not always 
accompanied by measurable anatomic or pathologi-
cal changes, which has caused substantial arguments 
among medical practitioners as to the genuineness of 
the disease. However, as many people using modern 

computers attest, the short-term pain after intensive 
use of a keyboard or a mouse is real. Ergonomic design 
of computer workstations and the provision of regular 
work breaks are essential for preventing this occupa-
tional hazard. The height of the keyboard should be 
adjusted to the individual user.

Other Occupations
Among the other occupational exposure situations 
of particular importance, especially in LMICs, are 
cottage industries of various types. At an early stage 
of industrialization, small-scale operations based on 
family members may be the mainstay of certain indus-
tries. They may take the form of work contracted out 
from a larger enterprise, or the businesses may arise 
directly in relation to the local market. The production 
of handicrafts, clothing, and consumer items for local 
households may be the starting point, although more 
hazardous activities, such as recycling car batteries, 
may also develop initially as cottage industries. Such 
work may entail extreme exposures to toxic chemicals, 
with little or no protection either for the workers or 
for other family members. Ergonomic hazards, inju-
ries, noise damage, and all other occupational hazards 
are likely to be a greater danger in these cottage indus-
tries than in larger, more organized enterprises.

 ▸ Major Issues in Environmental 
Health

The next sections describe five current major issues in 
environmental and occupational health. These issues 
illustrate well the measurement, research and practice 
methods, boundary, and policy challenges that have 
been outlined so far, as well as including aspects of 
environmental and occupational health. All combine 
multiple environmental hazards and multiple sources 
for those hazards, with complex sources and interac-
tions, acting at a range of scales, from the household 
to global. These five issues are indoor and outdoor air 
pollution, freshwater, food production, cities and the 
built environment, and climate change. The last is the 
most challenging global environmental health issue of 
our time, and it potentiates many of the environmen-
tal hazards discussed in the remainder of the chapter.

Air Pollution
Air pollution, a complex mixture of gases and parti-
cles, is one of the most important risk factors for dis-
ease. While thousands of compounds are found in air 
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pollution, governments tend to focus on a specific sub-
set as indicators of the overall air quality. In this section, 
we primarily address small particles, one of the most 
commonly measured and best-understood air pollut-
ants. According to the Institute for Health Metrics and 
Evaluation’s Global Burden of Disease (GBD) study, 
exposure to small particles contributed to approxi-
mately 6.1 million deaths (11% of the total) and 163 mil-
lion DALYs (6.8% of the total) in 2016 (IHME, 2016).

The discovery and “taming” of fire is an event 
described as the transition between the prehuman 
and human periods. Since this development, people 
have polluted the air both inside and outside of their 
homes, first for cooking and heating, and later for 
transportation and as by-products of industrial activ-
ity and waste disposal, among other sources. Air pol-
lution now occurs at many scales: 

 ■ In households, where biomass fuels are still 
burned for cooking, heating, lighting, or for other 
tasks

 ■ At local levels, where numerous sources (automo-
biles, industry, and natural events) degrade ambi-
ent air quality

 ■ Regionally and globally, as transport of pollutants 
across boundaries results in impacts far from the 
original sources
The burden of ill health resulting from exposure to 

ambient and household air pollution estimated in the 
GBD study focuses on five endpoints: heart disease, 
stroke, lung cancer, and chronic obstructive respira-
tory disease in adults and lower respiratory infection 
in children under 5. The majority of ill health arises 
from exposure to PM2.5—that is, particulate matter, 
or soot, with an aerodynamic diameter of less than 
2.5 μm (depicted next to a human hair and a grain of 
beach sand for comparison in FIGURE 11-6).

Ambient and household PM2.5 exposure rank 
among the top global risk factors for mortality and 
account for more deaths than many other better- 
recognized risk factors, including alcohol use, high 
body mass index, and high salt intake. These estimates 
most likely underestimate the true global health impact 
of air pollution, as new evidence points to associations 
with neurologic and cognitive deficits (Dix-Cooper, 
Eskenazi, Romero, Balmes, & Smith, 2012; Morales  
et al., 2009; Perera et al., 2006; Suades-Gonzalez, 
 Gascon, Guxens, & Sunyer, 2015; Suglia, Gryparis, 
Wright, Schwartz, & Wright, 2008), diabetes (Eze et 
al., 2015), asthma (Oluwole, Arinola, Huo, & Olopade, 
2017a, 2017b; Wong et al., 2013), other cancers 
( Josyula et al., 2015), and pregnancy and birth out-
comes (Amegah, Quansah, & Jaakkola, 2014).

The remainder of this section provides overviews 
of household and ambient air pollution and briefly 
discusses regional dispersion of air pollution.

Household Air Pollution
Use of the oldest of human energy technologies—the 
home cooking and heating fire fueled by wood—
began approximately 1.8 million years ago (Wrang-
ham, 2009). As cultivation and farming took hold, so, 
too, did burning of agricultural waste, including ani-
mal dung and crop residues, for heating and cooking. 
Approximately 1,000 years ago, coal use peaked in sev-
eral European countries, where it was easily obtained; 
coal is still used widely in China today (Smil, 1994). 
The three broad fuel types—coal, wood, and crop 
residues/dung—are still used as a primary source of 
energy for cooking and heating by approximately 40% 
of households globally. They are commonly burned 
in simple cookstoves, resulting in large amounts of 
smoke termed “household air pollution.”

90 µm diameter
Fine beach sand

PM 10 

PM 2.5
e.g., Combustion particles, organic

compounds, metals <2.5 µm in diameter
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Dust, pollen, mold, etc.
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FIGURE 11-6 The size of PM2.5 in comparison with a human hair, beach sand, and PM10.
Reprinted from The Lancet, 383(9928), Guarnieri, M. and J. R. Balmes, Outdoor air pollution and asthma, 1581–1592, Copyright 2014, with permission from Elsevier.
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A useful framework for examining the trends and 
impacts of household fuel use is the “energy ladder.” It 
ranks household fuels along a spectrum running from 
the simple biomass fuels (dung, crop residues, and 
wood), through the fossil fuels (kerosene and gas), to the 
most modern form (electricity). In moving up the ladder, 
the fuel and stove combinations that represent the higher 
rungs increase the desirable characteristics of cleanliness, 
efficiency, storability, and controllability. At the same 
time, capital cost and dependence on centralized fuel 
cycles tend to increase with upward movement on the 
ladder. Although local exceptions are possible, history 
has generally shown that when alternatives are affordable 
and available, populations tend to naturally move up the 
ladder to use of  higher-quality fuel and stove combina-
tions. Indeed, 60% of the world’s population uses gas or 
electricity for nearly all of their cooking. The remaining 
40% of the world’s population is either still using wood or 
has been forced down the ladder by local wood shortages 
to crop residues, animal dung, or, in some severe situa-
tions, the poorest-quality fuels, such as shrubs and grass.

Exposure to household air pollution arising from 
cooking resulted in approximately 2.8 million deaths 
in 2016 (IHME, 2016). TABLE 11-4 lists some of the 
many hundreds of health-damaging pollutants (HDPs) 
emitted as products of incomplete combustion from a 
range of household solid-fuel stoves. Even though bio-
mass fuels might produce few wastes other than car-
bon dioxide and water when combusted completely, 
in practice as much as one-fifth of the fuel carbon is 
diverted to products of incomplete combustion, many 
of which are important HDPs (Naeher et al., 2007). 
Unfortunately, not only do solid-fuel stoves produce 
substantial HDPs, but a large fraction lack chimneys 
for moving the emissions out of the living area. Con-
sequently, household air pollution concentrations can 

reach high levels for many HDPs, including PM2.5 and 
carbon monoxide. For example, fine particulate levels 
often reach 20 to 40 times the WHO guideline level of 
10 μg/m3 set to protect health. Furthermore, in areas 
in which households have chimneys, heavily polluting 
stoves can produce significant local or neighborhood 
outdoor pollution. This is particularly true in densely 
populated urban slums, where such neighborhood 
pollution can greatly exceed urban average levels. 
Globally, it is estimated that approximately 12% of total 
ambient air pollution comes from household sources; 
in India, this contribution is approximately 26%, while 
in China it is approximately 10% (Chafe et al., 2014). 

Coal, by comparison, not only is difficult to burn 
completely because of its solid form, but also can con-
tain significant intrinsic contaminants. Most promi-
nent among such emissions from coal are sulfur oxides, 
but in many areas coal smoke also contains arsenic, 
fluorine, lead, mercury, or other toxic elements that 
lead to serious HDPs. Recent meta-analyses provide 
strong evidence that exposure to hazardous air pollut-
ants from coal smoke increases the risk of lung can-
cer. In fact, the International Agency for Research on 
Cancer (IARC) classified coal emissions as a Group 1 
carcinogen (Hosgood et al., 2011; Straif et al., 2006; 
Zhang & Smith, 2007). 

China provides a practical example of the dangers 
of coal smoke exposure and an effective initiative to 
reduce this exposure. Since the 1980s, this country has 
introduced more than 180 million improved stoves with 
chimneys—more than in all other LMICs combined. In 
Yunnan province, this strategy has led to a 50% reduc-
tion in the risk of lung cancer and chronic obstructive 
pulmonary disease (COPD) (Zhang & Smith, 2007).

Petroleum-based liquid and gaseous fuels, such as 
liquid petroleum gas and natural gas, may also contain 

TABLE 11-4 Major Air Pollutants, Their Physical State, and Their Sources

Pollutant State Sources

Ozone Gas Generated from other pollutants and natural 
processes

Sulfur dioxide Gas Fossil fuel combustion, natural emissions

Carbon monoxide Gas Fossil fuel combustion

Nitrogen oxides Gas Combustion processes

Particulate matter Particulate Combustion, fertilizer use, dust storms

Hazardous air pollutants, including benzene, 
formaldehyde, dioxin, and others

Gas Incomplete combustion, chemical processing, 
solvent use

Data from IARC Monographs Volume 109: Outdoor Air Pollution (2013).
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sulfur and other contaminants, albeit in much smaller 
amounts than in many coals. Further, their physical 
forms allow for much better premixing with air in simple 
devices, thereby assuring substantially higher combus-
tion efficiencies and lower HDP emissions. In addition, 
gas stoves tend to be much more energy efficient. Hence, 
the HDP emissions per meal from these fuels are at least 
an order of magnitude less than those from solid fuels.

One of the significant challenges to reducing the 
burden of disease associated with household air pollu-
tion is choosing a set of solutions that both decreases 
emissions of HDPs and is suitable to the household to 
the extent that they nearly entirely stop use of the older, 
polluting traditional stove. Modern, clean fuels—such 
as liquefied petroleum gas (LPG) or natural gas—or 
electric cooking are an ideal solution, but may remain 
out of reach of many households who either can-
not afford or access these technologies. A number of 
improved biomass stoves have been created and have 
shown promising reductions in HDP emissions in the 
laboratory, only to perform poorly in the field or to be 
used only occasionally for specific tasks, negating their 
benefit. Much emphasis is currently placed on finding 
ways to make clean, modern fuels available to the poor 
through innovative policy programs, targeted social 
welfare investments, and other policy paradigms.

Outdoor/Ambient Air Pollution
Ambient air pollution has, in recent decades, become 
recognized as a global health problem (Health Effects 
Institute, 2017; Landrigan, 2016; Pope & Dockery, 
2006; WHO, 2016), in large part due to a combination 
of strong epidemiologic evidence and recent and public 
air pollution episodes in India and China. Between 1990 
and 2015, global, population-weighted PM2.5 exposures 
increased approximately 11% (Health Effects Institute, 
2017). This change reflected rapid increases in ambient 
air pollution in heavily populated areas, including large 
megacities of India and China, but ambient pollution 
levels also exceed guidelines in large parts of rural Asia 
as well. For example, approximately 90% of the global 
population live in areas where the ambient air pollu-
tion exceeds WHO’s exposure guideline of 10 μg/m3.  
Approximately 85% of those living with the most 
extreme average concentrations (greater than 75 μg/m3)  
reside in China, India, Pakistan, and Bangladesh (Health 
Effects Institute, 2017). Note that the mortality impacts 
of air pollution are increased by high environmental 
heat exposures, as happened during the  European heat 
wave in August 2003 (Dear, Ranmuthugala, Kjellstrom, 
Skinner, & Hanigan, 2005).

Unsurprisingly, there are differences in the pat-
terns and levels of exposure to air pollution globally. 

In high-income countries, industrial and hazardous 
air pollutants from coal burning that proliferated in 
earlier eras has been largely replaced by pollutants 
from motorized transport that form photochemical 
smog, including ozone (a strong irritant that affects 
the eyes, upper airways, and lungs) in summer and a 
heavy haze of particulates and nitrogen oxides in win-
ter (see Table 11-4 for common pollutants of concern 
and their major sources). Although many industrial-
ized cities do not yet meet annual standards for every 
pollutant, conditions are generally much better than 
in the past, with cleaner cities becoming even cleaner, 
primarily in high-income countries.

In contrast, in LMICs, urban air pollution has 
reached alarming levels in many cities. In New Delhi, 
Beijing, and several other Indian and Chinese cities, 
for example, the annual average concentrations of 
particulates have been 5 to 15 times greater than the 
WHO guideline. In China, the main source of pollu-
tion is combustion of coal, though the transportation 
sector and household biomass combustion make only 
slightly smaller contributions to the deaths attribut-
able to PM2.5 pollution (GBD MAPS Working Group, 
2016). Both the morbidity and the mortality in Chi-
nese cities due to air pollution are estimated by some 
observers to be increasing (Chen et al., 2017).

Studies relating ambient air pollution levels to 
health risks were, until the 1970s, largely confined to 
examining the health impacts of particular extreme 
episodes of high outdoor air pollution levels. Subse-
quent studies, based on daily mortality time series, 
have elucidated the role of respirable particulates, 
including black carbon, ozone, sulfates, and nitrogen 
oxides in acute mortality (Schwartz, 1994). The advan-
tages and attractions of daily time-series statistical 
analysis were discussed in the section “Study Design 
Options” earlier in this chapter. Long-term follow-up 
studies of populations exposed to different levels of air 
pollution, especially PM2.5, indicate that the higher the 
levels of exposure, the greater the mortality risk.

For example, a 16-year follow-up of 550,000 
 people in the United States was used to link urban 
air pollution exposures to mortality with appropriate 
control of confounding factors (Pope et al., 2002) as 
part of the American Cancer Society cohort study. 
An increased mortality in cardiopulmonary diseases 
was identified, and the strongest relation to air pol-
lution (indicated by exposure to PM2.5) was found for 
lung cancer. Further quantification of the exposure–
response relationships based on the same cohort and 
other studies is now available (Pope, 2009; Pope et al., 
2004; Pope, Ezzati, & Dockery, 2009). Since the origi-
nal study, numerous updates and continued follow-up 
have occurred (WHO, 2013b), with all showing 
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remarkably consistent findings. Additional cohort 
studies from Asia, Canada, and Europe have provided 
further evidence of the impact of long-term exposure 
to PM2.5 on mortality.

Asthma, whose prevalence has been increasing 
in high-income countries for three decades, has a 
still unresolved relationship to external air pollution 
(Guarnieri & Balmes, 2014). A 2009 meta-analysis 
found that traffic-related air pollution (TRAP) con-
tributed to the development of asthma symptoms in 
healthy children (Bråbäck & Forsberg, 2009; Pollock, 
Shi, & Gimbel, 2017), as did a 2017 systematic review 
and meta-analysis (Khreis et al., 2017), but other stud-
ies and reviews have yielded less conclusive results for 
ambient air pollution writ large. The apparent increase 
in the susceptibility of modern generations of children 
to asthma may derive from changes in human ecology 
that have altered early-life immunologic experience, 
such as reduced exposure to childhood infections 
(due to smaller family sizes) or increased allergenic 
exposures (e.g., house-dust mites or fungal spores).

Epidemiologists have developed a diverse, sophis-
ticated set of methods for assessing the health impacts 
of air pollution. Nevertheless, the measurement issue 
remains bedeviled by difficulties in exposure assess-
ment, the uncertain differentiation of acute and 
chronic effects, the need to sort out independent and 
interactive effects between air pollutants that are often 
highly correlated, and the fact that the air pollution 
profile keeps evolving as human activity patterns 
change. Although many uncertainties remain, there 
is agreement that significant health effects occur at 
pollutant concentrations that were previously consid-
ered benign. In the case of small particulates, which 
can penetrate deeply into the respiratory system, there 
is no evidence of a threshold exposure below which 
no effect occurs. As a consequence, policy makers are 
forced to decide which level of health risk is acceptable 
to determine an appropriate exposure standard.

Traffic and Transport
As cities grow in size, their urban transport sys-
tems expand and evolve. In particular, private car  
ownership has increased spectacularly over the past half- 
century, creating new opportunities and freedoms—
and a new raft of social and public health problems 
(London School of &  Tropical Medicine Public Health, 
1997;  Nieuwenhuijsen, 2016;  Nieuwenhuijsen, Khreis, 
 Verlinghieri, &  Rojas-Rueda, 2016). 

Transportation is one of the key polluters in the 
process of economic development, urbanization, and 
industrialization. In traditional subsistence agricul-
tural societies, the community’s basic needs could be 

met within a relatively localized distance. Increases 
in population size and density meant that specialized 
resources for the community, such as firewood, had to 
be acquired from increasingly distant sources, which 
creates transportation needs. Modern economic 
development has accelerated this process through fur-
ther specialization of economic tasks and dependence 
on resources from distant areas. Energy sources, such 
as coal, must be transported from afar to sustain local 
cottage industries; such is also the case with food items 
to sustain people in places where little can be grown or 
gathered for much of the year.

Today, the automobile has become the dominant 
source of air pollution in many cities. The World Bank and 
IHME estimate that pollution from vehicles is responsi-
ble for 184,000 deaths globally (Bhalla et al., 2014). Cur-
rent technical solutions to this problem include making 
car engines more energy efficient and using pollution- 
control devices, such as catalytic converters. The obvi-
ous, more radical solution is to reduce dependence on 
car traffic by encouraging people to walk and to travel by 
trains, buses, or bicycles. Such measures, carried out as 
part of a clean air implementation plan, can significantly 
reduce automotive air pollution, as has been shown in 
certain towns in the United States and Germany (WHO, 
1997). The unprecedented action to reduce emissions 
that took place during the 2008 Beijing Olympics pro-
vides a profound example of the potential efficacy of 
clean-air implementation plans. Pollution-control mea-
sures instituted during that period included limiting 
automobile usage, closing heavy industrial facilities, and 
pausing construction work. Collectively, these strategies 
resulted in a 54% reduction in particulate matter of 10 
µm or less and subsequently a 46% reduction in outpa-
tient visits for asthma during the two weeks of the Olym-
pics (Li, Wang, Kan, Xu, & Chen, 2010).

In cities in LMICs, transportation problems have 
grown even faster. Whereas in Europe a local transport 
infrastructure based on railways, trams, and buses 
was already in place when the car boom emerged 
in the 1960s, LMICs often have negligible transport 
infrastructure. Hence, with increasing affluence and 
urbanization, the automobile is seen as the best solu-
tion for individual families. As a consequence, cities 
such as Mexico City experienced a rapidly deterio-
rating air pollution situation during the 1980s and 
1990s (Davis, 2017). However, the recent experience 
of Mexico City also provides a case study of attempts 
to reduce car-generated air pollution (Davis, 2017).

Since the first oil crisis in the 1970s, the average 
fuel efficiency of the world’s automobiles has increased 
substantially, largely through major improvements in 
North American car manufacturing through the mid-
1990s that brought these vehicles’ efficiencies nearly 

Major Issues in Environmental Health 509



to European levels. Emissions of air pollutants have 
also been greatly reduced, partly through combustion 
modifications and partly through extensive application 
of end-of-pipe controls, in the form of catalytic con-
verters. Nevertheless, if the number of automobiles in 
LMICs continues to grow as it has in recent years, unac-
ceptable air pollution levels will undoubtedly persist for 
many decades despite the application of even the best 
current automotive pollution-control technologies.

Regional Dispersal of Air Pollutants
Following the surge of industrial growth in high- 
income countries following World War II, the trans-
boundary problem of acid deposition (commonly 
referred to as “acid rain”) became increasingly prob-
lematic. It was featured prominently at the 1972 United 
Nations Conference on the Human Environment in 
Stockholm. By that time, eastern Canada was expe-
riencing problems from acidic emissions traveling 
northeast from the United States, and Scandinavia was 
exposed to emissions from the United Kingdom and 
highly industrialized areas of West and East Germany. 
More recently, the strong increase in China’s industrial 
production has subjected Japan to acid deposition from 
that source. Acid levels are also rising in other parts of 
Asia as energy use grows across the entire region.

The hazards to human health from this source are 
neither extreme nor direct. Nevertheless, the acidifica-
tion of waterways and soils has demonstrably increased 
the mobilization of various elements— particularly 
heavy metals and aluminum—that enables them to 
enter the drinking water and the food chain. Human 
exposures to these elements have, therefore, increased 
in several regions.

The El Niño event of 1997–1998 created unusually 
strong drought conditions in Southeast Asia, which 
exacerbated the size and duration of forest fires origi-
nally lit to clear land. The result, in addition to exten-
sive damage to the forests, was regional air pollution 
in the form of wood smoke plumes that extended over 
thousands of miles and could readily be seen by satel-
lites. The forest fires raised outdoor particulate levels 
to several times the acceptable upper limit in a num-
ber of large cities in the region for a period of days 
to weeks, apparently with significant accompanying 
adverse health effects. Although it was larger in 1997–
1998 than in previous years, the same phenomenon 
has actually been occurring for decades in the region, 
and is likely to be repeated in the future unless land-
use practices are drastically modified.

Another issue of importance is the development of 
atmospheric “brown clouds” caused by the confluence of 
urban air pollution from the numerous cities and major 

industries in Southeast Asia, India, China, and elsewhere 
in the world (Ramanathan et al., 2005; Ramanathan & 
United Nations Environment Programme [UNEP], 
2008). These high-level “clouds” result from ground-level 
emissions, which also cause outdoor air pollution levels 
to exceed air quality guidelines in large areas of Asia, 
even those regions located far from cities.

Freshwater
Ever since hunter-gatherers turned to cultivation and 
settled living, sanitation and unsafe drinking water 
have been health problems for human societies. Fur-
ther, although nearly two-thirds of the Earth’s surface 
consists of water, only 2.5% of this is freshwater, and 
only 11% of this freshwater is available for human use. 
Political and institutional factors operate on top of this 
scarcity to create a global water shortage. As the global 
population grows, direct pressures on local sources of 
fresh drinking water increase, as do indirect pressures, 
particularly from the increases in agricultural produc-
tion required to support the ever-growing popula-
tion. Despite efforts to mitigate unsafe sanitation and 
drinking water having been associated with the largest 
reductions in deaths and DALYs over the past decade, 
these problems remain among the top 30 risk factors 
for early deaths and disease, with unsafe water ranked 
number 16 and unsafe sanitation ranked number 21 
on that list (Gakidou et al., 2017).

The management of freshwater perhaps demon-
strates most clearly the addition of habitat approaches 
to existing and ongoing efforts dealing directly with 
environmental hazards. Clean water and sanitation is 
one of the 17 Sustainable Development Goals, as well 
as having a role in Goal 1: No poverty (United Nations, 
2015b). Specific targets by 2030 under Goal 6 reflect an 
ongoing need to improve sanitation (e.g., Target 6.2: 
Achieve access to adequate and equitable sanitation 
and hygiene for all and end open defecation), reduce 
hazardous pollution (e.g., Target 6.3: Improve water 
quality by reducing pollution, eliminating dumping, 
and minimizing release of hazardous chemicals and 
materials), and ensure integrated management of water 
ecosystems (e.g., Target 6.5: Implement integrated 
water resource management at all levels, and Target 
6.6: Protect and restore water-related ecosystems).

Hazards from Poor Sanitation and 
Contaminated Drinking Water
Unsafe sanitation and drinking water remain widespread 
health hazards in the world, particularly in LMICs in 
semiarid regions. More than 840 million people, almost 
all in LMICs, have inadequate access to water, and 
2.3 billion people still lack basic sanitation (WHO & 
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UNICEF, 2017). In 2016, a lack of access to clean drink-
ing water, appropriate sanitation, and hygiene facilities 
resulted in more than 1.6 million deaths from diarrheal 
diseases around the world (Gakidou et al., 2017) (see 
also the Infectious Diseases chapter).

Two factors need to be taken into account when 
evaluating the relationship between health outcomes 
and access to clean drinking water. Most prominent 
are the linkages between household water availability 
and the health burden attributable to diarrheal dis-
eases. In addition, intense rainfall and drought play 
crucial roles in facilitating waterborne outbreaks of 
diseases through both surface water and piped water 
supplies (Confalonieri et al., 2007).

Diseases related to water supply can be classified 
based on their route of transmission. Waterborne dis-
eases, such as cholera and campylobacteriosis, are a 
result of the ingestion of contaminated water. Water-
washed diseases, such as Chlamydia infection and 
scabies, are caused by a lack of hygiene secondary to 
a lack of water. Some classifications also include cate-
gories for water-based diseases, which include schis-
tosomiasis, and diseases transmitted by water-related 
vectors, with malaria being the typical example.

A lack of sanitation may lead to the contamination 
of drinking water, highlighting the intertwined nature 
of these two problems. The waterborne illnesses asso-
ciated with poor sanitation make the greatest contri-
bution to the overall economic costs of sanitation. In 
2015, India suffered the greatest costs associated with 
health spending, productivity losses, and labor diver-
sions due to inadequate sanitation and clean drinking 
water, with these costs exceeding $100 billion, more 
than 5% of India’s gross domestic product (GDP) 
(Lixil, WaterAid Japan, & Oxford Economics, 2016). 
This figure outstripped the total aid flows and debt 
relief provided to the country in that year. 

The main barrier to improving sanitation facilities 
is a lack of political will. By ensuring access to clean 
water and adequate sanitation facilities, the fecal–oral 
transmission pathway is interrupted, resulting in an 
enormous flow of improvements in health, poverty 
reduction, and economic development.

Fecal contamination of drinking water is not 
isolated to LMICs. Rising income inequalities and 
poverty in the United States have meant that some 
low-income populations in southern states continue 
to have poor sanitation and hygiene. A recent preva-
lence study of infection with the intestinal nematode 
Necator americanus (American hookworm), focusing 
on one of the poorest counties in Alabama, found that 
more than 30% of those people tested were infected 
with hookworm or other gastrointestinal parasites 
(McKenna et al., 2017). The implications for anemia, 

childhood stunting, and poor education make this a 
significant environmental justice issue.

Although most short-term illness from contami-
nated drinking water comes from microbial contam-
inants, chemical pollution of freshwater is another 
significant issue, often having longer-term impacts on 
victims following prolonged exposure. These impacts 
are difficult to quantify because of the long lag between 
exposure and outcomes, multiple sources of exposure to 
the same chemicals, and multiple chemicals with sim-
ilar effects being present in water sources. In addition, 
only a minority of the more than 140,000 chemicals that 
have been manufactured since 1950 have been tested for 
their effects on human and ecological health, either sin-
gly or in combination (Landrigan et al., 2017). Chemical 
contaminants can occur naturally as a result of geolog-
ical factors (arsenic in the groundwater of Bangladesh, 
Nepal, and West Bengal is a good example; Argos et al., 
2010), or they can be anthropogenic, resulting from 
industrial or agricultural pollution or from the water 
treatment and distribution system itself. The WHO 
(2017) guidelines for drinking water quality include 
specific guideline values for 8 naturally occurring chem-
icals, 21 industrial chemicals (of which mercury has the 
greatest health burden), and agricultural source chemi-
cals (nitrate, nitrite, and 25 agricultural pesticides).

Land Use and Water Engineering
Regional tensions over freshwater supplies are increas-
ing in many locations as population pressures increase 
and an increasing proportion of agricultural produc-
tion comes to depend on irrigation (Grimm et al., 
2006). Water is essential for household hygiene, com-
munal sanitation, and economic vitality.

During the third quarter of the 20th century, it 
became clear that large-scale human interventions 
in the natural environment—dams, intensification 
of livestock agriculture, irrigation schemes, land rec-
lamation, road construction, and population reset-
tlement programs—often affected infectious disease 
patterns. In particular, the composition of vector spe-
cies generally changes following alterations in envi-
ronmental conditions. Such large-scale developments 
in the eastern Mediterranean, Africa, South Amer-
ica, and Asia have been consistently associated with 
increases in vector-borne diseases, especially schisto-
somiasis and filariasis. In the Sudan in the 1970s, for 
example, schistosomiasis appeared soon after the start 
of the Gezira scheme, a large irrigated cotton project; 
the prevalence of malaria also increased markedly 
in this region (Fenwick, Cheesmond, & Amin, 1981; 
 Gruenbaum, 1983). In Africa, the building of large 
dams in the Sudan, Egypt (the Aswan High Dam), 
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Ghana, and Senegal caused the prevalence of schis-
tosomiasis in the surrounding populace to increase 
from very low levels to more than 90% (WHO, 1997). 

Again, these interactions between land use and 
infectious disease patterns are not limited to LMICs. As 
a salutary example, in 2015 New Zealand experienced 
the largest waterborne campylobacteriosis outbreak in 
its history, when more than 5,000 people had a notified 
gastrointestinal illness in the town of Havelock North 
(population 13,000). The outbreak involved a complex 
interplay of factors: An extended period of drought 
was followed by a heavy rainfall event; poor ground-
water management left an insecure water bore; and 
the area had seen increasingly intense development 
of sheep and dairy farming, with agricultural run-off 
as the source of contamination (Government Inquiry 
into Havelock North Drinking Water, 2017).

Integrated Catchment Management
While there has appropriately been a heavy focus on 
improved sanitation, and on the regulation, monitor-
ing, and treatment of individual hazards in drinking 
water, it is increasingly being recognized that pro-
tecting source waters from contamination is both a 
crucial and cost-effective step to improve human and 

ecological health (WHO, 2017). Increasingly, this 
involves considering and planning the management of 
water catchments and surrounding land uses together. 

Developing integrated catchment and land-use 
management plans requires a significant shift from 
top-down, centralized, regulatory approaches to signif-
icant intersectoral and transdisciplinary effort, bring-
ing policy, community, and scientific citizens together. 
Behind these more integrative approaches is the under-
standing that watersheds have a range of influences on 
health that are wider than the physical health impacts 
of drinking water contamination, encompassing the 
social, ecological, economic, and cultural building 
blocks of health (Parkes, 2016). Often these implica-
tions for health are not explicit in integrated catchment 
planning, but instead remain hidden among discus-
sions about “ecosystem services” (Stosch, Quilliam, 
Bunnefeld, & Oliver, 2017), “social outcomes” (Bunch 
et al., 2014), or ecological “conservation,” which also 
must encompass protecting ecological integrity for 
human health (Horwitz & Finlayson, 2011). These 
interconnected ways of considering integrated catch-
ment management have been described as facets on 
a prism (Bunch et al., 2014), as shown in FIGURE 11-7. 
When only a limited number of these perspectives are 
included in planning, then crucial aspects are likely to 
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FIGURE 11-7 Watershed governance prism for integrated catchment management.
Reprinted by permission from Springer Science Business Media New York: Springer Nature, Environmental Management 54(2): 240–254, Watershed Management and Public Health: An Exploration of the Intersection of Two Fields as Reported in the Literature from 2000 to 
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be overlooked. Unfortunately, examples where health 
systems, social systems, and ecological systems come 
together in catchment and land-use planning are gen-
erally lacking, despite ongoing recommendations and 
the development of tools to facilitate such collabora-
tion (Horwitz & Finlayson, 2011; Stosch et al., 2017). 

One successful example of integrated catchment 
and land-use management with the objective of pro-
tecting health through drinking water is New York 
City’s Watershed Protection Program (Smith & Porter, 
2010). Unfiltered and untreated water from reservoirs 
in three major catchments supplies New York City’s 
9 million residents. The water supply has been able to 
avoid filtration and disinfection requirements through 
a Watershed Agricultural Program (Watershed Agri-
cultural Council, 2017) voluntarily involving 90% of 
farmers in the catchments (with funding to minimize 
agricultural sources of pollution and create run-off bar-
riers), land acquisition, and wider community-based 
water protection through partnerships between com-
munity representatives, local and regional policy mak-
ers, and scientists to manage local septic systems, storm 
water, agriculture and forestry, and riparian planting. 
As a result of the program, two catchments supplying 
New York City’s drinking water have been able to meet 
national quality standards without needing to be treated 
(NYC Environmental Protection, 2017).

Food Production
The world’s population continues to grow, projected 
to reach 9.8 billion people in 2050 and 11.2 billion in 
2100 (United Nations, Department of Economic and 
Social Affairs Population Division, 2017). The overall 
production of food has so far kept pace with levels of 
population growth, though it is distributed unevenly 
among countries. In addition to population growth, 
economic development, per capita food consumption 
(particularly of meat and dairy), and the increasing use 
of food crops for biofuel are currently putting pressure 
on global food production systems. Environmental 
factors such as soil, climate, and water supply are all 
central to the success of food production. Agriculture 
and fisheries workers are exposed to a wide variety of 
occupational hazards, many of which were described 
in the “Occupational Health” section of this chapter.

The “Green Revolution,” which has to date allowed 
food production to increase with population growth, 
has involved increased mechanization, chemical 
inputs, monoculture cropping, and livestock inten-
sification. All of these advances have had complex 
implications for environmental health as a by- product 
of their inarguable and measurable improvements 
in overall global nutrition. While industrialization 
and commodification of agriculture and livestock 

production have occurred in high-income countries, 
much of the world’s population continues to rely on 
small-scale subsistence farming. The Green Revolu-
tion depended on the introduction of laboratory-bred, 
high-yield cereal grains, along with fertilizers, ground-
water, and arable soils. In retrospect, the productivity 
gains associated with this agricultural trend appear 
to have come substantially from using up exhaustible 
ecological capital—especially topsoil and groundwater. 
Even as greater food yields to feed ever more people 
are pursued, almost one-tenth of the world’s popula-
tion remains malnourished in ways that impair health. 

Meanwhile, at sea, since the 1970s an increasing 
proportion of wild-caught marine fish stocks have 
been overfished. The Food and Agriculture Orga-
nization (FAO) of the United Nations estimates that 
approximately 90% of marine fish stocks are now 
either overfished or fully fished, with nearly one-third 
of stocks currently fished at unstainable levels (FAO, 
Fisheries and Aquaculture Department, 2016).

The increasing length of food supply chains and 
the greater movement of food between countries have 
also meant food contamination can be spread rapidly 
across borders, while investigating and addressing the 
contamination source has become more difficult. Cli-
mate change will both impact global food production 
(see the Nutrition chapter) and require a transition to 
net zero-carbon food production systems as part of 
the needed low-carbon society, while continuing to 
accommodate increasing demand from growing pop-
ulations. At the same time, it is increasingly being rec-
ognized that the intake side of the obesity equation is 
in major part the result of a complex interplay among 
physical, social, and policy environments shaping the 
availability, affordability, attractiveness, advertising, 
and hidden content of unhealthy and healthy foods 
(Allen, Prosperi, Cogill, & Flichman, 2014).

In synthesizing these issues, the FAO in 2010 pub-
lished a scientific consensus definition of sustainable 
diets:

[T]hose diets with low environmental impacts 
which contribute to food and nutrition secu-
rity and to healthy life for present and future 
generations. Sustainable diets are protective 
and respectful of biodiversity and ecosystems, 
culturally acceptable, accessible, economically 
fair and affordable; nutritionally adequate, 
safe and healthy; while optimizing natural 
and human resources.

Land-Use Change
Increases in the amount of land available for grow-
ing crops and livestock in response to population and 
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consumption pressures have most often come at the 
expense of natural habitats, inevitably reducing indige-
nous biodiversity. We currently use half of all global veg-
etated land for food production (Searchinger et al., 2013). 
On a worldwide scale, the increased proportion of land 
used for crops and livestock is the main driver of defor-
estation, especially in tropical and subtropical regions 
(FAO, 2017). This trend has had complex and often sig-
nificant negative effects on local disease patterns, though 
surprising positive effects have occasionally been noted.

For example, deforestation has had variable 
effects on malaria mosquito vectors. In some parts 
of Southeast Asia, deforestation has enabled malaria- 
transmitting Anopheles punctulatus species to become 
established. In contrast, several Anopheles species, 
including A. dirus in Thailand and A. darlingi in 
South America, have disappeared following deforesta-
tion that removed the flora and fauna on which they 
depended for feeding.

In South America, forest clearance during recent 
decades to extend agricultural land has also mobilized 
various viral hemorrhagic fevers that previously circu-
lated quietly in wild animal hosts. For example, the Junin 
virus, which causes Argentine hemorrhagic fever, natu-
rally infects wild rodents. Extensive conversion of grass-
land to maize cultivation stimulated a proliferation of the 
reservoir rodent species, which in turn exposed human 
farmworkers to this “new” virus. In the past 35 years, 
the land area where this new human disease is endemic 
has expanded many-fold, with several hundred cases of 
infection occurring annually, as many as one-third of 
whom die (Chomel, Belotto, & Meslin, 2007).

Deforestation also disrupts hydrological cycles, most 
markedly those governing tropical rainfall. At a more 
local scale, reductions in rainfall and increased proba-
bility of drought can undermine the productivity of the 
newly available farmland and threaten drinking water 
supplies (Lawrence & Vandecar, 2015). At a much larger 
scale, the Amazon rainforest, which accounts for 40% of 
the total global tropical forest area, has undergone rapid 
land-use change, with more than 20% of its original area 
lost by 2017. This has had an aggregate regional impact 
by creating greater divergence in rainfall patterns, with 
some areas becoming wetter while others become drier 
(Khanna, Medvigy, Fueglistaler, & Walko, 2017).

Fertilizer Use and the Nitrogen Cycle
Nitrogen is a vital input in food production. Until the 
beginning of the 20th century, farmers relied on crop 
rotation, nitrogen-fixing crops, and animal manures 
to increase the amount of nitrogen in their soil and 
maintain crop production. The Green Revolution was 
largely a result of development of the Haber-Bosch 
nitrogen fixation technology, which allowed ammonia 

to be produced so that bioactive nitrogen could be 
applied to soils in the form of synthetic urea fertilizers. 
Human production and application of nitrogen fer-
tilizers now roughly equals the total natural amount 
fixed by all non-agricultural organisms on Earth, fun-
damentally altering the global nitrogen cycle, together 
with fossil fuel use more generally (Bouwman,  Beusen, 
& Billen, 2009). 

Although this has largely been a positive develop-
ment for human health, with as much as half of global 
dietary protein now reliant on synthetic fertilizers, 
there are also significant negative impacts as nitro-
gen (and phosphorus) is washed into ground and 
surface waters, including drinking water. Ground-
water contamination with nitrates exceeding the 
WHO guidelines is common as a result of increasing 
agricultural intensity, which requires concomitant 
increases in fertilizer use. The most well-established 
direct health effect is methemoglobinemia, particu-
larly in infants, although further research is needed 
to understand the long-term health effects of expo-
sure (Villanueva et al., 2014; Ward et al., 2005). Fur-
ther, multiple  indirect pathways between nitrate 
contamination of freshwater ecosystems and health 
exist. Increased  levels of nitrogen in freshwater 
increase toxic  cyanobacteria blooms (O’Neil, Davis, 
Burford, &  Gobler, 2012), which can also facilitate the 
rapid growth of Vibrio cholerae, precipitating cholera 
outbreaks (Constantin de Magny et al., 2008). These 
ecosystem impacts are potentiated by climate change 
influences on freshwater, including rising water tem-
peratures and changing rainfall patterns.

Microbiological Contamination of Food
Diarrheal disease from contaminated water and 
food remains one of the world’s great global health 
problems, as discussed earlier in the section on 
household-related risks. Although this hazard is, in 
a sense, generated at the household level, failure to 
initiate community controls can lead to large-scale 
outbreaks.

An important example is cholera, whose inci-
dence spread worldwide during the 1990s. During that 
decade, the largest ever cholera pandemic caused cases 
throughout Asia, the Middle East, Europe (occasion-
ally), Africa (where the disease became endemic for the 
first time), and Latin America (where it spread widely 
during the 1990s), affecting more than 1 million peo-
ple and causing 10,000 deaths. Meanwhile, an appar-
ently new epidemic of cholera was detected in the early 
1990s, appearing first in southern India and caused by 
a new strain (number 0139) of V. cholerae. The spread 
of cholera has been greatly enhanced by the increas-
ing number of slum dwellers in LMICs, the speed and 
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distance of modern tourism, and an apparent increase 
in extreme weather events, such as the massive El 
Niño–associated floods in Kenya in 1997 that caused 
epidemics of cholera in two regions of the country. In 
addition, the aftermaths of earthquakes, such as the 
one in Haiti in 2010, have led to local epidemics of 
cholera because of poor water and sanitation facilities.

In the villages and slums of LMICs, poor house-
hold water quality and sanitation often lead to food 
contamination. The widespread and unregulated com-
mercial street-food sector in cities offers additional 
opportunities for exposure. Food contamination 
remains a concern even in high-income countries, 
where food is supplied to most of the population via 
long agriculture, processing, and distribution chains.

The reported rates of food poisoning have 
increased in high-income countries during the past 
two decades. The spread of the potentially lethal 
 toxin-producing Escherichia coli in North America 
and Europe in the mid-1990s appears to have accom-
panied beef imported from infected cattle in Argen-
tina. As long-distance trade expands, as commercial 
supply lines lengthen in large cities, and as people 
more frequently opt for convenience or fast foods, the 
opportunities for foodborne illness increase.

The intensification of meat production is another 
hotspot for infectious disease problems, as evidenced 
by three examples: the development of “mad cow dis-
ease” in Great Britain and its human counterpart (a 
variant of Creutzfeldt-Jakob disease); the outbreak 
of a new strain of influenza in chickens in Hong 
Kong in 1997; and the surprise appearance in 1999 
of the newly named (and often fatal) Nipah virus in 

intensively produced Malaysian pigs and in several 
hundred human contacts, many of whom died (Weiss 
&  McMichael, 2004).

Chemical Contamination of Food
Chemical contamination of food derives from three 
sources: (1) industrial wastes and emissions and 
household and agricultural chemicals (EXHIBIT 11-5); 
(2) chemicals that form during the storage and han-
dling of food, such as the biotoxin aflatoxin; and  
(3) natural chemical contaminants. Because changes 
in land-use patterns are typically accompanied by 
changes in population density, population mobility, 
pesticide usage, and regional climate, it is difficult to 
state with authority any specific causal explanations 
for chemical contamination of food. Indeed, many of 
the health outcomes result from interactions between 
these various change processes. 

Several major food contamination episodes in 
which chemicals were implicated have occurred in 
Europe. Most recently, in 2008 in China, baby milk 
formula supplied by a company owned by the New 
Zealand dairy giant Fonterra was contaminated with 
melamine, resulting in the deaths of 6 children from 
kidney disease, and the hospitalization of more than 
50,000 children (Ingelfinger, 2008). In 2017, eggs from 
the Netherlands were contaminated with the insecti-
cide fipronil and then shipped to 15 European Union 
countries, prompting a recall. These two examples 
demonstrate the potential for the rapid globaliza-
tion of such environmental problems in the modern 
free-trading world.

EXHIBIT 11-5 Learning from Bitter Experience: The Banning of Methylmercury Fungicides

The infamous methylmercury poisoning catastrophe in Minamata, Japan, in 1956 highlighted the severe health problems 
that could occur after environmental pollution with organic chemicals (ILO, 1990). The same chemical was used in 
the 1950s and 1960s to prevent fungal growth, which has the potential to impair crop-seed viability and cause mold 
damage in paper pulp. The use of this fungicide in the paper industry increased the concentrations of mercury in paper 
manufacturing factories’ wastewater, which in turn led to methylmercury contamination of fish. In the late 1960s, Swedish 
ornithologists had identified both this source and the use of fungicide-treated seeds as a potential cause of infertility in 
wild birds. A major environmental pollution debate followed, and eventually these fungicides were banned—not only in 
Sweden, but also in most countries with functioning regulatory systems.

In 1971, Iraq received a large consignment of fungicide-treated wheat seeds from USAID. The shipments arrived when 
much of rural Iraq was suffering from severe drought, and farming families had little food. The seeds for planting had 
been dyed red to indicate that they should not be eaten, but the farmers soon found out that washing the seeds in 
water eliminated the dye. Unfortunately, the fungicide stayed in the seeds. The farmers then used the seeds to make 
bread, and about 2 months later a major epidemic of serious neurologic diseases began. Eventually 500 people died and 
approximately 5,000 were hospitalized from eating the tainted seeds.

The Iraqi disaster was the largest known epidemic of this type. Previously some smaller outbreaks had occurred in 
Africa from the same seed fungicide. After the Iraqi epidemic, a new level of awareness arose about such problems, 
and the use of this fungicide was subsequently banned in most countries. This intervention represents an example of 
successful chemical safety management, based on the scare caused by a major epidemic of toxicity.
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In the future, addressing the environmental 
health challenges of the food system while continuing 
to increase production will require more integrated 
thinking about land use and farming practices, as well 
as a global redefinition of healthy diets to incorporate 
sustainability. Such a dietary shift will need to involve 
reductions in the consumption of resource-intensive 
calories and animal-based proteins (especially beef), 
While realistic targets to increase food production are 
needed, these must be accompanied by a range of eco-
logical limits and targets—for example, for water pol-
lution, land degradation, deforestation, nitrates use, 
and greenhouse gas emissions (Hunter, Smith, Schi-
panski, Atwood, & Mortensen, 2017). Environmental 
health researchers and practitioners, together with 
ecologists, have a role in identifying the human health 
elements of such targets, integrating environmen-
tal and health impacts in agricultural and nutrition 
research, and ensuring the findings are centralized in 
agriculture and food policies.

Cities and the Built Environment
Across the world, most people spend most of their 
time inside artificial structures or in other environ-
ments that have been deliberately shaped by human 
design. The importance of the built environment 
is likely to grow in the future. All around the globe 
countries are experiencing a spectacular shift of their 
populations into cities, an environment par excellence 
that is shaped by human design: The urban population 
has roughly doubled since 1990, and now includes 
more than half the people on the planet (UN Habitat, 
2016). The damage to health caused by hazards in the 
built environment is enormous, but so are the gains 
that can be achieved by wise action. In other words, 
this aspect of environmental health deserves attention 
because the stakes are high and the causes of illness 
and injury are amenable to change.

In the space of half a century, the city has become 
the predominant human habitat. Indeed, urbanization 
is one of the defining features of the great accelera-
tion of production, consumption, drawdown on natu-
ral resources, and pollution on a global scale (Steffen, 
Broadgate, Deutsch, Gaffney, & Ludwig, 2015). In offi-
cial terms, cities are “large settlements,” with the size 
of the settlement that qualifies for city status varying 
from one jurisdiction to another. In New Zealand, the 
minimum number is 50,000; the largest Chinese city 
by the end of the century will contain more people 
than the present population of Japan. 

What defines a city more precisely is the social 
dynamic. According to Giovanni Botero (1544–1617), 

the city is “an assembly of people, a congregation 
drawn together to the end that they may thereby the 
better live at their ease in wealth and plenty” (Botero 
& Symcox, 2012). In other words, in cities the whole 
is greater than the sum of the parts. These are venues 
of opportunity. Cities thrive according to the density, 
variety, and connectedness of their populations, and 
the novel and creative outcomes that emerge when 
these elements are combined. “Great cities,” wrote 
Jane Jacobs (1916–2006), “are not like towns, only 
larger. They are not like suburbs, only denser. They 
differ from towns and suburbs in basic ways, and one 
of these is that cities are, by definition, full of strang-
ers” (Jacobs, 1961). Cities benefit human health and 
well-being in many ways, as is evident in the widening 
gap in the United States and other countries between 
the life expectancies of urban and rural populations; 
in the United States in 2005–2009, these were 79.1 and 
76.7 years, respectively (Singh & Siahpush, 2014). Bet-
ter access to education, employment, and health care 
are part of the explanation for this phenomenon, as 
are the chances available in cities for social mobility 
and economic advancement.

However, the features of cities that draw people 
in and help explain their astonishing productivity (in 
2025, the largest 600 cities are projected to generate 
more than 60% of global GDP) also warrant health 
warnings. More people closer together, for instance, 
offers opportunities for the emergence and spread of 
infectious disease. What is important in this context 
is not only the population density (from the patho-
gen’s point of view, this means the distance to the next 
host), but also the population size, the turnover, and 
the proportion of susceptible individuals: Ultimately, 
what matters most to the pathogen is the distance to 
the next non-immune host.

The history of cities includes the arrival of patho-
gens, their establishment, and eventually, in some 
instances, coexistence with human hosts and declin-
ing virulence. For instance, measles and rubella 
require large, close-living populations (in the range 
of 100,000 to 500,000 people) to be sustained. For 
this reason, it is unlikely they were endemic (i.e., 
established without the need for reinfection from 
outside) before about 5000 BP, when human settle-
ments reached critical size. The first cities enabled 
economic specialization and innovation, but at 
the same time “opened up new niches for nimble 
microbes” (Woodward, 2014). Modern cities, partic-
ularly those distinguished by poverty, conflict, and 
pollution, continue to provide fertile environments 
for modern diseases such as HIV/AIDS, cholera, 
dengue, and tuberculosis (TB).
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Other products of dense urban environments 
include noise, air pollution, and road traffic crash 
injuries; all of these health risk factors are described in 
detail elsewhere in this chapter. Heat waves are often 
more threatening in city centers, where temperatures 
may be higher than in the leafier suburbs and the sur-
rounding countryside, and where the relief of night-
time cooling is lessened (Hajat, O’Connor, & Kosatsky, 
2010). The “heat island” effect is not a necessary con-
sequence of cities: It is typically associated with large 
heat-retaining structures and treeless asphalt expanses. 
Cities that feature abundant large street trees, green 
roofs, urban wetlands, and widespread use of reflec-
tive building materials are less likely to be affected.

Basic requirements of healthful living such as 
 provision of shelter, clean water, and sanitation are still 
a challenge in many cities. UN Habitat (2016) estimates 
that the proportion of the urban population living in 
slums in LMICs fell from about 39% in 2000 to 30% 
in 2014, but the absolute number of people in these 
environments increased from 791 million to approx-
imately 881 million over the same period. Improve-
ments in sanitation and water supplies have been 
uneven, with lower coverage in sub-Saharan  African 
cities and south Asia. Conflict and war still cause 
enormous health problems: The fastest- spreading out-
break of cholera in modern history occurred in 2017 
in Yemen, due to population displacement, destruc-
tion of homes and infrastructure, and failure of health 
services. Farther afield, the surge in involuntary 
migration has placed extraordinary pressures on cities 
in many countries (UN Habitat, 2016).

The health risks of modern cities apply not just to 
local populations, but worldwide. Cities generate most 
of the pressures that today jeopardize the sustainabil-
ity of current human ecology (Rees, 1996). Urbanism 
provides opportunities to improve environmental effi-
ciency, including economies of scale in heating, light-
ing, and waste disposal; shared use of resources; and 
potential for reuse and recycling. Unfortunately, these 
opportunities have not matched the rate of growth in 
people and consumption. The highly urbanized Neth-
erlands, for example, consumes resources from a total 
surface area approximately 20 times larger than its own 
geographical footprint. In the 1990s, the estimated 
consumption of resources—wood, paper, fibers, and 
food (including seafood)—by 29 cities of the Baltic Sea 
region, and the absorption of their wastes, depended 
on a total area 200 times greater than the combined 
area of those cities (Folke, Larsson, & Sweitzer, 1996). 
In 2016, UN Habitat estimated that cities account 
for 60% to 80% of energy consumption and approx-
imately 70% of greenhouse emissions worldwide. The 

scale of these externalities of urbanism is growing, and 
includes massive contributions to global greenhouse 
gas accumulation, stratospheric ozone depletion, land 
degradation, and coastal zone destruction. The air 
pollution externalities were described earlier in this 
section.

A good deal of thought is now applied to building 
healthier places with an eye toward co-benefits. This 
means moderating urban form and function to achieve 
local health gains (by reducing particulate pollution, 
for instance), while simultaneously shrinking the eco-
logical footprint. Urban transport systems offer many 
opportunities for win–win interventions of this kind 
(Shaw, Hales, Howden-Chapman, & Edwards, 2014). 
City planning and land-use regulations may be deployed 
to cut vehicle traffic, promote positive social interac-
tions, improve access to social services, and increase 
opportunities for physical activity. Cities that have to 
some extent achieved these goals include Bogota, New 
York, and Seoul (Montgomery, 2013). Recent invest-
ments in Copenhagen in blue-green infrastructure 
along the coast are expected to take the edge off heat 
waves, improve air quality in the city, promote biodi-
versity, reduce storm run-off, increase local amenities 
for residents and visitors, and boost tourism (Institute 
for European Environmental Policy et al., 2016).

Housing
Housing is a basic human necessity, and its lack, or 
deficiency, affects environmental health in com-
plex, interactive ways (Macmillan et al., 2016). These 
impacts may be direct, resulting, for instance, from 
exposures to physical hazards such as smoke from 
unvented stoves or allergens released from damp, 
moldy walls. There may also be less direct, but equally 
important, effects of inadequate housing on mental 
health, social functioning, and educational opportu-
nities. In many cities, the high cost of housing is one 
of the most common causes of financial hardship, with 
negative consequences for health.

At a basic level, healthy housing depends on ven-
tilation, drainage, lack of crowding, materials that 
resist pests, design that limits injuries, and insulation 
from sun, wind, cold, and heat. All of these factors 
have a significant influence on health. Indeed, much 
of the improvement in health that occurred in west-
ern Europe and North America during the latter part 
of the 19th century and early part of the 20th century 
may be attributed to improvements in what have been 
called “dreadful enclosures”—the urban slums built 
early in the industrial era to provide for the factory 
workforce (Preston, 1991). 
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Because the home is where much human activity 
takes place, the potential for damaging exposures in 
households is high if pollutants are present. Two of 
the most fundamental and mundane human house-
hold activities—defecation and cooking—produce 
significant volumes of potentially health-damaging 
waste products. When human waste is not removed 
completely, there is a risk of contamination and out-
breaks of diarrhea and other waterborne diseases. 
As described in the “Air Pollution” section, when the 
smoke from cooking fires fueled with wood, coal, 
and other low-quality fuels is released indoors, this 
pollution may lead to respiratory diseases and other 
adverse health effects. Indeed, collectively these two 
environmental health factors account for a substantial 
fraction of the total environmental burden of ill health 
globally (Prüss-Üstün et al., 2016). 

In some parts of the world, housing conditions 
substantially influence the risk of infectious diseases 
spread by vectors. In tropical countries, residences 
should be situated so that they avoid breeding sites 
for insect vectors of disease. Good drainage around 
the home and elimination of any sites where water 
can stagnate and mosquitoes can breed are of great 
importance in preventing malaria and dengue fever. 
In parts of Latin America, the prevention of Chagas 
disease (South American sleeping sickness) and the 
elimination of its vector, the triatomine bug, depend 
on the use of solid ceiling and wall materials without 
cracks. In the Pacific islands, leptospirosis has become 
a recurrent health problem among populations in 
informal settlements where rats are prevalent.

A poorly designed or maintained home may not 
provide sufficient shelter from extreme weather, pro-
tection from neighborhood environmental hazards, 
or safety in the case of natural disasters. A large liter-
ature describes the links between poor housing and 
ill health, but fewer reports have discussed successful 
interventions. Nevertheless, a small number of com-
munity trials have shown that housing improvements 
lead to a demonstrable gain in the health of inhabi-
tants. These interventions include removal of injury 
hazards, installation of clean heating and cooking sys-
tems, insulation of walls and ceilings, removal of dis-
ease vector breeding sites, and establishment of secure 
safe water supplies and effective sanitation (Thomson, 
Thomas, Sellstrom, & Petticrew, 2013).

Transport
The transport system is an important element of the 
built environment because it has direct impacts on 
health, arrangements for transport dominate the 

urban landscape in health-damaging ways, and these 
systems are heavy users of energy, mostly in the form 
of fossil fuels. As a result, transport systems contribute 
substantially to global perturbations such as climate 
change.

The direct health risks of transport systems have 
been detailed in a review for Sweden by Kjellstrom, 
Ferguson, and Taylor (2009). Most obvious, on a 
global scale, is the large, and increasing, burden of 
road traffic injuries—which is why halving road traf-
fic injury deaths is a Sustainable Development Goal 
target (Target 3.6) (United Nations, 2015b). Accord-
ing to the latest Global Burden of Disease analyses, 
almost 1.5 million people die each year from road 
traffic injuries, and such injuries are a leading cause 
of death among young adults (15–29 years) (Naghavi 
et al., 2017). 

Approximately 90% of the road traffic injury fatal-
ities occur in LMICs, even though these countries have 
only half the world’s vehicles (WHO, 2015). Rates per 
1,000 vehicles are approximately 30 times higher in 
Africa than in Norway, the United Kingdom, and the 
United States. These differences highlight the injury 
risks at an early stage of motorization, when roads 
are undeveloped, a safety culture has not taken hold 
in government, vehicles are frequently old and rela-
tively poorly maintained, vulnerable road users such 
as pedestrians and cyclists are more numerous and not 
protected from fast-moving motor vehicle traffic, laws 
such as compulsory seat-belt use and drink driving are 
seldom enforced, and emergency services are rudi-
mentary (see the Unintentional Injuries and Violence 
chapter).

Noise is a significant environmental health issue 
in many parts of the world, and motor vehicle traffic 
is the most common cause of noise pollution. Approx-
imately 100 million people in Europe are exposed to 
noise above 55 dB, according to an EU report (Euro-
pean Environment Agency, 2017). Harmful effects 
arise from the stress of loud and frequent noise, occur-
ring at any hour of the day, and links have been estab-
lished between noise pollution and sleep disturbances, 
high blood pressure, weight gain, cardiovascular dis-
ease, and premature mortality.

The proliferation of roads and highways can also 
disrupt social interactions within communities. Unless 
town planning attends to the needs of pedestrians, cars 
and roadways tend to dominate the built-up landscape. 
In Great Britain, for example, the proportion of pri-
mary school children walking to school has declined 
dramatically over the past two decades from a clear 
majority to a shrinking minority, as traffic has become 
more intense and walking along roads less safe.
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Transport systems that favor the private motor 
vehicle reduce the opportunities for physical activ-
ity. This is an important aspect of the “obesogenic 
environment,” contributing to the global epidemic of 
obesity and associated disease problems (Kjellstrom, 
van Kerkhoff, Bammer, & McMichael, 2003). Chang-
ing the built environment to promote active trans-
port (walking and cycling) may reduce vehicle use, 
increase healthy levels of physical activity, and reduce 
emissions of greenhouse gases (Kelly et al., 2017).

It is challenging to identify effective policies to 
achieve increases in active transport, and to demon-
strate such effects in cities that are dominated entirely 
by cars and trucks and roads. Nevertheless, interven-
tions have sought to modify road spaces to protect 
walkers and cyclists, provide alternative routes for 
active transport away from cars, and discourage use 
of private motor vehicles (for instance, through con-
gestion charges). In turn, these programs have been 
linked with favorable changes in modes of transport 
and risk of disease and injury (Panter, Heinen, Mack-
ett, & Ogilvie, 2016; Smith, M. et al., 2017). Based 
on existing evidence, integrated health, social, and 
environmental effects of specific policies have also 
been modeled using ecosystem health principles (as 
outlined earlier in the chapter) and complex systems 
modeling (Macmillan et al., 2014).

Road building and car parking lead in many cit-
ies to large land areas covered in tar-seal, which con-
stitute environmental hazards in two respects: They 
add to the urban “heat island” effect, and they greatly 
increase storm water run-off during heavy rains. This 
latter effect was illustrated by the devastating floods 
that occurred in Houston, Texas, in August 2017 asso-
ciated with Hurricane Harvey. Harvey brought heavier 
rains than seen previously in the United States, but the 
effects were compounded by lack of permeable sur-
faces across the city.

Climate Change
From an environmental and occupational health 
viewpoint, climate factors (temperature, humidity, air 
movement, and heat radiation) are important physi-
cal factors affecting individual and population health 
(Rosenstock et al., 2005), although it remains difficult 
to link a particular shift in health parameters to long-
term climate change. A major review of the health 
impacts of climate change in the journal The Lancet 
(Watts et al., 2015) concluded that climate change is a 
very significant and growing global health risk.

The overall links between underlying factors, spe-
cific climate exposures, and the health impacts are 

shown in the DPSEEA framework (FIGURE 11-8) devel-
oped by WHO in the 1990s (Corvalán et al., 1995). 
This framework demonstrates that a broad range of 
climate factor exposures and health effects are likely to 
occur, and the overall picture has not changed much 
since the first detailed report on the health impacts of 
climate change was published in 1996 (McMichael, 
Haines, Sloof, & Kovats, 1996).

The United Nations’ Intergovernmental Panel on 
Climate Change (IPCC) concluded in 2013 that there 
is a significant human influence on global climate 
(Collins et al., 2013). Further, trends in greenhouse 
gas emissions will, in the IPCC’s estimation, cause 
an increase in average world temperature of approxi-
mately 1.8°C to 4°C over the coming century. Rainfall 
patterns will also likely change, as will the variability 
of weather patterns. All of these changes are expected 
to vary considerably by region. The health effects of 
climate change are expected to encompass both direct 
and indirect effects, as well as immediate and delayed 
effects (Smith, K. R. et al., 2014), and have been orga-
nized into primary, secondary, and tertiary effects 
(Butler & Harley, 2010).

The impact of regional climatic variations on 
human well-being and health has attracted great 
research interest in recent years. As a consequence 
of these investigations, there is new understanding 
about the regional pattern of storms, floods, cyclones, 
and droughts in response to these  quasi-periodic 
cycles. Indeed, advance warning of interannual vari-
ations in rainfall and drought conditions (with their 
implications for regional food production and out-
breaks of certain infectious diseases) is now becom-
ing possible. The distribution of heat on Earth is 
indicated in  FIGURE 11-9. The tropical and subtropical 
areas are most affected, as would be expected, and 
climate change will make the heat exposure situation 
worse.

Figure 11-9 indicates that heat stroke and heat 
exhaustion are important direct effects of increasing 
heat exposure. These heat stress impacts are boosted 
by physical activity, because exercise creates surplus 
heat inside the body. Thus, working populations are 
vulnerable to climate change health effects (Kjell-
strom, Holmer, & Lemke, 2009). The negative effects 
of daily heat on daily life activities have not been suffi-
ciently analyzed to date, but given that they depend on 
the physiological limits for coping with heat (Parsons, 
2014), one can classify these impacts as health effects 
even though the outcomes occur at the social level. In 
tropical and subtropical countries, heat stress effects 
are not only a problem during “heat waves,” but are 
also related to daily levels of typical heat. 
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FIGURE 11-8 Using the DPSEEA framework to understand climate change impacts on global health.
Modified from Kjellstrom, T., & McMichael, A. J. (2013). Climate change threats to population health and well-being: The imperative of protective solutions that will last. Global Health Action; Corvalán, C., Briggs, D., & Kjellstrom, T. Development of environmental  
health indicators. In D. Briggs, C. Corvalán, & M. Nurminen (Eds.), Linkage methods for environment and health analysis (pp. 125–153). Geneva, Switzerland: World Health Organization. Retrieved from: http://apps.who.int/iris/bitstream/10665/62988/1 
/WHO_EHG_95.26_eng.pdf

FIGURE 11-9 Hottest month, afternoon heat levels, 1995.
Reproduced from Smith, K. R., et al. (2014). Human health: Impacts, adaptation, and co-benefits. In Field , C. B., et al. (Eds.), Climate change 2014: Impacts, adaptation, and vulnerability. Part A: Global and sectoral aspects. Contribution of Working Group II to the Fifth 
Assessment Report of the Intergovernmental Panel on Climate Change. (Chapter 11). Cambridge, UK: Cambridge University Press. pp. 709–754.
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The predicted global annual mortality due to 
climate change in 2030 and 2050 (WHO, 2014) is 
expected to increase in a major way owing to the direct 
effects of heat on elderly people. By comparison, the 
other mortality risks (e.g., malnutrition,  vector-borne 
diseases, diarrheal diseases) may be stable or even 
decrease due to adaptation possibilities. The dramatic 
effects on mortality during the severe heat wave in 
Europe in 2003 and subsequent heat waves bear wit-
ness to the severe consequences for the health of older 
people (WHO, 2004).

The increasing temperatures will boost the local 
production of ozone from nitrogen oxides emerging 
from motor vehicle exhausts. This may lead to addi-
tional health effects of air pollution, as well as the 
combined effects of heat and air pollutants (Dear et al., 
2005). Proposed interventions to mitigate climate 
change include replacing fossil fuel–burning vehicle 
engines with cleaner electric engines, in a move that 
should have important health co-benefits (Haines 
et al., 2009).

Many indirect health threats emerge from prob-
lems with food storage, food production, drinking 
water quality, disease vectors, sea level rise, impacts 
on livelihoods, conflict, and migration. The health 
outcomes of these events in relation to climate change 
will depend on the application of adaptation meth-
ods. As pointed out in the IPCC’s assessment of the 
health threats (Smith, K. R. et  al., 2014), the future 
strengthening of general public health programs and 
facilities will reduce these threats. This is one reason 
why the WHO mortality impact assessment pre-
dicted reductions of climate change–induced mortal-
ity via indirect health effects between 2030 and 2050 

(WHO, 2014). The links between climate conditions 
and vector-borne diseases have attracted substan-
tial attention, but demonstrating the pathways from 
exposure to effects has proved to be quite complicated 
(see EXHIBIT 11-6). Although certain health outcomes 
in selected areas would be beneficial—some tropical 
regions may become too hot for mosquitoes, for exam-
ple, and winter cold snaps would become milder in 
temperate-zone countries where death rates typically 
peak in wintertime—most of the anticipated health 
effects would be adverse (Smith, K. R. et al., 2014). 

Direct health effects from climate change include 
changes in mortality and morbidity from an altered 
pattern of exposure to thermal extremes; the respira-
tory health consequences of increased exposures to 
photochemical pollutants and aeroallergens; the phys-
ical hazards of the increased occurrence of storms, 
floods, or droughts, in at least some regions; and the 
increased direct heat exposure on people working 
in situations without cooling systems (Kjellstrom, 
 Holmer, & Lemke, 2009). Intensified rainfall, with 
flooding, can overwhelm urban wastewater and sewer 
systems, leading to contamination of drinking water 
supplies. This outcome is most likely in large crowded 
cities where infrastructure is old or inadequate, as 
illustrated by an outbreak of typhoid in Tajikistan 
in 1994, when the city’s wastewater system flooded 
during torrential rains.

Indirect health effects are likely to have a greater 
aggregate impact over time. They may include alter-
ations in the range and activity of vector-borne 
infectious diseases (e.g., malaria, dengue fever, and 
leishmaniasis). These diseases are spread by vec-
tors (e.g., mosquitoes) that are sensitive to climatic 

EXHIBIT 11-6 Modeling the Future Impacts of Climate Change on Malaria Transmissibility

Mosquitoes—the vector organisms for malaria—are very sensitive to temperature and humidity. Further, patterns of 
rainfall, river flow, and surface water affect their opportunity to breed. Given these facts, scientists anticipate that a change 
in world climatic conditions during the 21st century will affect the pattern of potential transmission of malaria (Martens 
et al., 1999).

Both temperature and humidity affect the growth, biting rate, reproductive cycle, and longevity of the mosquito. 
Mosquitoes are most comfortable in a temperature range from 20°C to 30°C and at approximately 60% humidity. The 
malarial parasite, a single-celled sexually reproducing plasmodium, is also affected by temperature during the extrinsic 
phase of its complex life cycle, when sporozoites are forming within the mosquito. 

From studies done during the 1980s and 1990s, it is clear that malaria outbreaks are closely related to interannual 
climatic variations in many countries. Studies in India, Pakistan, and Sri Lanka all reveal strong associations between 
malaria outbreaks and El Niño events and the associated monsoonal changes. A correspondingly strong correlation with 
interannual variations in temperature and rainfall has been reported for outbreaks of dengue fever (a mosquito-borne 
infectious disease) in Pacific island populations (Hales, Weinstein, & Woodward, 1996).

Because other determinants of malaria occurrence will also inevitably change over coming decades (e.g., vaccine 
efficacy, human demography, land-use patterns, or parasite resistance to drugs), the modeling of climate change impacts 
typically indicates only changes in potential transmission.
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conditions, as is the parasite’s development while 
incubating in the vector. Scenario-based mathemati-
cal modeling has suggested that the geographic zone 
and seasonality of potential transmission of malaria 
or dengue fever will increase in many parts of the 
world in the coming century (McMichael et al., 2003). 
In temperate Europe and North America, climate- 
sensitive, vector-borne infections include tick-borne 
encephalitis and Lyme disease.

Other indirect effects may include altered trans-
mission of person-to-person infections (especially 
summertime foodborne and waterborne pathogens). 
Of great potential importance to population health 
would be the adverse nutritional consequences of the 
likely regional declines in agricultural productivity 
(McMichael, Powles, Butler, & Uauy, 2007), which are 
forecast to reach 10% to 20% by the latter half of the 
21st century in many already food- insecure popula-
tions in low-latitude regions. Livestock production, 
particularly of ruminant, digastric animals (sheep, 
cattle, buffalo, goats, and others), contributes sub-
stantial emissions of methane, a potent greenhouse 
gas, which are adding significantly to ongoing cli-
mate change (Friel, Marmot, McMichael, Kjellstrom, 

& Vagero, 2008; McMichael et al., 2007). Finally, cli-
mate change will inevitably result in adverse physical 
and psychological health consequences from popu-
lation displacement and economic disruption due 
to rising sea levels (e.g., small island states, coastal 
Bangladesh, and the Nile Delta), declines in agro- 
ecosystems, and freshwater shortages. Most of these 
negative health impacts, along with the heat-induced 
reductions of the work capacity of working people 
(Kjellstrom, Holmer, & Lemke, 2009), are expected 
to have their greatest effects in low-income popula-
tions (Friel et al., 2008; Patz, Gibbs, Foley, Rogers, & 
Smith, 2007).

An analysis of different potential health effects 
enables the identification of gaps in the current pre-
sentations in major international reports. TABLE 11-5 
uses heat impacts to demonstrate that a number of 
effects are suggested by focused studies, but have not 
yet been quantified at global level. This table could be 
expanded to all climate effects, but further research is 
clearly needed to do so.

On the positive side, a growing body of research 
has identified potentially significant benefits for 
health and health equity of well-designed actions to 

TABLE 11-5 Climate Change–Related Health Impacts of Heat According to IPCC, WHO, and Other Sources 

Hazard Exposure Health Impact
Confidence* of 
This Impact 

Specific Effects at Organ 
Level Source

Intense heat Heat stroke death Very high Heart strain; central 
nervous system (CNS) 
malfunction; dehydration

IPCC (Smith K. R. 
et al., 2014)
WHO (2014)**

Heat stroke morbidity Very high Heart strain; CNS 
malfunction; dehydration

IPCC (Smith K. R. 
et al., 2014)

Heat exhaustion
Work capacity loss

High Heart strain; mental 
fatigue

IPCC (Smith K. R. 
et al., 2014)

Forced migration Undernutrition; 
infections;
mental stress; injuries

High Work capacity loss, heart 
disease, fatigue

IPCC (Smith K. R. 
et al., 2014)

Health Concerns Not Mentioned in Detail in the IPCC and WHO Reports

Intense heat Chronic kidney disease linked to dehydration Wesseling et al. (2013)

Increased incidence of violent crimes Gamble & Hess (2012)

Increased incidence of suicides Berry et al. (2010); Kim et al. (2016)
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mitigate climate change (Haines et  al., 2009; Watts 
et  al., 2015). These co-benefits can be achieved 
across all the major sectors producing greenhouse 
gas  emissions— agriculture and food, energy sup-
ply, transport, and housing. Reducing air pollution– 
related deaths by phasing out coal burning has drawn 
the largest amount of attention in recent years, because 
of the potential to save a significant proportion of 
the 9 million lives lost from this cause each year in 
LMICs, particularly China and India. TABLE 11-6 sum-
marizes these co-benefits by sector.

In the last few years, research on the global, 
regional, and national impacts of climate change on 
health has intensified. A major effort to monitor the 

emerging health trends has been initiated by the highly 
respected medical journal The Lancet. Its Countdown 
project (Watts et al., 2017), which aims to show climate 
change–related trends from 2000 to the most recent 
year, includes a large number of indicators (TABLE 11-7) 
covering not only a variety of health impacts, but also 
adaptation and mitigation actions, as well as economic 
and policy issues. 

The first Countdown report with data has a num-
ber of gaps (Watts et al., 2017), but additional material 
is expected to be included as the project progresses. It 
is clear from the report that the risks of health impacts 
are increasing, and students of climate change and 
health need to look for the latest impact assessments 

TABLE 11-6 Health and Health Equity Co-Benefits of Sector Actions to Mitigate Climate Change

Emissions Reduction Measure (Mitigation) Health and Equity Co-benefits

Investments in low-carbon public and active 
transport 

Increased physical activity; reduced air pollution; reduced 
road traffic injuries; improved equity of access to employment, 
education, and health-promoting goods and services

Housing insulation and clean, dry, low-carbon, 
energy-efficient heating and cooking

Reduced respiratory infections, cardiovascular disease, and 
asthma; improved housing affordability for low-income 
households; reduced lung cancer

Lowering livestock production and consumption 
of animal products

Reduced cardiovascular disease and cancer (especially bowel 
cancer); improved freshwater quality; reduced deforestation; 
improved availability of grains for direct consumption

Phasing out fossil-fuel energy generation, 
particularly coal

Reduced air pollution; reduced mining and oil-drilling 
occupational deaths, injuries, and chronic diseases

Modified from Haines, A., McMichael, A. J., Smith, K. R., Roberts, J., Woodcock, J., & Markandya, A., et al. (2009). Public health benefits of strategies to reduce greenhouse-gas emissions: Overview 
and implications for policy makers. The Lancet 374: 2104–2114; Bennett, H., Jones, R., Keating, G., Woodward, A., Hales, S., & Metcalfe, S. (2014). Health and equity impacts of climate change in 
Aotearoa-New Zealand, and health gains from climate action. The New Zealand Medical Journal (Online), 127(1406), 16–31.

Teratogenic effects of high body temperature in 
pregnant women; damage to development of brain

Edwards et al. (1995)

Interactions with prescription drugs Vanakoski & Seppala (1998)

Deteriorated clinical status in chronic 
noncommunicable diseases

Parsons (2014)

Increased damage due to head trauma Titus et al. (2015)

* IPCC assessment judgment of the confidence for climate change impact.
** The WHO (2014) report deals with climate change–related mortality.
Modified from De Blois, J., Kjellstrom, T., Agewall, S., Ezekowitz, J. A., Armstrong, P. W., & Atar, D. The effects of climate change on cardiac health. Cardiology, 131(4), 209–217.  
Copyright © 2015 Karger Publishers, Basel, Switzerland.
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TABLE 11-7 Indicators for Climate Change and Health from The Lancet Countdown

Section 1: Climate change impacts, exposures, and vulnerability
1.1. Health effects of temperature change
1.2. Health effects of heat waves
1.3. Change in labor capacity
1.4. Lethality of weather-related disasters
1.5. Global health trends in climate-sensitive diseases
1.6. Climate-sensitive infectious diseases
1.7. Food security and undernutrition
1.7.1. Vulnerability to undernutrition
1.7.2. Marine primary productivity
1.8. Migration and population displacement

Section 2: Adaptation planning and resilience for health
2.1. National adaptation plans for health
2.2. City-level climate change risk assessments
2.3. Detection and early warning of, preparedness for, and response to health emergencies
2.4. Climate information services for health
2.5. National assessment of vulnerability, impacts, and adaptation for health
2.6. Climate-resilient health infrastructure

Section 3: Mitigation actions and health co-benefits
3.1. Carbon intensity of the energy system
3.2. Coal phase-out
3.3. Zero-carbon emission electricity
3.4. Access to clean energy
3.5. Exposure to ambient air pollution
3.5.1. Exposure to air pollution in cities
3.5.2. Sectoral contributions to air pollution
3.5.3. Premature mortality from ambient air pollution by sector
3.6. Clean fuel use for transport
3.7. Sustainable travel infrastructure and uptake
3.8. Ruminant meat for human consumption
3.9. Healthcare-sector emissions

Section 4: Economics and finance
4.1. Investments in zero-carbon energy and energy efficiency
4.2. Investment in coal capacity
4.3. Funds divested from fossil fuels
4.4. Economic losses due to climate-related extreme events
4.5. Employment in low-carbon and high-carbon industries
4.6. Fossil fuel subsidies
4.7. Coverage and strength of carbon pricing
4.8. Use of carbon pricing revenues
4.9. Spending on adaptation for health and health-related activities
4.10. Health adaptation funding from global climate financing mechanisms

Section 5: Public and political engagement
5.1. Media coverage of health and climate change
5.1.1. Global newspaper reporting on health and climate change
5.1.2. In-depth analysis of newspaper coverage on health and climate change
5.2. Health and climate change in scientific journals
5.3. Health and climate change in the United Nations General Assembly

Reprinted from The Lancet, 391, Watts, N., M. Amann, S. Ayeb-Karlsson, K. Belesova, T. Bouley, M. Boykoff, et al., The Lancet Countdown on health and climate change: from 25 years of inaction to a 
global transformation for public health, 581–630, Copyright 2018, with permission from Elsevier.
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from reputable sources to learn about the latest 
evidence.

 ▸ The Future of Environmental 
Health in an Unequal World

Sometimes LMICs are criticized for not imposing 
stricter environmental and occupational standards 
in tandem with efforts to pursue economic develop-
ment. There are indeed many situations where min-
imal efforts could achieve great reductions in health 
risks. In addition, given the likely increase in public 
willingness to pay for stricter standards applied in 
conjunction with economic development, the early 
imposition of regulations and standards can often be 
cost- effective using standard economic criteria. Nev-
ertheless, most large LMICs today have standards that 
are much stricter than those found in high- income 
countries when they were at the equivalent level of 
development. Indeed, although cases involving the 
export of environmental hazard and the degradation 
of local environments by exploitative and destructive 
commercial practice can be cited (see “The Export of 
Hazard,” later in this chapter), in the right circum-
stances the overall impact of globalization can be a 
net export of positive environmental health. That is, 
through education, political and public pressures, 
technology transfer, trade agreements, and other ini-
tiatives, LMICs may have, on average, better environ-
mental quality than would otherwise be the case.

Setting Standards: Too Safe Can Be Unsafe
Setting and enforcing environmental standards for 
protection of the public and workers is a difficult exer-
cise, even in high-income countries that have sub-
stantial resources. In LMICs, which face a number of 
critical needs with few resources, this process is even 
more challenging. Although official rhetoric about 
setting standards often states that the only concern is 
protection of health, in reality there are always eco-
nomic and other tradeoffs involved. It is too expensive 
and there are too many other demands on resources 
to bring every pollutant under the maximum con-
trol quickly. Politically, however, it is often difficult 
for governments in LMICs to set standards that are 
significantly less stringent than those in high- income 
countries. As a result, sometimes standards are unre-
alistically strict and cannot be met or enforced. This 

disparity between the standards and the reality leads 
to graft, cynicism, apathy, and, too often, levels of 
exposures and ill health greater than what could be 
achieved by adopting more realistic approaches.

One way out of this dilemma is to emphasize 
environmental health protection and standards set-
ting as dynamic, evolutionary processes rather than 
as static, one-time-forever efforts. For example, a 
country might set 20-year goals for its standards that 
are as strict as any in the world, while establishing 
interim objectives that become progressively more 
strict. Thus, pollutants and industries that pose the 
most risk can be emphasized first, while control over 
other pollutants and industries (of the kind that now 
attract attention in high-income countries) can be 
postponed until a later period. No hazard is ignored 
with this approach, but merely put into a rational 
order of priority. Industrial interests are likely to be 
more willing to accept stricter standards under such a 
scheme because they tend to have shorter- term finan-
cial goals, which are facilitated by clarity of the reg-
ulatory environment, whereas they are unsettled by 
longer-term uncertainty. A recurring problem, how-
ever, is attaining sufficient stability within govern-
ments to implement such a long-term approach.

The Export of Hazard
In recent years, concern has risen about the potential 
export of environmental hazards that may be occur-
ring as part of the globalization of the world econ-
omy (LaDou & Jeyaratnam, 1994; Leichenko, 2008). 
Because environmental and occupational standards 
and enforcement tend to be less strict in LMICs, one 
might expect that polluting activities would tend to 
migrate to those countries, thereby imposing excess 
risk on their workers and public. On the whole, labor 
costs and tax regimes often appear to be a stron-
ger driver of industry shifts from higher- to lower- 
income countries. Further, as noted earlier, nations 
at different stages of development may be juggling 
multiple tradeoffs between environmental health and 
occupational standards, job creation, and infrastruc-
ture development. The most outrageous examples of 
injustice arise where decisions about such tradeoffs 
are made by a small oligarchy without considering 
the needs and wishes of the population as a whole. In 
these cases, perhaps the only way to protect the inter-
ests of all workers and residents would be to establish 
international norms.
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Some stark examples of problems created by the 
exporting of hazard between high-income and LMICs 
can be cited, however. On the Mexican side of the long 
U.S.–Mexican border, for example, one can find many 
highly polluting industries with poor occupational 
safety and health conditions relative to standards on 
the U.S. side of the border (Moure‐Eraso et al., 1994). 
Because of the proximity of these operations, both the 
pollution and health problems tend to cross the bor-
der, frustrating attempts by U.S. border communities 
to maintain acceptable conditions. Attempts to impose 
U.S. standards on Mexican facilities understandably 
create friction. There have been some encouraging 
successes in joint efforts by neighboring Mexican–U.S. 
communities to address these issues in a way that takes 
into account the need for jobs and for clean working 
and living conditions on both sides. 

The export of plastics and electronics recycling is 
another example of the export of hazard. China has 
for many years been the largest importer of wastes 
for recycling, including from the European Union, 
the United States, and Japan, with multiple attendant 
environmental and occupational health risks (Velis, 
2014). As a result of the negative environmental and 
health impacts, in 2017 China notified the World 
Trade Organization that it would no longer be accept-
ing 24 classes of plastics for recycling.

The political and moral dilemmas associated with 
industrialization of LMICs are widely recognized. On 
the one hand, today’s high-income world followed a 
path to development and wealth that put economic 
gains ahead of human welfare and environmental con-
servation for most of the 19th century. On the other 
hand, today’s LMICs are dissuaded, if not formally 
barred, from following the same pathway because 
(1) their populations have access to more information 
and hence have higher expectations; (2) the high- 
income world has a moral obligation to assist them 
via the transfer of knowledge, wealth, and technology;  
(3) it is now clear that the integrity of the biosphere 
at large is jeopardized by the prospect of huge pop-
ulations in these countries accruing wealth via envi-
ronmentally damaging behaviors; and (4) there is 
pressure from public opinion in industrialized coun-
tries to achieve higher standards.

Environmental Hazards Resulting 
from Forms of Globalization
A dominant trend in the global economic environ-
ment over the past 50 years has been the rapid growth 
in international trade in goods, services, and human 

resources. The globalizing processes of the past quar-
ter century have transformed patterns of connected-
ness around the world and have created new power 
relations among countries, international and national 
governance, and the public and private sectors (see the 
Global Health Governance and Diplomacy chapter).

In traditional agrarian-based societies that pro-
duce, consume, and trade on a local basis and with 
relatively low-impact technologies, the effects of those 
activities on the environment are predominantly 
local. Few such societies remain today, in the face 
of the strong and pervasive economic, technologic, 
and cultural influences now spanning the globe. The 
industrialization of the past century and the more 
recent globalizing processes have altered the scale of 
contact between societies, intensified environmental 
impacts, and extended the health impacts of one soci-
ety on another. In the name of economic development 
and free markets, LMICs have come under pressure 
to grant unrestricted access to their resources, work-
forces, and consumer markets. This process has been 
associated with increasing poverty in many parts of 
the world, exacerbating inequalities between and 
within countries, expanding pressures to reduce the 
power of the state, and subordinating national pro-
grams of social welfare and environmental protection 
to the agenda of economic growth.

Following the international debt crisis of the early 
1980s, many struggling LMICs were obliged to accept 
the economic stringencies mandated by the World 
Bank’s structural adjustment program. These dictates 
included a reduction in spending on health through-
out the 1980s and into the 1990s. Growing evidence 
suggests that these structural adjustment policies 
adversely affected environmental health, including 
through degradation of freshwater, a shift from mixed 
agriculture to cash cropping, and rapid, poorly con-
trolled urbanization (Kentikelenis, 2017). In its cur-
rent form, the world’s globalizing economy operates 
to the general disadvantage of LMICs. The exacerba-
tion of land degradation, rural unemployment, food 
shortages, and urban crowding all contribute to health 
deficits for the rural dispossessed, the underfed, and 
the slum dweller. The health and safety conditions of 
working people can create particular threats to occu-
pational health (Kjellstrom & Hogstedt, 2009).

In addition, many features of today’s globalizing 
world contribute to the spread of infectious diseases 
(Weiss & McMichael, 2004). Human mobility has 
escalated dramatically, in volume and speed, between 
and within countries in recent decades. Long- distance 
trade facilitates the geographic redistribution of pests 
and pathogens—a phenomenon well illustrated in 
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recent years by the HIV pandemic, the worldwide 
dispersal of rat-borne hantaviruses, and the rapid 
dissemination of a new epidemic strain of bacterial 
meningitis along routes of travel and trade. Likewise, 
transport on ships has facilitated the introduction of 
the Asian tiger mosquito, Aedes albopictus—a vector 
for yellow fever and dengue—into South America, 
North America, and Africa (Morse, 1995) and of the 
cholera bacterium into South American coastal waters 
(Colwell, 1996). In an analysis of cholera outbreaks 
since 1817, Lee and Dodgson (2000) argue that the 
current (seventh) pandemic is clearly different from 
earlier ones, reflecting the unprecedented scale of 
social and environmental change in the world over 
recent years, the exacerbation of urban poverty, and 
the rapidity and intensity of intercontinental contacts.

One aspect of globalization that may have negative 
effects on environmental health is the harmonization 
of trade-related rules and legislation via the World 
Trade Organization (WTO). Recent multilateral trade 
and investment agreements, such as the Trans-Pacific 
Partnership Agreement, contain clauses that allow 
multinational corporations to sue governments for 
loss of profits, including those losses incurred because 
of governments’ new regulations to protect environ-
mental health (Keating, Freeman, Macmillan, Neu-
welt, & Monasterio, 2016).

Similar situations may develop with the banning 
of hazardous products such as asbestos. If, for exam-
ple, there is no international health guideline banning 
the use of asbestos, then any country taking a unilat-
eral decision to ban asbestos use would risk trade sanc-
tions from other countries wanting to export asbestos. 
If the trend in international environmental and occu-
pational health guidelines went toward stricter pre-
vention, this harmonization via trade rules could be 
good for health and the environment. In reality, the 
intense lobbying from those commercial groups and 
countries that would benefit from lax rules makes it 
likely that the opposite will happen— meaning that 
compromises veering toward less protection will be 
made (LaDou & Jeyaratnam, 1994).

Population Health: Index of Social and 
Environmental Sustainability
Current models of government reflect the compart-
mentalization of knowledge and policy that grew out 
of the classic development of scientific disciplines in 
the 19th century. To deal with a multifaceted world, 
our predecessors defined various sectors of knowl-
edge, policy, and social action: environment, indus-
try, agriculture, transport, health, social welfare, and 

education. Subsequently, one of the great lessons to 
emerge from 20th-century science, which had its ori-
gins in the realm of physics (the 1920s debate about 
quantum mechanics and uncertainty), was that the 
complexities of the real world require us to think in 
more integrative ways, across disciplines and topics, 
elevating holism (or ecological thinking) above mech-
anistic, reductionist thinking.

It is within this type of integrative framework that 
population health can be understood as part of the 
total social experience, a manifestation of how well the 
social and natural environments are being managed. 
Population health should be a primary criterion for all 
social policy making, but particularly in relation to the 
goal of achieving the “sustainability transition.” Health 
is not just a type of sideshow in the policy arena, but 
rather is affected by the social, environmental, and (in 
the longer term) ecological consequences of policies 
in all sectors. For all these reasons, population health 
should be an integrating index of social policy across 
all sectors.

 ▸ Conclusion
The perceived importance of environmental expo-
sures as health hazards—at local, regional, and global 
levels—has increased steadily over the past several 
decades. Currently, scientists estimate that one-fourth 
to one-third of the global burden of disease and pre-
mature death is attributable to ambient (including 
household) environmental risk factors.

In high-income countries during much of the past 
four decades, the generally greater ease of measure-
ment of specific exposures relating to individual life-
style factors (eating, smoking, and sexual behaviors) 
and the workplace, compared with the more diffuse, 
lower-concentration exposures in the external envi-
ronment, resulted in the latter topic area attracting less 
attention and having lower credibility. More recently, 
improvements in exposure assessment, the harness-
ing of time-series analyses, the advent of spatial ana-
lytic techniques, the recognition of the legitimacy 
of  population-level analyses, and the extra leverage 
afforded by molecular biological indices of exposure, 
susceptibility, and biological damage have all helped 
reveal the range and extent of ambient environmental 
risks to health.

Meanwhile, in LMICs, the age-old scourges of 
diarrheal disease, acute respiratory infections, tuber-
culosis, and vector-borne infections have remained 
the  dominant health problems. The ascendancy 
of specific health system interventions for those 
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problems— sanitation, household hygiene, vacci-
nation, pesticides, and drug treatment— has led to 
their wider ecological dimensions being somewhat 
overlooked. Many problems of environmental con-
tamination have their origins in poverty; deficient 
regulation of mining, industry, and agriculture; and 
mismanagement of surface water and groundwater 
supplies. Differences in household exposure to indoor 
air pollution reflect the traditional division of labor 
(women are mostly exposed), the ongoing use of low-
grade technology, and the persistence of the biomass 
fuels of poverty. Infectious diseases are often spread by 
environmental encroachments—land clearing, water 
damming, irrigation, and expanded trade.

The environmental health agenda is widening. 
Today, the burden of the growing human population 
and its aggregate consumption and waste generation 
is beginning to overload various aspects of the planet’s 
great natural systems. The resultant global environ-
mental changes, signifying that the biosphere’s human 
population carrying capacity is being exceeded, pose 
further risks to human health. Therefore, even as envi-
ronmental health scientists strive to improve their 
research methods for characterizing the health risks 
associated with local physical, chemical, and micro-
biological hazards, they must also extend their ideas 
and methods to encompass larger-scale environmen-
tal hazards and the health consequences of disrupted 
ecosystems. Policy makers, in many sectors, must 
understand the tendency of human-wrought changes 
in the social, built, and natural environments to affect 

health—if not immediately, then in the longer term, 
and sometimes via pathways with which we yet have 
little familiarity.

Discussion Questions
1. What should be the scope of the term 

“environment”?
2. How do conceptualization and methodological 

approaches change with a shift from thinking 
about environmental hazards to thinking about 
human habitats?

3. Which methodological problems are particularly 
characteristic of environmental epidemiology?

4. How might differences be explained in the pro-
file of environmental health problems between 
high-income countries and LMICs?

5. What are the characteristics of particular envi-
ronmental health problems that render them 
more, or less, tractable to amelioration or 
elimination?
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CHAPTER 12

Complex Emergencies
Michael J. Toole and Ronald J. Waldman

 ▸ Introduction

This chapter focuses on public health emergen-
cies that arise from complex political crises 
but draws, in places, on lessons learned from 

humanitarian responses to natural disasters. Termi-
nology changes frequently in this area, and different 
definitions emphasize different aspects of a concept. 
The term complex  humanitarian emergencies came 
into popular use following the Kurdish refugee exo-
dus during the Gulf War in 1991. It was defined by the 
Centers for Disease Control and Prevention (CDC) as 
“a situation affecting large civilian populations which 
usually involves a combination of factors including 
war or civil strife, food shortages, and population dis-
placement, resulting in significant excess mortality” 
(Burkholder & Toole, 1995, p. 1012). Goodhand and 
Hulme (1999) defined complex political emergencies as 
conflicts that combine a number of features: They often 
occur within but also across state boundaries; they have 
political antecedents, often relating to competition for 
power and resources; they are protracted in duration; 
they are embedded in and are expressions of existing 
social, political, economic, and cultural structures and 
cleavages; and they are often characterized by preda-
tory social formations. This latter definition clearly 
locates the causes and effects in the political sphere—a 
point echoed by numerous other writers, and one that 
has considerable implications for those working in 
these settings with a primarily public health agenda. 
In the new millennium, these terms have merged into 

complex emergencies (CEs), the term that we use in this 
chapter to maintain simplicity and consistency.

This chapter grapples with current understanding 
of CEs and their political causes, and considers their 
impact on populations and health systems. It incor-
porates new knowledge and experience gained in the 
past six years, including the massive humanitarian 
crisis resulting from the civil conflict in Syria. It high-
lights current knowledge in humanitarian assistance 
and indicates that effective technical interventions are 
possible to help alleviate suffering and limit adverse 
effects on the health of populations. We draw atten-
tion to current efforts by the humanitarian commu-
nity to improve the effectiveness, efficiency, and equity 
of humanitarian responses, and consider how the pat-
tern of early responses may influence the longer -term 
survival of populations and systems and the nature of 
any post -conflict society established. We are acutely 
aware, however, that the solutions to CEs are politi-
cal and not humanitarian, and that it is in the political 
sphere that both upstream and downstream responses 
to complex emergencies must receive priority.

Many of the public health interventions currently 
promoted as best practices were developed and tested 
during the 1970s and 1980s, when most conflict- 
affected populations were accessed in relatively secure 
refugee camps in low- and middle- income countries 
(LMICs) administered by the Office of the United 
Nations High Commissioner for Refugees (UNHCR). 
Recent changes in the nature of conflicts have intro-
duced a great deal of complexity into these responses. 
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Most contemporary wars are of “protracted duration, 
intrastate, fought by irregular armed groups, and 
fueled by economic opportunities and ethnic rivalry” 
(Spiegel, Checchi, Colombo,  & Paik, 2010, p.  341). 
Many recent displaced populations are in or fleeing 
from middle-income countries, such as Syria. The 
populations most in need are often trapped by the 
armed conflict, unable to flee, not residing in orga-
nized camps, and, therefore, need to be accessed by 
relief agencies “in situ.” Such “trapped” populations 
can be found in northeast Nigeria, Central African 
Republic, Somalia, Syria, and Yemen.

The conditions experienced by those who manage 
to flee their country and obtain refugee status have 
also changed significantly. Since 2011, most Syrian 
and Iraqi refugees have been housed outside camps. 
For example, in 2017, the majority of the 3 million 
Syrian refugees in Turkey were living in urban 
areas, with only 260,000 accommodated in the 21 
government- run refugee camps (UNHCR, 2017a). In 
Jordan, more than 655,000 Syrian men, women, and 
children were trapped in exile. Approximately 75% of 
them lived  outside camps, while more than 140,000 
found sanctuary at the camps of Za’atari and Azraq. 
There were no formal refugee camps in Lebanon; as 
a result, more than 1 million registered Syrians were 
scattered throughout more than 2,100 urban and rural 
communities and locations in Lebanon, often sharing 
small basic lodgings with other refugee families in 
overcrowded conditions.

Although the impact of natural disasters is not the 
subject of this chapter, we have made two important 
exceptions: the destructive tsunami that originated off 
the coast of Indonesia on December 26, 2004, and the 
earthquake that devastated Port-au-Prince, Haiti, and 
its environs on January 12, 2010. We include these cat-
astrophic events because they had many elements of a 
complex emergency.

The tsunami caused more than 228,000 deaths in 
14 countries and displaced more than 1.5 million peo-
ple from their homes (ReliefWeb, 2009). Two of the 
areas most severely affected—the Aceh province of 
Indonesia and northeast Sri Lanka—had experienced 
several decades of armed conflict. More than 127,000 
Burmese refugees were living in the 5 Thai provinces 
affected by the tsunami: At least 1,000 perished (United 
States Committee for Refugees, 2005). The massive 
displacement and disruption to food and water sup-
plies, shelter, and sanitation created conditions similar 
to those experienced by refugees and internally dis-
placed persons (IDPs) fleeing armed conflict.

The Haiti earthquake killed 230,000  people, injured 
an approximately equal number, left 604,000  people 

homeless in Port-au-Prince, and caused the flight of an 
additional 598,000 residents from the capital city to the 
countryside. Its impact on the only major city in the 
poorest country of the Western Hemisphere, including 
the government paralysis that followed in the earth-
quake’s wake, the massive international relief effort that 
included interventions by armed forces from many 
different nations, and the difficulty that is foreseen in 
returning people to their homes is, again, similar to what 
might be encountered in conflict settings.

In the period from the end of World War II to 
the end of the Cold War, most conflicts took place 
in the developing regions of the world, primarily in 
Africa, the Middle East, Asia, and Latin America 
( FIGURE 12-1). The end of the Cold War, the break-up 
of the Soviet Union, and the pace and intensity of 
globalization led, in the 1990s, to major conflicts in 
Europe and the former Soviet Union—most notably 
in  Tajikistan, Chechnya, Georgia, Abkhazia, and the 
former Yugoslavia. The number of armed conflicts 
globally reached a peak of 52 in 1991. This point 
was followed by a steady decline until 2012, when 
an upswing began in part due to conflicts following 
the so-called Arab Spring, reaching 50 again in 2015 
(Uppsala Conflict Data Program, 2016).

Modern-day conflicts are increasingly inter-
nal, rather than between states, and often have as a 
prime objective, alongside the quest for economic 
and political power, the undermining of the lives and 
livelihoods of civilian populations associated with 
opposing factions. As many as 90% of those persons 
affected in recent conflicts have been civilians, with all 
ages and both sexes suffering the effects. The distribu-
tion of impact and health outcomes vary substantially, 
however, and depend on the nature of the conflict and 
its history, its extent and form, and the prior health 
and health system status.

Many CEs and major natural disasters have 
attracted considerable media attention and have 
caused people to seek to promote availability of at 
least a basic degree of humanitarian assistance, even if 
fundamental political solutions are not sought. Other 
ongoing crises, despite causing massive loss of life, 
population displacement, and infrastructure destruc-
tion, are not necessarily explicitly recognized as CEs; 
as a result, they have attracted few resources and 
attention. These “hidden emergencies” nevertheless 
pose fundamental challenges to the health and well- 
being of affected populations. For example, the ongo-
ing conflicts in Central  African Republic, northeast 
 Nigeria, and the Democratic Republic of the Congo 
(DRC) have drawn little attention and responses from 
the rest of the world: Such discrepancies are likely to 
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result from geopolitical concerns, media interest, and 
economic factors.

In the aftermath of the September 2001 terror-
ist attacks on New York City and Washington, D.C., 
United States–led coalitions have used military force 
to change the regimes in Afghanistan and Iraq. These 
two conflicts have been “internationalized” and rep-
resent a new trend in modern wars, given the huge 
disparities in military resources between the warring 
parties. These two conflicts were ongoing in 2018 
with intensification of fighting in both countries and, 
in Iraq, the additional brutality of the radical jihadist 
movement Islamic State of Iraq and the Levant (ISIL).

During the decades since the Holocaust, numer-
ous episodes of massive human rights atrocities and 
genocide have been committed against particular 
groups: Pol Pot’s killing fields in Cambodia, the geno-
cide against Tutsis in Rwanda, and “ethnic cleansing” 
in the former Yugoslavia. Other conflicts, such as that 
in West Darfur, Sudan, which began in 2004, highlight 
the brutal nature of internal wars, including the use of 
repressive techniques to evict people from their homes 

and to undermine their sense of security and safety, 
accompanied by the targeted use of force to destroy 
social, political, and economic structures.

A particularly insidious development is the tar-
geting of violence toward individuals and groups 
on the basis of their ethnicity or religion. Such con-
flicts have occurred frequently enough that the term 
“ethnic cleansing” has entered the language. How-
ever, the reality has been that opportunistic politi-
cians have often inflamed the perceived differences 
between groups, especially during times of economic 
and political uncertainty, resulting in open armed 
conflict.

In Syria, Iraq, and other countries, ISIL has 
taken violence against civilians to a new level. Tar-
geting Shia Muslims, Christians, and Sunni Muslims 
who oppose them, members of ISIL have engaged in 
brutal torture and killings and led to massive move-
ments of internally displaced persons and refugees. 
Other radical jihadist groups in Somalia (Al Shabab) 
and Nigeria (Boko Haram) have employed similar 
violent tactics.

FIGURE 12-1 Armed conflict by type, 1946–2015.
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In the same conflicts, we see evidence of other key 
features of modern-day CEs:

 ■ The willingness of powerful segments of the inter-
national community to intervene in internal con-
flicts, and to do so in a way that minimizes their 
exposure to risk

 ■ The changing nature of humanitarian assistance, 
which increasingly forms only one dimension of 
the management of conflicts, alongside political, 
economic, and military responses

 ■ The changing role of the private sector, as well as 
the increasingly important role of local and global 
media

 ■ Trends in globalization that simultaneously inte-
grate peripheral areas within the global economy, 
yet contribute to their fragmentation as elites 
compete for access to the economic and political 
resources associated with integration in the global 
political economy

One consequence of the targeting of entire com-
munities and their livelihoods has been a dramatic 
rise in the number of forcibly displaced people. By the 
end of 2016, 65.6 million individuals were forcibly dis-
placed worldwide as a result of persecution, conflict, 
violence, or human rights violations (UNHCR, 2017a). 
That number represented an increase of 300,000 peo-
ple over the previous year, and the world’s forcibly 
displaced population remains at a record high. Glob-
ally, in December 2016, there were an estimated 22.5 
million refugees, 2.8 million asylum-seekers (those 
seeking refugee status), and 40.3 million IDPs, the vast 
majority of whom were fleeing conflict zones.

Although refugee numbers are typically assessed 
to plan and provide relief, relatively little attention 
has been devoted to developing the most appropri-
ate methods for establishing the precise composition 
of refugee and IDP populations, whether in terms of 
age, sex, religion, local geographic origin, or ethnic-
ity. This imposes constraints given the differing needs 
and roles of groups within populations and may make 
it easier for the more complex issues of dealing with 
gender, equity, and ongoing intergroup rivalry to be 
overlooked. Particular groups, such as older adults, 
refugees not in camps, and IDPs, may neither be iden-
tified nor receive the required attention for their dif-
fering needs.

The changing pattern of conflict has been accom-
panied by significant changes in the delivery of 
humanitarian assistance. On the one hand, the num-
ber of agencies operating in these complex settings 
has increased dramatically; for example, more than 
240 nongovernmental organizations (NGOs) were 

working in and around Rwanda in the aftermath of 
the genocide and more than 100 agencies were work-
ing with the Kosovar Albanians during 1999. On the 
other hand, lower-profile CEs may be as severe and life 
threatening to large populations, such as that in Sierra 
Leone in 1999, yet attract much less media attention 
and intergovernmental and humanitarian responses. 
New NGOs established in response to a specific con-
flict may be short-lived, inexperienced, and unable to 
cope with the challenges they face in providing ser-
vices in complex political environments. The principle 
that such an organization must do more good than 
harm must underlie all interventions.

Every conflict has winners and losers. Predators 
identify opportunities amidst the turmoil to further 
enrich themselves and entrench their political posi-
tion; thus, these players may have an interest in per-
petuating the conflict. Humanitarian aid itself may 
become a resource over which groups compete, and 
such assistance and resources may directly or indi-
rectly stoke the conflict. In some distressing circum-
stances, humanitarian aid has been used unwittingly to 
attract populations that were subsequently targeted by 
combatants, as in the DRC and Sudan.  Humanitarian 
workers have increasingly been directly targeted in 
latter -day conflicts, leading to increased efforts to work 
closely with the military and security sector. Despite 
some benefits, such as improved logistics support, this 
trend may bring negative consequences and additional 
dangers and may threaten the neutrality and impartial-
ity to which many agencies aspire.

In recent conflicts, health facilities, including 
those supported by international NGOs, have been 
targeted by combatants. For example, between 2015 
and 2017, nearly 100 medical facilities supported by 
Médecins sans Frontières (MSF) were bombed (Relief-
Web, 2017a). The vast majority of these sites were in 
Syria, but facilities in Yemen, Afghanistan, Ukraine, 
and South Sudan were also hit.

NGOs are not a homogeneous community. 
Although some are highly professional and have given 
considerable thought to the development of humani-
tarian and technical policies and programs, the way in 
which humanitarian assistance has been provided has 
brought some negative consequences. Recognition by 
the humanitarian community of these problems has 
led to a great deal of evaluation and introspection, 
along with measures to improve practice, including 
the development of codes of conduct for humanitar-
ian agencies, the promotion of minimum standards 
for service provision, and debate regarding enhanc-
ing accountability to affected populations. The most 
widely used minimum standards have been compiled 
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by the Sphere Project, which is in the process of pro-
ducing its fourth edition (Sphere Project, 2011).

The first-ever World Humanitarian Summit took 
place in Istanbul in May 2016. As part of the lead-up 
to the summit, a number of donors and NGOs nego-
tiated what was known as the “Grand Bargain”—a 
commitment from donors and aid organizations to 
provide 25% of global humanitarian funding to local 
and national responders by 2020, along with more 
non-earmarked money, and increased multiyear 
funding to ensure greater predictability and continu-
ity in humanitarian response, among other commit-
ments. The Grand Bargain was endorsed at the World 
Humanitarian Summit.

Promoting the derivation and uptake of good 
practices is particularly difficult in humanitarian 
agencies given their rapid staff turnover, unwilling-
ness to publicly acknowledge failures and limitations 
because of the possible funding consequences, and 
a culture of doing rather than reflecting. Interven-
tions are sometimes not evidence-based, and, despite 
most agencies valuing the concept of coordination, 
few wish to be coordinated. Poor-quality services 
have significant adverse consequences: increased 
morbidity, mortality, and disability; further spread of 
communicable diseases; community dissatisfaction 
and breakdown; and psychosocial distress. Clear 
policy objectives for interventions are often lacking, 
and mechanisms for working with new players such 
as the military and the private sector remain inad-
equately developed. Despite recognition that the 
accountability of relief efforts to affected populations 
should be enhanced, mechanisms to assure this rela-
tionship is honored are in their infancy.

Ongoing humanitarian challenges include under-
standing how best to upgrade host population health 
services alongside efforts to improve those services 
made available specifically to refugees, how best to 
ensure that urban refugees can access effective and 
affordable health care, how to most humanely and 
efficiently provide good-quality services, and how 
to maintain the role of communities in structuring 
both the determination of priorities and the pattern 
of service provision. A key issue relates to how and 
whether to bolster and support resilient health and 
social systems and individual adaptations to conflict. 
Our level of knowledge regarding these responses, and 
the potential to further support them, is weak. A per-
sistent challenge for humanitarian workers is the quest 
to institutionalize a sensitive and inclusive evidence -
based culture and to build sustainable mechanisms for 
crystallizing policy advice from the vast and valuable 
foundation of field experience.

 ▸ Direct Public Health 
Impact of War

Measuring the impact and hidden costs of conflict is 
complex for a variety of reasons—methodological and 
theoretical shortcomings, inconsistencies in defini-
tions and terms, restricted access to areas of conflict and 
sources of information, the rapid evolution of many 
emergencies, political manipulation of data, resource 
constraints, and the hidden or indirect nature of the 
impact. One of the consequences of the data-related 
limitations is difficulty in identifying more precisely 
which sections of the population are at greatest risk so 
as to develop more appropriate responses. Most poor 
countries lack reliable health information and vital 
registration systems, the absence of which increases 
the difficulties of determining the conflict-associated 
costs in terms of morbidity, mortality, and disability. 
Furthermore, CEs may seriously disrupt any surveil-
lance and information systems that do exist.

Lack of consistency in definitions used makes it 
difficult to compare data within and across popula-
tions. Different agencies may define refugees and IDPs 
in different ways, case definitions for particular condi-
tions vary, and techniques for estimating nutritional 
deficiencies, for example, may vary among different 
agencies working with the same population. Data are 
at times incomplete because impartial observers who 
attempt to provide more accurate figures may not 
have access to witnesses or other reliable sources of 
information.

During the last 20 years, a number of expert meet-
ings have been held to develop more reliable meth-
ods of measuring both direct and indirect mortality 
resulting from CEs. Some of their proceedings have 
been published (Reed & Keeley, 2001; Working Group 
for Mortality Estimation in Emergencies, 2007). Other 
publications have sought to help non-epidemiologists 
analyze and use mortality data (Checchi & Roberts, 
2005). Cross-sectional retrospective mortality surveys 
have been increasingly employed to measure conflict- 
related mortality. In 2004 alone, large mortality sur-
veys were conducted in three conflict zones: Iraq, the 
DRC, and the West Darfur region of Sudan. All of 
these surveys used cluster sampling methodology.

Between 2000 and 2007, the International Rescue 
Committee (IRC), an international NGO, conducted a 
series of mortality surveys to evaluate the humanitar-
ian impact of the conflict in DRC. The third nation-
wide survey in 2007 found that the crude mortality 
rate (CMR) remained elevated at a level almost 70% 
higher than that reported in the 1984 national census 
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and more than 55% higher than the reported baseline 
for sub-Saharan Africa (Coghlan et al., 2009). Fewer 
than 10% of deaths documented in the studies were 
directly attributable to violence. Instead, most were 
due to the indirect public health effects of conflict, 
including higher rates of infectious diseases, increased 
prevalence of malnutrition, and neonatal conditions. 
The authors of these studies concluded that security 
interventions, rather than health, would have the 
greatest impact on reducing mortality rates.

Although innovative techniques may be used to 
try to build up a picture of what transpired during 
a particular CE, the needs that arose during the CE, 
and the nature of the response, the sources of data 
may be biased, as may the ways in which information 
has been collected. Despite these challenges, innova-
tive groups—often NGOs without a political agenda 
linked to any of the key players in the conflict—may be 
able to play a valuable role in documenting precisely 
what occurred and what the nature of present needs is. 
MSF has taken an innovative approach to document-
ing the impact of CEs through its MSF Speaking Out 
series, in which extracts from all relevant internal and 
external MSF documents are collated and annotated 
to form a compelling chronicle of a crisis and pub-
lished both in hard copy and on the “MSF-CRASH” 
website (http://www.msf-crash.org/en). One exam-
ple is the book published in 2017: Humanitarian Aid, 
Genocide and Mass Killings: The Rwandan Experience, 
1982–97 (Bradol & Le Pape, 2017).

Even where huge numbers of people are involved 
in a CE, agreement on the magnitude of impact var-
ies. For example, the reported numbers of deaths in 
Syria since the beginning of the civil war have varied 
between government and opposition sources. The most 
reliable estimate is probably the December 2016 esti-
mate of the Syrian Centre for Policy Research, which 
suggested that  470,000 direct or indirect deaths had 
occurred due to the Syrian conflict since it began in 
2011, and 11.5% of the population had been killed or 
injured. Approximately 10% of these deaths occurred 
among IDPs. The annual CMR in Syria increased from 
4.4 deaths per 1,000 in 2010 to 10.9 deaths per 1,000 in 
2014, accounting directly and indirectly for the death of 
approximately 1.4% of the total population.

Data on numbers of IDPs and refugees may 
be manipulated by states and organizations in an 
attempt to make a political point or to maximize 
access to resources. It has been alleged that some 
refugee camp administrators and refugees report 
fewer deaths than actually occur so as to maintain 
levels of international assistance—having fewer ben-
eficiaries could result in less assistance. In Nepal, in 

an attempt to encourage reporting of deaths among 
Bhutanese refugees, free funeral shrouds were offered 
to  relatives of the deceased together with assurances 
that the reporting would not result in decreases of 
rations; this approach has also been used elsewhere.

Physical Impact
Political conflicts in the latter half of the 20th 
 century were mostly waged between armies and 
trained combatants. The main direct results, in the 
form of deaths, morbidity, and disability, reflected 
the nature of the conflict, the level of technology 
and the nature of weapons, the prior preparation  
and  protective clothing available to military person-
nel, and the quality of emergency medical care and 
evacuation facilities.

In the vast majority of latter-day conflicts, how-
ever, the entire population is often targeted, in part 
directly, but also with massive and sustained efforts 
at reducing the viability and integrity of the affected 
community. Injuries and disabilities may follow the 
use of firearms, but technology levels need not be high 
to achieve terrible levels of destruction. For example, 
the Rwandan genocide was largely committed with a 
combination of guns and machetes.

Antipersonnel land mines have also been respon-
sible for significant population burdens, especially in 
a small number of heavily infested countries such as 
Angola, Cambodia, and Afghanistan. Despite a global 
ban, land mines have been deployed in recent conflicts. 
One of the most notorious examples was the Syrian 
town of Madaya in 2016. Syrian government forces had 
laid siege to the town, in the Rural Damascus Gover-
norate, depriving roughly 40,000 residents of food and 
medicine for almost a year. The town was surrounded 
by an estimated 12,000 land mines. Between Novem-
ber 2015 and May 2016, 86  people died from siege- 
related causes, including 14 from land mines and 6 
from snipers (Physicians for Human Rights [PHR] & 
Syrian American Medical Society, 2016).

Sexual Violence
Rape is increasingly recognized as a feature of inter-
nal wars, but has been present in many different types 
of conflicts. In some conflicts, rape has been used 
systematically as an attempt to undermine opposing 
groups. For example, an estimated 215,000 to 257,000 
women were victims of sexual violence during the 
civil war in Sierra Leone (Project Ploughshares, 
2002). The effects of gender-based violence (GBV) 
in conflict and post-conflict areas are numerous and 
severe.  Sexually transmitted infections are a lasting 
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consequence of GBV and are a major health concern 
for women in conflict areas. Physical harms such as 
injury to reproductive organs, traumatic fistulas, 
and infertility often accompany brutal or repeated 
rapes. Attempts at abortion following an unwanted 
pregnancy from rape may also have severe medical 
complications.

The widespread sexual violence associated with 
armed conflict in eastern DRC has led it to be named 
the “rape capital of the world.” A 2014 survey con-
ducted in North Kivu Province showed that 22% of 
women were victims of sexual violence within the 
conflict (European Parliament, 2014). In addition, 
50% of women had experienced sexual violence in a 
domestic context, evidence of the spread of what some 
call a “rape epidemic.”

The findings of a systematic review in 2014 sug-
gested that approximately one in five refugee or dis-
placed women in complex humanitarian settings 
had experienced sexual violence (Vu et al., 2014). A 
study in Uganda found that despite widespread rape, 
few women spoke of their victimization (Bracken, 
Giller,  & Kabaganda, 1992). Women of all ages had 
been targeted by sexual violence, but only few of 
those—and many of them only after several years—
sought medical care and psychological help. Interest-
ingly, recent studies have shown that during conflict 
a surprisingly high proportion of sexual violence is 
perpetrated on women by domestic intimate partners 
(Stark et al., 2017).

UN peacekeepers have been hit by a series of 
accusations of sexual exploitation and abuse of civil-
ians across the globe. At least 55 UN peacekeepers 
were accused of sexual exploitation and abuse of civil-
ians across UN missions around the globe during the 
first half of 2017, including a number of allegations 
against UN peacekeepers in Central African Republic 
(Essa, 2017).

Women who are on their own during a CE may 
find it more difficult to assure their safety and that 
of their children. They may become targets of vio-
lence from three sides: from the opposing army, from 
the armed forces in the country to which they have 
fled, and sometimes from their own community 
(Palmer & Zwi, 1998). They may be forced to provide 
sex in exchange for food, shelter, or other necessities 
for self and family survival. The experience of Afghan 
refugees is illustrative: “In the camps in Pakistan, most 
of which are controlled by one or other of the warring 
Afghan factions, women have been attacked, partic-
ularly those who are unaccompanied by men. If they 
refuse sexual favors, they are often denied access to 
vital rations” (Amnesty International, 1995, p. 15).

The issue of safety of women should be carefully 
considered when planning camp and other facilities: 
The siting of water, latrines, and cooking fuels should 
be undertaken in such a way as to reduce risks of 
abuse and violence, as described in the Sphere Project 
guidelines.

Human Rights
In times of war, the Universal Declaration of Human 
Rights and other laws, covenants, declarations, and 
treaties that constitute the body of human rights law 
are complemented by international humanitarian law. 
The latter is “a set of rules aimed at limiting violence 
and protecting the fundamental rights of the individ-
ual in times of armed conflict” (Perrin, 1996, p. 381). 
These rules are intended to govern the conduct of war 
by banning the use of certain weapons and by mini-
mizing the effects of armed conflicts, whether interna-
tional or internal, on noncombatants. The protection 
of the rights of noncombatants in wartime is based 
primarily on the Geneva Conventions of 1949 and 
the two Additional Protocols of 1977. Yet, despite the 
 existence of both of these bodies of international law, 
CEs are consistently associated with serious infringe-
ments of the dignity of individuals and, more spe-
cifically, with a major impact on the health status of 
affected individuals and populations.

General practices that can be considered clear 
violations of international humanitarian law include 
the intentional targeting of civilian noncombatants, 
medical personnel, and civilian health facilities. 
Protection is also conferred upon prisoners of war, 
wounded and ill combatants, and military medi-
cal installations. Violations by states and individuals 
occurred with great frequency during the second half 
of the 20th century. One of the most prominent exam-
ple was the genocidal activities perpetrated upon the 
Tutsi population of Rwanda in 1994. In the 1990s, the 
governments of Serbia and Croatia pursued ethnic 
cleansing policies against the populations of neigh-
boring republics of the former Yugoslavia and, in the 
case of Serbia, the province of Kosovo. Arab militia 
in western Sudan, known as the Janjaweed, terrorized 
the Zaghawa, Masaalit, and Fur peoples between 2003 
and 2005 with active support from the government of 
Sudan. This overt support led to the issuance in March 
2009 of an arrest warrant by the International Crim-
inal Court for the president of Sudan, Omar Hassan 
al-Bashir. Between 2011 and 2017, numerous human 
rights abuses were committed by all sides of the Syrian 
conflict, including torture, summary executions, and 
sexual violence.
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Although violations of human rights law and 
international humanitarian law are crimes, the legal 
systems for punishing the perpetrators and compen-
sating the victims are grossly inadequate. To date, 
four international tribunals have been established to 
prosecute war criminals from the former Yugoslavia, 
Rwanda,  Cambodia, and Sierra Leone. Although these 
courts help to move the punishment of war criminals 
from theory to practice, they have been slow to act and 
expensive to implement. The establishment of an Inter-
national Criminal Court—a permanent standing body 
dedicated to the trial and punishment of individuals 
accused and convicted of violations of human rights 
law—is, at least conceptually, another step toward 
strengthening what has in many respects been a legal 
system without law enforcement capability.

Reporting and responding to reports of human 
rights violations pose major problems. Although wars 
and internal conflicts have been proximate causes of 
most humanitarian emergencies, few of the individ-
uals and agencies that have been involved in provid-
ing relief to the individuals affected are trained in the 
recognition of human rights violations or know where 
and how to report them. Until more widespread atten-
tion is paid to these crimes against humanity, the vic-
tims will continue to suffer from preventable acute and 
chronic morbidity, and the perpetrators will largely go 
unpunished. It would be useful to treat human rights 
violations as a major cause of morbidity and mortal-
ity during wars and their aftermath and to establish 
the epidemiologic characteristics of their distribution 
(Spirer & Spirer, 1993).

 ▸ Indirect Public Health Impact 
of Civil Conflict

This section focuses in detail on the impacts on the 
health of populations that are not directly conse-
quences of violence. Although the chapter as a whole 
focuses on the public health consequences of armed 
conflict, there is a phased evolution of public health 
effects as a country or region moves from political 
disturbances, economic deterioration, and civil strife 
through armed conflict, population migration, food 
shortages, and the collapse of governance and physical 
infrastructure. Thus, this section attempts to frame the 
indirect consequences of civil conflict in the changing 
context of evolving humanitarian emergencies.

Food Scarcity
As political disturbances evolve in a country, there is gen-
erally a significant effect on national and local economies. 

Under such scenarios, especially in LMICs, one of the 
first health effects is undernutrition in vulnerable groups, 
often caused by food scarcity. Local farmers may not 
plant crops as extensively as usual, or may decrease the 
diversity of their crops due to the uncertainty created 
by the economic or political situation. The cost of seeds 
and fertilizer may increase, and government agricul-
tural extension services may be disrupted, resulting in 
lower yields. Distribution and marketing systems may be 
adversely affected. Devaluation of the local currency may 
drive down the price paid for agricultural produce, and 
the collapse of the local food processing industry may 
further diminish demand for agricultural products.

If full-scale armed conflict occurs, the fighting 
may damage irrigation systems, crops might be inten-
tionally destroyed or looted by armed soldiers, dis-
tribution systems may collapse completely, and there 
may be widespread theft and looting of food stores. In 
countries that do not normally produce agricultural 
surpluses or that have large pastoral or nomadic com-
munities, the impact of food deficits on the nutritional 
status of civilians may be severe. Such has been the 
case not only in sub-Saharan Africa, but also in Yemen 
(EXHIBIT 12-1). If adverse climatic factors intervene, as 
often happened in drought-prone countries such as 
Sudan, Somalia, Mozambique, and Zimbabwe, the 
outcome may be catastrophic famine.

Famine may be defined as high malnutrition and 
mortality rates resulting from inadequate availabil-
ity of food. Lack of food availability may result from 
either insufficient production or inadequate or ineq-
uitable distribution.

EXHIBIT 12-1 Yemen

The civil war in Yemen has exacerbated the country’s 
preexisting challenges, including poverty, poor health, 
and shortages of basic necessities such as water, 
fuel, and medications. By late 2016, the price of food 
had increased by 55% in that country and the gross 
domestic product (GDP) had contracted by almost 
33%. Moving safely and freely was impaired, and access 
to clean water was a complicating barrier. An outbreak 
of watery diarrhea that caused much morbidity and 
mortality in Yemen was attributed to cholera. An 
estimated 14.4 million people, almost half of whom 
were severely affected, were unable to meet their 
food needs (Action Against Hunger, 2017). UNICEF 
estimated that approximately half of children in Yemen 
were affected by stunting (chronic malnutrition), and 
nearly 460,000 of Yemen’s children were suffering from 
severe acute malnutrition (Eshaq et al., 2017).
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When food aid programs are established, there 
may be inequitable distribution due to political fac-
tors, food stores may be damaged or destroyed, food 
may be stolen or diverted to military forces, and the 
distribution of food aid may be obstructed (Macrae & 
Zwi, 1994). The resulting food shortages may cause 
prolonged hunger and eventually drive families from 
their homes in search of relief. There have been many 
examples of food aid diversion, including in Sudan, 
Somalia, and the former Yugoslavia in the 1990s and 
in South Sudan and Yemen in the 21st century. Indeed, 
in latter-day CEs, targeting of relief assistance and the 
use of humanitarian aid as a resource that enables the 
warring parties to continue their violence is an ongo-
ing challenge for humanitarian agencies.

Population Displacement
A common response by families and communities to 
civil conflict is to flee the violence. Individuals may flee 
because they fear persecution due to their particular 
political beliefs, ethnicity, or religion. In some societ-
ies, migration of part of the family to a safer area may 
be a traditional coping mechanism, with adult males 
staying behind to care for their land and  animals. 
Some of these men may also be directly involved in 
the conflict. Mass migration and food shortages have 
been responsible for most deaths following civil con-
flicts in Africa and Asia.

Refugees
Refugees are defined under several international con-
ventions as persons who flee their country of origin 

through a well-founded fear of persecution for rea-
sons of race, religion, social class, or political beliefs 
(but not for economic reasons).

A number of large mass migrations occurred in the 
last decade of the 20th century, such as the 1  million 
Kurdish refugees who fled Iraq for Iran or  Turkey in 
1991; the 1.5 million refugees or displaced persons 
within the republics of the former  Yugoslavia in 1993; 
the estimated 2 million Rwandan refugees who fled into 
Tanzania, Eastern Zaire, and Burundi in 1994; and the 
approximately 780,000 ethnic  Albanians who fled the 
then Serbian province of Kosovo in 1999. The number 
of dependent refugees under the protection and care 
of the UNHCR steadily increased from approximately 
6 million in 1980 to more than 17  million in 1992. How-
ever, during the first decade of the new millennium, the 
number of refugees and internally displaced persons 
remained relatively stable.

This situation changed dramatically following the 
Arab Spring in 2011, especially in Syria, Iraq, Libya, 
and Yemen, where fierce armed conflict erupted 
and continues to this day. In March 2017, the num-
ber of registered Syrian refugees exceeded 5 million, 
with the majority residing in Turkey, Jordan, and 
 Lebanon (UNHCR, 2017b). In addition, an estimated 
6.6  million Syrians were internally displaced. Other 
major sources of refugees and internally displaced 
persons in 2017 were  chronically conflict-affected 
Afghanistan, Somalia, the DRC, and Colombia, as 
well as countries recently affected by conflict, such as 
South Sudan, Central  African Republic, and Yemen 
(UNHCR, 2017a). TABLE  12-1 notes major refugee 
populations as of December 2016. 

TABLE 12-1 Origins of 10 Major Refugee Populations (Plus Palestinians), December 2016

Refugee Origin Host Country Number

Palestinians West Bank, Gaza, Jordan, Lebanon 5,300,000

Syria
Afghanistan

Turkey, Lebanon, Jordan, Egypt
Iran, Pakistan, India 

5,500,000
2,500,000

South Sudan
Somalia
Sudan
Democratic Republic of Congo (DRC)
Central African Republic
Myanmar
Eritrea
Burundi

Ethiopia, Uganda, Kenya, Sudan
Kenya, Sudan, Yemen, Djibouti
Chad, South Sudan
Uganda, Rwanda, Tanzania
Cameroon, Chad, DRC
Bangladesh, Malaysia
Ethiopia, Sudan, Saudi Arabia
Tanzania, Rwanda, Uganda

1,400,000
1,000,000
 650,000
 537,500
 490,900
 490,300
 459,400
 408,100

Data from United Nations High Commissioner for Refugees. (2017). Global trends: Forced displacement in 2016. Geneva, Switzerland: Author.
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In 2016, the countries hosting the largest num-
bers of refugees were Turkey (2.9 million), Pakistan 
(1.4 million), Lebanon (1 million), Iran (980,000), 
Uganda (940,800), Ethiopia (791,600), Jordan (685,000), 
and Germany (669,000).

Internally Displaced Persons
In addition to those persons who meet the interna-
tional definition of refugees, millions of people have 
fled their homes for the same reasons as refugees but 
remain internally displaced in their countries of origin. 
Ascertaining the number and location of the world’s 
IDPs presents a stiff challenge due not only to defini-
tional difficulties, but also as the result of institutional, 
political, and operational obstacles. Despite these dif-
ficulties, there is a broad consensus that the global 
population of IDPs has increased from somewhere in 
the region of 20 million at the end of 2000 to more 
than 40 million at the end of 2016.

IDPs lack the protection afforded by the inter-
national conventions and protocols on refugees. 
Nevertheless, the Geneva Conventions and certain 
articles of the United Nations Charter provide some 
protection to these individuals. Since 2005, UNHCR 
has been officially responsible for providing assis-
tance to IDPs.

During 2016, 5.5 million IDPs were newly dis-
placed by conflict and violence in their countries, 
according to data reported by UNHCR. At the end of 
2016, the largest IDP populations were in Colombia 
(7.4  million), Syria (6.3 million), Iraq (3.6  million), 
DRC (2.2  million), Sudan (2.2 million), Nigeria 
(2.2  million), Yemen (2.0 million), South Sudan 

( 1.9 million), Ukraine (1.8 million), Afghanistan  
(1.8  million), and Somalia (1.6 million). FIGURE 12-2 
shows the trend in IDP and refugee numbers 
between 1996 and 2015.

The final stages of the Sri Lankan civil war created 
250,000 internally displaced persons who were trans-
ferred to camps in Vavuyina District and detained 
against their will for many months (see EXHIBIT 12-2). 

During the 1990s, the United Nations Security 
Council sanctioned some extraordinary measures 
to protect displaced populations in southern Sudan, 
northern Iraq, the republics of the former Yugoslavia, 
Somalia, and Timor-Leste. There have been few such 
United Nations interventions since 2000. One nota-
ble exception has been the United Nations–African 
Union Mission in Darfur (UNAMID), which at the 
end of 2016 had almost 20,000 uniformed personnel 
from 116 countries.

Until the past decade, the most common response 
to mass population movements, either across inter-
national boundaries or within countries, had been 
to establish camps or settlements. In Eastern Europe, 
many refugees and IDPs have been housed in hotels, 
resort camps, schools, and hostels, where environ-
mental conditions have been relatively good. In con-
trast, in LMICs, most refugees and displaced persons 
have been placed in camps located in inappropriate 
border areas. Conditions in camps have varied enor-
mously; in general, camps with fewer than 20,000 
residents have had more favorable environmental 
conditions than larger camps. Camps for Rwandan 
refugees in eastern Zaire in 1994 contained up to 
300,000 persons; they were poorly planned and laid 
out, with inadequate sanitation and poor access to 

FIGURE 12-2 Estimated global number of refugees and internally displaced persons (millions), 1997–2016.
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clean water. Relief program managers found it diffi-
cult, if not impossible, to establish equitable systems of 
distribution of commodities, such as food and shelter 
materials, and there was a high frequency of violence 
and other crimes. By contrast, smaller refugee camps 
in Burundi were more easily managed and the resi-
dents there suffered fewer health consequences related 
to environmental conditions.

In addition to poor environmental conditions, 
crowded camps promote the spread of many com-
municable diseases, such as measles, meningitis, and 
acute respiratory infections. The overwhelming nature 
of these large camps also tends to create a sense of loss 
of dignity and independence among mostly rural ref-
ugees, and induces mental health disorders such as 
anxiety and depression.

As noted earlier, in 2016, more than 50% of the 
world’s refugees and IDPs were in urban areas, which 
has both positive and negative implications for their 
quality of life and health status. The positives include 
a diminished risk of communicable diseases; the 
negatives include difficulties in accessing health ser-
vices that may rely on user fees. For example, most 
health services in Lebanon are provided by private 
practitioners.

Destruction of Public Utilities
Wars often involve the intentional or accidental 
destruction of public utilities, such as water and 
 sewage systems, electricity sources and distribution 
grids, and fuel supplies. Although these disruptions 
mainly affect urban areas, local water supplies have 
also been destroyed in rural conflicts, such as in 
Somalia during the early 1990s.

Between 1992 and 1995, in Sarajevo, the capi-
tal, and other large cities in Bosnia and Herzegov-
ina, municipal water supplies were destroyed by 
shelling; similar breakdowns in sewage systems and 
cross- contamination of piped water supplies led to 
widespread contamination of drinking water. These 
problems were compounded by the lack of electricity 
and diesel fuel needed to run generators.

During a conflict, hospital generators are often 
able to supply only operating rooms and emergency 
rooms, further promoting a concentration of services 
in the area of trauma management. In this kind of 
environment, routine surgical procedures, inpatient 
medical care, and pediatric, obstetric and gynecologic, 
and perinatal care services deteriorate. In addition, 
the cold chain required to maintain immunization 
programs is not sustainable.

 ▸ The Effects of Armed Conflict 
and Political Violence on 
Health Services

The model presented in FIGURE 12-3 offers a framework 
for describing the health service impact of conflict 
and CEs. The focus is on the health services within the 
countries affected by CEs; there are also related pres-
sures and constraints on the health services of host 
countries to which refugees may flee.

Access to Services
The impact of conflict on health facilities and ser-
vices depends on their prior availability, distri-
bution, and utilization patterns. Where services 

EXHIBIT 12-2 Crisis Traps IDPs in Sri Lanka

During the first half of 2009, Sri Lanka’s 26-year conflict in the north of the country intensified. Fighting between the 
Sri Lankan army and the Liberation Tigers of Eelam (LTTE) trapped approximately 70,000 civilians in a small coastal stretch 
of land in the north Vanni region. The United Nations estimated that 4,500 civilians were killed and 12,000 injured during 
the final stages of the conflict. The International Committee of the Red Cross (ICRC) was the only humanitarian aid agency 
permitted access to the area.

Eventually, LTTE forces were defeated and the fighting ceased. In the immediate aftermath, approximately 
250,000 civilians were displaced and held in camps for up to 12 months. In 6 days alone, from May 16 to May 20, 
77,000 people emerged from the former conflict zone in northern Sri Lanka and arrived in Vavuniya district, where 
MSF was one of the aid agencies working. MSF provided surgical and medical support to the 400-bed Vavuniya 
Hospital, which at one point housed 1,900 inpatients. To ease the congestion, MSF established a 100-bed field 
hospital. The main cause of hospitalization among the 3,000 patients admitted to the MSF hospital from June to 
the end of November 2009 was trauma and wounds. In total, more than 1,350 surgical procedures were performed 
during that time in the MSF hospital.

Data from Medical emergency in Sri Lanka. (2009). The Lancet. 373:1399; MSF Australia. (2009, December 14). Field News. Sri Lanka: Situation Retrieved from www.msf.org.au
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were originally available, as in Iraq (prior to 1991) 
and Syria (prior to 2011), the conflict may cause 
rapid deterioration as a result of infrastructure and 
 distribution systems damage, resource constraints, 
declining health personnel availability and morale, 
and reductions in access. The prewar health system 
in Iraq was extensive, accessible to 90% of the pop-
ulation, and reached 95% of the children requiring 
immunizations (Lee & Haines, 1991). By the end of 
the Gulf War, many hospitals and clinics had been 
severely damaged or closed, those operating were 
overwhelmed with work, and damage to infrastruc-
ture, water supplies, electricity, and sewage disposal 
exacerbated problems in population health and 
health services activity.

Six years of civil war in Syria have taken a devas-
tating toll: thousands of lives lost, forced migration at 
levels unseen since World War II, homes and infra-
structure obliterated, health facilities and workers tar-
geted in attacks. Access to basic health care, including 
surgical care, is severely hampered by restricted abil-
ity to move, the destruction and breakdown of health 
infrastructure, shortage of medical supplies, lack of 
human resources and threats of kidnappings and kill-
ings by different armed groups on medical staff. By 
the end of March 2015, out of 113 public hospitals in 
Syria, 44% were reported fully functioning, 36% par-
tially functioning (i.e., shortage of staff, equipment, 
or medicines, or damage of the buildings in some 

cases), while 20% were reported to be nonfunction-
ing (Eastern Mediterranean Regional Office [EMRO], 
2015). Reports estimate that more Syrians have died 
due to health complications resulting from inadequate 
healthcare services than as a direct consequence of the 
conflict (European Commission, 2015).

Utilization is determined by geographic access 
(i.e., the services are not too far away), economic 
access (i.e., the services are affordable), and social 
access (i.e., no psychological or other barriers prevent 
use of services)—all factors that may be disrupted 
during CEs. Service access may be limited by fear of 
physical or sexual assault or by physical restrictions 
on access as a result of antipersonnel land mines, cur-
fews, and, in some cases, the encirclement of areas. 
In Afghanistan, the Taliban imposed constraints on 
women accessing services that were previously avail-
able to them.

Conflict may seriously disrupt links between 
services operating at different levels: Referrals will 
be disrupted by logistical and communication con-
straints, as well as physical and military barriers to 
access. Health workers may move to urban areas to 
seek protection, other opportunities to make a living, 
or opportunities to provide health services privately 
with greater financial returns. Towns and cities may be 
besieged, with entry and exit controlled by militias, as 
in Aleppo (Syria), Mosul (Iraq), Sanaa (Yemen), and 
Juba (South Sudan).

FIGURE 12-3 Impact of conflict and complex emergencies on health.
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Equipment and Supplies
Access to medicines and supplies is typically dis-
rupted during conflicts. Drug shortages, especially 
where they were previously available, may lead to an 
increase in medically preventable causes of death, 
such as asthma, diabetes, and infectious diseases. The 
Eastern Mediterranean Regional Office of the World 
Health Organization (WHO) reported from Syria 
that owing to the reduction of locally produced med-
icines by 70% of the pre-conflict levels, which led to 
higher costs for medicines, there were increasingly 
high numbers of vulnerable people suffering from 
noncommunicable diseases (NCDs) who could not be 
adequately treated (EMRO, 2015).

The quality of care available may also suffer 
greatly during CEs. In Somalia, amputations per-
formed without intravenous antibiotics led to higher 
rates of infection. In the former Yugoslavia, operations 
were performed with inadequate anesthesia. Health-
care technologies, including x-rays and laboratories, 
are undermined through lack of maintenance, spare 
parts, skilled personnel, chemicals, and other supplies.

Additional problems may emerge as a result of 
the humanitarian response. Drug donations, if poorly 
coordinated and standardized, may lead to a large 
number of expired and inappropriate drugs being off-
loaded in countries experiencing CEs. These medica-
tions may not be usable, but require safe and efficient 
disposal, placing an additional burden on the recipi-
ent country’s pharmaceutical services.

Human Resources
Injury, killing, kidnapping, and exodus of health 
workers are all common events during CEs. Evidence 
indicates that health workers have been specifically 
targeted in many recent conflicts; this has been par-
ticularly well documented in Syria. Physicians for 
Human Rights estimates that between 2011 and 2015, 
at least 610 medical personnel were killed, and there 
were 233 deliberate or indiscriminate attacks on 183 
medical facilities (PHR, 2015). PHR claims that the 
Syrian government was responsible for 88% of the 
recorded hospital attacks and 97% of medical person-
nel killings in that country.

Even if not directly targeted, health workers may 
flee in search of safety and security. Thousands of 
physicians once worked in Aleppo, formerly  Syria’s 
most populous city, but the assault has resulted in 
an exodus of 95% of them to neighboring countries 
and to Europe. Across Syria, millions of civilians have 
no access to care for chronic illnesses, and the health 
ministry routinely prevents UN convoys from deliver-
ing medicines and surgical supplies to besieged areas.

New Actors
During internal conflicts, due to scarcity of resources 
and government difficulties in accessing populations 
under the control of insurgents, NGOs usually fill part 
of the vacuum left by the public sector. For example, 
NGOs such as MSF and the Syrian American Medi-
cal Society Foundation have been remotely support-
ing clandestine hospitals and surgical facilities inside 
Syria. In recent conflict-related emergencies, various 
military forces have played a direct role in providing 
relief (e.g., northern Iraq, 1991), as have private com-
panies contracted by government or UN agencies (e.g., 
Albania and Macedonia, 1999). The entry of these new 
players has further complicated the response to CEs.

The role of NGOs is extremely important both 
during and in the aftermath of ongoing conflict. 
During conflicts, indigenous NGOs and church groups 
may be among the few service providers that continue 
to operate during the conflict, especially in rural areas 
and those more directly affected by violence. A key 
problem, however, is that these NGOs often provide a 
patchwork of services that are relatively independent 
of the state and do not necessarily fit in with other 
service provision approaches or priorities. They may 
communicate poorly with one another, adopt differ-
ent approaches and standards of care and of health 
worker remuneration, and focus attention mostly at a 
local level, with some impact on the equity of service 
availability across large regions.

A key research challenge is to understand how 
health systems adapt and respond to conflict and to 
determine whether positive developments can be fur-
ther reinforced and sustained. Mechanisms to protect 
and maintain key elements of service provision and 
functioning, including information systems and sup-
plies, are crucial to assuring ongoing system function-
ing. How best to promote this state requires further 
exploration.

 ▸ Specific Health Outcomes
Mortality
In this section, the impact of civil conflict and human-
itarian emergencies on mortality rates is confined to 
indirect causes, such as food scarcity, population dis-
placement, destruction of health facilities and public 
utilities, and disruption of routine curative and pre-
ventive services. Mortality directly caused by the vio-
lence of war was discussed earlier.

The most severe health consequences of conflict—
population displacement, food scarcity, and siege 
situations— have occurred in the acute emergency 
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phase, during the early stage of relief efforts, and have 
often been characterized by extremely high mortal-
ity rates. Although the quality of the international 
community’s disaster response efforts has steadily 
improved, death rates associated with forced migra-
tion have often remained high, as demonstrated by 
several emergencies during the 1990s. For example, 
the exodus of almost 1 million Rwandan refugees into 
eastern Zaire in 1994 resulted in mortality rates that 
were more than 30 times the rates experienced prior 
to the conflict in Rwanda. Most deaths were caused by 
communicable diseases, such as cholera and dysentery.

In Darfur, Sudan, death rates among civil-
ian populations were as high as 9.5 per 10,000 
per day (20 times higher than baseline mortal-
ity rates) in 2003, with most deaths being due to 
violence (Depoortere et  al., 2004). However, a 
study published in 2010 reviewed 63 retrospective 
mortality surveys conducted after the Depoortere 
study, spanning from early 2004 to the end of 2008 
(Degomme &  Guha- Sapir, 2010). The highest CMR 
was 4 per 10,000 per day in early 2004, when the 
most common cause of death was still injuries due 
to violence. The study showed significant reduc-
tions in mortality rates from early 2004 to the end 
of 2008, although rates were higher during deploy-
ment of fewer humanitarian aid workers. Also, 
the main causes of death evolved from violence to 
communicable diseases. The study estimated that 
almost 300,000 excess deaths related to conflict 
and displacement occurred during the 4-year study 
period.

CMRs have been estimated from burial site sur-
veillance; administrative, hospital, and burial records; 
community-based reporting systems; and population 
surveys. The many problems in estimating mortal-
ity under emergency conditions have included the 
following:

 ■ Poorly representative or inaccurate population 
sample surveys

 ■ Failure of families to report all deaths for fear of 
losing entitlements

 ■ Inaccurate estimates of affected populations for 
calculating mortality rates

 ■ Lack of standard reporting procedures

In general, however, mortality rates may be 
underestimated because deaths are usually underre-
ported or undercounted, and population size is often 
exaggerated.

Early in an emergency, when mortality rates are 
elevated, the CMR is usually expressed as deaths per 

10,000 population per day (CDC, 1992). The median 
annual CMR in developing countries is approximately 
9 per 1,000, corresponding to a daily rate of approx-
imately 0.25 per 10,000 (Reed & Keeley, 2001). A 
threshold of 1 per 10,000 per day typically has been 
used to define an elevated CMR and to characterize 
a situation as an emergency (CDC, 1992). In one of 
the most severe refugee emergencies of the 1990s, 
the CMR among Rwandan refugees during the first 
month after their arrival in eastern Zaire was between 
27 and 50 per 10,000 per day (Goma Epidemiology 
Group, 1995).

The most reliable estimates of mortality rates have 
come from well-defined and secure refugee camps 
where there is a reasonable level of camp organization 
and a designated agency has had responsibility for the 
collection of data (TABLE 12-2). The most difficult situa-
tions have been those where IDPs have been scattered 
over a wide area and where surveys could take place 
only in relatively secure zones (TABLE 12-3). These safe 
zones have sometimes acted as magnets for the most 
severely affected elements of a population. For exam-
ple, in 1998, a survey in Ajiep, southern Sudan, found 
that the CMR increased from 17.8 per 10,000 per day 
during the period June 3 to July 11 to 69.7 per 10,000 
per day between July 12 and July 20 (Brown, Moren, & 
Paquet, 1999). On the one hand, this increase may 
have been due to an influx of displaced persons reach-
ing Ajiep in a poor condition or to a decrease in the 
food available within the town. On the other hand, it 
is possible that the worst affected communities were 
in areas that were inaccessible to those performing 
the surveys. In either case, it has proved difficult to 
extrapolate the findings of surveys on mortality con-
ducted in specific locations to broader populations in 
conflict-affected countries.  

Extensive differences in mortality survey methods 
have also been identified. For example, an evaluation 
of 23 field surveys performed in Somalia between 
1991 and 1993 found wide variation in the target pop-
ulations, sampling strategies, units of measurement, 
methods of rate calculation, and statistical analysis 
(Boss, Toole, & Yip, 1994).

Since the mid-1990s, CMRs among refugees have 
tended to be relatively low. In fact, a study found that 
in conflict-affected emergencies, CMRs are highest 
among IDPs, followed by nondisplaced residents, 
followed by refugees who fled to other countries 
( Heudtlass, Speybroeck, & Guha-Sapir, 2016).

Trends in death rates over time have varied 
from place to place. In refugee populations where 
the international response has been prompt and 
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effective, as was the case for Cambodians in east-
ern  Thailand (1979) and Iraqis on the Turkish bor-
der (1991), death rates declined to baseline levels 
within 1 month. By comparison, among refugees in 
Somalia (1980) and Sudan (1985), death rates were 
still well above baseline rates 6 to 9  months after 

the influx of refugees occurred (Toole & Wald-
man, 1990). In the case of 170,000 Somali refu-
gees in Ethiopia in 1988–1989, death rates actually 
increased significantly 6  months after the influx. 
This increase was associated with elevated malnu-
trition prevalence rates, inadequate food rations, 

TABLE 12-2 Estimated Daily Crude Mortality Rates (Deaths per 10,000 per Day) in Selected  
Refugee Populations, 1991–2013

Period Country of Asylum Country of Origin Mean CMR for Period

June 1991 Ethiopia Somalia 2.3a

March–May 1991 Turkey Iraq 4.7b

March–May 1991 Iran  Iraq 2.0c

March 1992 Kenya Somalia 7.4a

March 1992 Nepal Bhutan 3.0d

August 1992 Zimbabwe Mozambique 3.5e

December 1993 Rwanda Burundi 3.0f

August 1994 DRC Rwanda 19.6–31.3g

May 1999 Albania Yugoslavia (Kosovo) 0.5h

November 1999 Indonesia (Tuapukan 
Camp, West Timor)

East Timor 2.1i

September 2004 Chad Darfur, Sudan 1.3j

July–September 2008 Chad (19 camps) Darfur, Sudan 0.2–0.6k

November 2009 Syria Iraq 0.2l

October 2013 Jordan (Za’atri Camp) Syria 0.1m

Abbreviation: CMR = crude mortality rate.
a Toole & Waldman (1993).
b CDC (1991b).
c Babille, de Colombani, Guerra, Zagaria, & Zanetti (1994).
d Marfin et al. (1994).
e CDC (1993b).
f CDC (1994).
g Goma Epidemiology Group (1995).
h UN ACC/SCN (1999).
i WHO Health Information Network for Advanced Planning (2000a).
j UN Standing Committee on Nutrition (2004d).
k UN Standing Committee on Nutrition (2009).
l UN Standing Committee on Nutrition (2010).
m Interagency Regional Response for Syrian Refugees (2013).
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TABLE 12-3 Estimated Crude Mortality Rates (Deaths per 10,000 per Day), Internally 
Displaced Populations, 1991–2017

Period Country (Region) CMR for Period

April 1991–March 1992 Somalia (Merca) 4.6a

April–November 1992 Somalia (Baidoa) 16.9b

April 1992–March 1993 Sudan (Ayod) 7.7c

April 1993 Bosnia and Herzegovina (Sarajevo) 1.0d

May 1995 Angola (Cafunfo) 8.3e

February 1996 Liberia (Bong) 5.5f

May 1998 Burundi (Cibitoke) 3.3g

June 3–July 20, 1998 Sudan (Ajiep) 26.0h

September 2001 Sierra Leone (Kono district) 1.4i

June 2002 Angola (Muacanhica, Muahimbo, Luena) 2.9–7.2j

February 2002 Sudan (Jonglei) 7.2j

April 2003 DRC (Katanga) 1.9k

April 2004 Sudan (Wade Saleh, Darfur) 3.6l

May 2008 Somalia (Afgoi and Merka) 1.0m

June 2008 South Darfur, Sudan (four sites) 0.75n

May–July 2009 North Darfur, Sudan (five sites) 0.3–0.7o

November 2013–February 2014 Central African Republic 6.0p

February–March 2017 South Sudan (all IDP camps) <1q

Abbreviation: CMR = crude mortality rate.
a Manoncourt et al. (1992).
b Moore et al. (1993).
c CDC (1993c).
d CDC (1993a).
e UN Administrative, Committee on Coordination, Sub-Committee on Nutrition (ACC/SCN) (1995).
f UN ACC/SCN (1996). 
g UN ACC/SCN (1998).
h Epicentre and MSF France, in UN ACC/SCN (1999).
i UN ACC/SCN (2002a).
j UN ACC/SCN (2002b).
k UN ACC/SCN (2003).
l UN Standing Committee on Nutrition (2004b).
m UN Standing Committee on Nutrition (2009a).
n UN Standing Committee on Nutrition (2009b).
o UN Standing Committee on Nutrition (2010).
p Coldiron et al. (2017).
q WHO (2017a).
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and high incidence rates of certain communicable 
diseases (Toole & Bhatia, 1992). Although initial 
death rates among Rwandan refugees in eastern 
Zaire were extremely high, they declined dramati-
cally within 1 to 2 months (FIGURE 12-4). Surveys in 
 Darfur, Sudan, in 2004 showed that mortality was 
higher in the predisplacement period and generally 
declined once people reached refugee or IDP camps 
( Depoortere et al., 2004).

Most deaths have occurred among children 
younger than 5  years of age; for example, 65% of 
deaths among Kurdish refugees on the Turkish bor-
der occurred in the 17% of the population younger 
than 5 years (Yip & Sharp, 1993). However, in some 
refugee situations, such as Goma during the first 
month after the refugee exodus, mortality rates were 
comparable in all age groups because the major cause 
of death was cholera, which is equally lethal at any 
age. Among IDPs in countries affected by severe 
famine, high adult mortality has been reported. 
For example, in the Somali town of Baidoa, 59% of 
15,105 deaths reported between August 1992 and 
February 1993 were among adults (Collins, 1993). 
In Ajiep, southern Sudan, the CMR among IDPs in 
August 1998 was equal to the under-5 mortality rate 
(Salama, Spiegel, & Brennan, 2001).

In most reports from refugee camps, mortality 
rates have not been stratified by sex. The surveillance 
system for Burmese refugees in Bangladesh did esti-
mate sex-specific death rates, demonstrating consider-
ably higher death rates in females. Gendered analyses 
that take into account differences in the sociocul-
tural position of women have been rare in emergency 
settings.

In the 1980s and 1990s, the major reported causes 
of death among refugees and displaced populations 
were diarrheal diseases, measles, acute respiratory 
infections, and malaria, exacerbated by high rates of 

malnutrition. These diseases consistently accounted 
for between 60% and 95% of all reported causes of 
death in these populations. Measles epidemics caused 
high death rates among refugees during the 1980s. 
Epidemics of severe diarrheal disease have been 
increasingly common and contributed to high mor-
tality. Cholera case-fatality ratios (CFRs) in refugee 
camps have ranged between 3% and 30%, and dys-
entery CFRs have been as high as 10% among young 
children and the elderly.

In eastern European conflicts, a high proportion 
of mortality among civilians was caused by trauma 
associated with the violence. Nevertheless, there was 
also increased mortality in these conflicts due to the 
collapse of the public health system. Chronic condi-
tions, such as cardiovascular diseases, cancer, and 
renal conditions, were inadequately treated because 
the health system was focused on the management 
of war-related injuries. Preventive health services, 
including childhood immunization and antenatal 
care, ceased in many areas.

Over the past two decades, CEs have occurred 
without excess indirect mortality being reported 
among displaced populations. For example, mor-
tality rates among Kosovar refugees in Albania and 
 Macedonia remained less than 1 per 10,000 per day. 
Likewise, mortality rates among Syrian refugees who 
fled to Turkey, Jordan, and Lebanon have been below 
the emergency threshold.

Nutrition
Nutritional deficiencies are often the first public health 
effects of an evolving CE. Among refugees and IDPs, 
many factors might lead to high rates of nutritional 
deficiency disorders, including prolonged food scar-
city prior to and during displacement, delays in the 
provision of complete rations, problems with registra-
tion and estimation of the size of an affected popula-
tion, and inequitable distribution systems.

In the emergency phase, acute energy depletion 
is a life-threatening condition and leads to excess 
mortality. A critical factor is the synergy between 
malnutrition and infection; thus, malnutrition prev-
alence may be increased by high rates of infectious 
diseases, such as measles, diarrhea, dysentery, acute 
respiratory infections, malaria, and helminth infesta-
tion. Infections, by contrast, lead to decreased appetite 
and increased metabolic rate, which exacerbate acute 
malnutrition. These factors may differentially affect 
certain demographic groups within the population. 
The most vulnerable groups typically include chil-
dren younger than 5 years of age, pregnant and lac-
tating women, the elderly, unaccompanied children, 

FIGURE 12-4 Number of deaths per day, July 21 to August 
14, 1994, Rwandan refugees, North Kivu Camps, Zaire.
Reproduced with permission from Goma Epidemiology Group. (1995). Public health impact of Rwandan refugee crisis: What 
happened in Goma, Zaire, in July 1994? The Lancet, 345, 339–344.
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the disabled, the chronically ill (e.g., tuberculosis 
and human immunodeficiency virus [HIV]–infected 
patients), households lacking an adult male, and dis-
advantaged ethnic or religious groups. In industrial-
ized countries, the elderly are often most vulnerable, 
especially those living alone on fixed incomes.

Malnutrition
In estimating the prevalence of acute malnutrition in 
a population, the prevalence among children between 
6 months and 5 years of age is typically used as a sur-
rogate. This approach is employed because the rela-
tionship between weight and height in this age group 
is generally similar in all ethnic groups, provided those 
children have access to adequate food. International 
reference tables developed by WHO (2009) are widely 
used to define various degrees of acute malnutrition.

The prevalence of moderate to severe acute mal-
nutrition in a random sample of children between 
6  months and 5  years of age (or 110  cm in height) 
is generally a reliable indicator of this condition in a 
population. Since weight is more sensitive to sudden 
changes in food availability than height, nutritional 
assessments during emergencies focus on measuring 
weight for height. Moderate to severe acute malnu-
trition is defined as a weight-for-height measurement 
more than 2 standard deviations below the mean of 
the WHO reference population (Z-score less than −2) 
(WHO, 2009). Severe acute malnutrition is defined 
as weight for height more than 3 standard deviations 
below the reference mean (Z-score less than −3). All 
children with bilateral pitting edema are classified as 
having severe acute malnutrition.

As a screening measurement, the middle upper 
arm circumference (MUAC) may also be used to 
assess acute malnutrition, although there is not com-
plete agreement on which cutoff values should be 
used as indicators. Field studies indicate that a MUAC 
between 12.0 cm and 12.5 cm correlates with a weight-
for-height Z-score of −2; the lower figure (12.0 cm) is 
more appropriate in children younger than 2 years of 
age (WHO, 2009).

Acute malnutrition without edema has been 
termed wasting or marasmus, and acute malnutrition 
with edema has been termed kwashiorkor; however, a 
combination of the two may occur in some children. 
Both are associated with anemia, though this condi-
tion is often more severe in children (or adults) with 
kwashiorkor. The anemia may be exacerbated by local 
conditions, such as malaria and hookworm infection.

In 2001, the United Nations Sub-Committee on 
Nutrition convened a meeting in Nairobi to review 
the assessment of nutritional status in adults and 

adolescents. The attendees recommended that assess-
ment of adult malnutrition should be considered 
under the following circumstances:

 ■ If the crude mortality rate increases in relation to 
the under-5 mortality rate

 ■ If many adults are present at existing supplemen-
tary feeding centers

 ■ Where there are high rates of under-5 malnutri-
tion in the absence of an epidemic outbreak

 ■ If there is reasonable doubt that the child malnu-
trition rates do not reflect the nutritional status of 
the general population

 ■ If the populations are entirely reliant on food aid 
and if data are required as an advocacy tool to 
leverage resources

MUAC is commonly used as a screening tool in 
adult populations. A MUAC of less than 23 cm in men 
and less than 22 cm in women has been proposed as 
indicating moderate malnutrition (corresponding 
to body mass index [BMI] values of less than 17). 
MUAC values of less than 20 cm in men and less than 
19 cm in women have been proposed as indicators of 
severe wasting, corresponding to BMIs less than 13 
(Ferro-Luzzi & James, 1996). Nevertheless, one reli-
able clinical sign of severe malnutrition commonly 
observed in adults is inability to stand.

Prevalence of acute malnutrition among the 
internally displaced has tended to be extremely high. 
In southern Somalia during 1992, the prevalence of 
acute malnutrition among children younger than 
5  years in displaced-persons camps in Marka and 
Qorioley was 75%, compared with 43% among town 
residents (Manoncourt et al., 1992). Among the esti-
mated 1 million IDPs in Darfur, Sudan, acute malnu-
trition prevalence ranged between 12.6% and 21.5% 
in March–April 2004, increasing to 20.6% to 39% in 
May–June 2004. Following heightened international 
interest and assistance to this population, rates of mal-
nutrition generally decreased to a range of 10.7% to 
23.6% by September 2004. However, 5 years later, after 
many humanitarian aid agencies had been expelled 
from Sudan, malnutrition rates increased signifi-
cantly. In northern Darfur, acute malnutrition prev-
alence ranged between 16.9% and 34.5% according 
to surveys conducted between May and July 2009. 
(EXHIBIT 12-3 discusses malnutrition among Suda-
nese refugees.) The prevalence of acute malnutrition 
among children younger than 5 years of age in various 
displaced populations is presented in TABLE 12-4.  

In South Sudan, where 1.9 million people have 
been internally displaced and 1.6 million have fled to 
other countries, the malnutrition prevalence has been 
critically high. An estimated 5.5 million people in 
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South Sudan (47% of the population) were projected 
to be severely food insecure at the height of the 2017 
lean season between May and July 2017, and more 
than 1.1 million children were estimated to be acutely 
malnourished.

Micronutrient Deficiency Diseases
High incidence rates of several micronutrient deficiency 
diseases have been reported in many refugee camps, 
especially in Africa. Frequently, famine- affected and 
displaced populations have already experienced low lev-
els of dietary vitamin A intake and, therefore, may have 
low vitamin A reserves. Furthermore, the  typical rations 
provided in large-scale relief operations  lack vitamin A, 
putting these populations at high risk of this micronu-
trient deficiency. In addition, those communicable dis-
eases that are highly incident in refugee camps, such 
as measles and diarrhea, are known to rapidly deplete 
vitamin A stores. Consequently, young refugee and dis-
placed children are at high risk of developing vitamin A 
deficiency.

In 1990, more than 18,000 cases of pellagra, caused 
by food rations deficient in niacin, were reported 
among Mozambican refugees in Malawi (CDC, 
1991a). Despite the increased awareness of micronu-
trient deficiencies among relief agencies, niacin was 
not a component of the general food ration for IDPs 
in Angola in 2000. A large outbreak of pellagra was 
documented, with attack rates among IDPs more than 
twice those observed in the nondisplaced population 
(Salama et al., 2001).

Numerous outbreaks of scurvy (vitamin C defi-
ciency) were documented in refugee camps in 
 Somalia, Ethiopia, and Sudan between 1982 and 1991. 
Cross-sectional surveys performed in 1986–1987 
reported prevalences as high as 45% among females 
and 36% among males; prevalence increased with 
age (Desenclos et al., 1989). The prevalence of scurvy 
was highly associated with the period of residence 
in camps, a reflection of the time exposed to rations 
lacking in vitamin C. Outbreaks of scurvy and beri-
beri were also reported among Bhutanese refugees in 
Nepal during 1993 (UN ACC/SCN, 1995).

Iron-deficiency anemia has been reported in many 
refugee populations, affecting particularly women of 
childbearing age and young children. For example, a 
survey among IDPs in Darfur, Sudan, in 2004 found 
that 55% of children younger than 5 years were ane-
mic, as well as 26.2% of women of reproductive age 
(UN Standing Committee on Nutrition, 2004d).

Impact of Communicable Diseases
In most CEs in LMICs, the high rates of excess pre-
ventable mortality have been attributed primarily to 
communicable diseases. Acute respiratory infections, 
diarrhea, measles, and malaria have been most fre-
quently cited as proximate causes. The substandard 
conditions found in refugee camps do not change the 
diseases that account for most of the morbidity and 
mortality in humanitarian emergency settings, but 
they do alter epidemiologic patterns in two import-
ant ways: The incidence, or attack, rates of commonly 

EXHIBIT 12-3 Sudanese Refugees in Chad, 2004–2010

As a result of the armed conflict in Darfur, Sudan, that began in early 2003, approximately 100,000 refugees fled to Chad 
during 2003. Initially, they lived in makeshift camps and received little international assistance. Early nutrition surveys 
indicated great variation in nutritional status of refugees between settlements; in November 2003, rates of acute 
malnutrition among children ranged from 7% to 27% (UN Standing Committee on Nutrition, 2004a). By May 2004, 
the camps were overcrowded, water and sanitation were inadequate, and an outbreak of the waterborne viral disease 
hepatitis E had occurred in some camps. In June, a joint agency survey found the overall acute malnutrition prevalence 
among children to be 35.6%, with 5.5% severely malnourished (UN Standing Committee on Nutrition, 2004c).

By the end of 2004, more than 200,000 Darfur refugees had fled to Chad. International media attention increasingly 
focused on both the conflict in Darfur and the plight of refugees and IDPs. International assistance increased, and by the 
end of 2004, most refugees were located in 11 camps run by UNHCR. Blanket supplementary feeding was introduced 
for all children younger than age 5 and for all pregnant and lactating women. According to food basket monitoring, the 
average energy content of the food ration reached 1,967 kilocalories per person per day by October 2004 (compared with 
an official ration of 2,063 kilocalories). A September survey in two camps found that the prevalence of acute malnutrition 
had dropped to 19.6%; although this represented an improvement, the rate remains high by international standards (UN 
Standing Committee on Nutrition, 2004d).

Five years later, the CMR in all refugee camps in Chad was less than 1 per 10,000 per day. The prevalence of acute 
malnutrition ranged between 4% and 10%. However, the prevalence of acute malnutrition in IDP camps across the border 
in Sudan remained high; between May and July 2009, it was between 17% and 34% in six camps in northern Darfur.
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occurring and potentially fatal diseases are increased, 
and the case-fatality ratios are higher than usual.

Individual communicable diseases commonly 
affecting emergency-affected populations are dis-
cussed in the section of this chapter dealing with the 
prevention and control of communicable diseases.

Reproductive Health
Unfortunately, reproductive health services for refu-
gees and displaced persons have often been considered 

to be secondary priorities, although increased atten-
tion has been paid to reproductive health issues in 
the past 10  years. Although clearly the provision of 
food, water, sanitation facilities, and shelter are the 
highest priorities during a complex humanitarian 
emergency, steps should be taken to ensure that other 
critical health needs of women, men, and adolescents 
are met as quickly as possible. Women are a particu-
larly vulnerable subset of the population because the 
gender-based discrimination that is all too common 
in stable societies is frequently exacerbated in times 

TABLE 12-4 Prevalence of Acute Malnutrition Among Children Younger Than 5 Years in Internally Displaced and 
Conflict-Affected Populations, 1992–2004

Date Country (Region) Prevalence of Acute Malnutrition (%)

1992 Southern Somalia 47–75a

1994 Sudan (Bahr el Ghazal) 36.1b

1994 Afghanistan (Sarashahi) 18.6c

1995 Angola (Cafunfo) 29.2d

1995 Sierra Leone (Bo) 19.8d

1996 Zaire (Masisi) 31.0e

1999 West Timor, Indonesia 24f

2003 Hiran Region, Somalia 17.1g

2008 North Darfur, Sudan 14–17h

2009 Bandudu Province, DRC 7–20i

2012 Central African Republic 21j

2016 Maiduguri, northeast Nigeria 20k

2017 Mayendit County, South Sudan 27%l

Note: Acute malnutrition is defined as weight for height 2 standard deviations below the reference mean.  
Data from
a Toole & Waldman (1993).
b Médecins sans Frontières (MSF) Belgium, in UN ACC/SCN (1994). 
c MSF Holland, in UN ACC/SCN (1994).
d Action Contre la Faim (ACF), in UN ACC/SCN (1995).
e MSF Holland, in UN ACC/SCN (1996).
f World Health Organization, HINAP (2000a, 2000b).
g UN Administrative Committee on Coordination, Sub-Committee on Nutrition (ACC/SCN) (2003).
h UN Standing Committee on Nutrition (SCN) (2009a).
i Standing Committee on Nutrition (SCN) (2010).
j ReliefWeb (2012).
k Loewenberg S. (2017).
l USAID (2017). 
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of societal stress and meager resources. Uncontrolled 
violence and its aftermath are characterized by a num-
ber of specific features that negatively affect repro-
ductive health—namely, the breakdown of family 
networks and the consequent loss of protection and 
safety, as well as the lack of channels by which to pro-
vide information to adolescents and women of repro-
ductive age.

The Guttmacher Institute reviewed maternal 
deaths that occurred in 2008–2010 in 25 refugee 
camps in 10 countries (Hynes, Sakani, Spiegel,  & 
Cornier, 2012). Reports were available on 108 deaths, 
including 68 deaths in Kenya. In every country but 
Bangladesh, maternal mortality ratios were lower 
among refugees than among the host population. 
The proportion of women who had had four or more 
antenatal care visits was lower among refugee women 
who had died (33%) than among the general refugee 
population (79%). Approximately 78% of the mater-
nal deaths followed delivery or abortion, and 56% 
of those deaths occurred within 24 hours. Delays in 
seeking and receiving care were more prevalent than 
delays in reaching care. In Kenya, delays in seeking or 
accepting care and provider failure to recognize the 
severity of the woman’s condition were the most com-
mon avoidable contributing factors.

A minimum initial package of essential repro-
ductive health services (described later in this chap-
ter) has been developed and is recommended by the 
major relevant international agencies. Interventions 
beyond this essential package require major invest-
ments of time and personnel who should not be 
diverted from the principal task of reducing exces-
sive preventable mortality as rapidly as possible. In 
all cases, special care must be taken to ensure that 
women heads of household are being given equita-
ble quantities of food and nonfood commodities for 
themselves and their families.

Noncommunicable Diseases
Prior to the last decade, responding to the health 
needs of refugees and IDPs traditionally empha-
sized the direct causes of ill health, such as firearms 
and other weaponry, as well as communicable dis-
eases and nutritional deficiencies, which have been 
shown to pose a major problem in many CEs. More 
recently, and in light of the aging of the population 
generally and of the changing geographic distribution 
of conflicts to include areas previously well served by 
health care, such as Syria and Iraq, new problems have 
emerged.

Noncommunicable diseases are widespread in 
all populations of older adults worldwide. In those 

situations where medical care was at some stage 
available, the withdrawal or destruction of medical 
facilities and drug distribution mechanisms, and the 
withdrawal of health workers from areas of active 
conflict, all have an impact on the treatment and 
care available for NCDs. Examples of reductions in 
the quality and availability of care for NCDs come 
from Syria since the onset of civil war in 2011, from 
Iraq in the aftermath of the Gulf War and disrup-
tions by ISIL, from Sarajevo during its siege in the 
Yugoslav civil war, and from the Kosovar Albanians, 
especially those internally displaced people who lost 
access to services and care.

Patients with conditions such as cardiovascular 
disease (including hypertension), diabetes, asthma, 
and cancer may deteriorate given the lack of access to 
medical care that typically occurs in conflict settings. 
A systematic review in 2014 found that, overall, the 
prevalence of NCDs was high among urban refugees 
in the Middle East, ranging from 9% to 50%; by com-
parison, the prevalence among urban refugees in Asia 
and Africa ranged from 1% to 30% (Amara & Aljunid, 
2014). Prior to the conflict, 77% of deaths in Syria 
were due to NCDs. The prevalence of diabetes in 
Syria was 8.9% (adults age 20–79) prior to the con-
flict and the prevalence of hypertension was 28% 
(Amara & Aljunid, 2014). More than half of public 
hospitals in Syria are now either partially functional or 
completely out of service, constraining the treatment 
of patients with NCDs. Moreover, local production of 
medicines has declined by 70% associated with the 
increasing cost of medicines for treatment of NCDs.

Maintaining diagnostic and treatment services, 
drug supplies, and access to care is extremely diffi-
cult given the destruction of infrastructure, targeting 
of health services, disruption of logistics and supply 
systems, and absolute resource constraints present 
in many CEs. In some conflicts, the imposition of 
sanctions may play some role in reducing access to 
technologies and drugs necessary for the diagnosis, 
treatment, and care of NCDs.

Mental Health
War and political violence have direct and indirect 
mental health consequences for victims, relatives, 
neighbors, and communities. The severity and type 
of mental health problems reflect the nature, inten-
sity, and form of the violence; the relationship of the 
assessed person to others affected—self, family, and 
community members; the cause of the conflict; and 
the affected person’s relationship to participation, 
victimization, or causation of the conflict. Anxi-
ety, uncertainty, and fear about the future and about 
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whether family members and homesteads remain 
alive and intact are significant sources of distress for 
affected individuals and communities. Among those 
who are forced to flee either as refugees or as inter-
nally displaced people, the lack of knowledge about 
relatives and property left behind creates stress and 
distress. Despite the ongoing challenges of maintain-
ing lives and livelihoods, life as a refugee, especially in 
a camp situation, may be monotonous and conducive 
to stress, anxiety, and depression. Finally, it is clear, 
and little disputed, that some individuals who expe-
rience particularly horrific experiences as victims of 
torture or gross human rights abuses during conflicts 
may suffer from post-traumatic stress disorder.

Few national surveys of the mental health impact 
of conflicts are available, and even if such studies 
could be conducted, prior measurement of the distri-
bution of mental health status within the population 
would be required to assess the CEs’ impact. A num-
ber of small studies focused on particular subgroups 
of conflict- affected populations have been con-
ducted, but their biomedical biases leave them open 
to challenge. Little is known about the etiology of the 
symptoms of multiple trauma, the mental health con-
sequences suffered by those who victimize, and the 
role of coping mechanisms.

In emergencies, not everyone has or develops sig-
nificant psychological problems. Many people show 
resilience—that is, the ability to cope relatively well 
in situations of adversity. Numerous social, psycho-
logical, and biological factors interact to influence 
whether people develop psychological problems or 
exhibit resilience in the face of adversity.

Depending on the emergency context, partic-
ular groups of people may be at increased risk of 
experiencing social and/or psychological problems. 
Although many key forms of support should be avail-
able to the emergency-affected population in general, 
good programming specifically includes the provision 
of relevant supports to the people at greatest risk, who 
need to be identified for each specific crisis.

All subgroups of a population can potentially be 
at risk of mental health disorders, depending on the 
nature of the crisis. The following are groups of peo-
ple who frequently have been shown to be at increased 
risk of various problems in diverse emergencies (Inter-
Agency Standing Committee, 2007):

 ■ Women (e.g., pregnant women, mothers, single 
mothers, widows and, in some cultures, unmar-
ried adult women and teenage girls)

 ■ Men (e.g., ex-combatants; idle men who have lost 
the means to take care of their families; young 

men at risk of detention, abduction, or being tar-
gets of violence)

 ■ Children (from newborn infants to youths 
18  years of age), such as separated or unaccom-
panied children (including orphans), children 
recruited or used by armed forces or groups, traf-
ficked children, children in conflict with the law, 
children engaged in dangerous labor, children 
who live or work on the streets, and undernour-
ished and/or under-stimulated children

 ■ Elderly people (especially when they have lost 
family members who were caregivers)

 ■ People who have been exposed to extremely 
stressful events/trauma (e.g., people who have lost 
close family members or their entire livelihoods, 
rape and torture survivors, witnesses of atrocities)

 ■ People in the community with preexisting, severe 
physical, neurologic, or mental disabilities or 
disorders

 ■ People in institutions (e.g., orphans, elderly peo-
ple, people with neurologic/mental disabilities or 
disorders)

 ■ People experiencing severe social stigma (e.g., 
“untouchables,” commercial sex workers, people 
with severe mental disorders, survivors of sexual 
violence)

 ▸ Prevention and Mitigation of 
Complex Emergencies

The prevention of CEs is primarily the prevention of 
the conflicts that cause them; thus, the task is largely 
political. Since 1990, many CEs have had their roots in 
ethnic and religious conflicts within sovereign states. 
The United Nations Charter has been ill equipped to 
intervene in issues deemed to be “internal” by mem-
ber states. Chapters 6 and 7 of the Charter do allow 
the Security Council to authorize appropriate action, 
including the use of force, in situations that threaten 
international peace and security. During the Cold 
War, these provisions were rarely used because such 
action was likely to be vetoed by one of the five per-
manent members of the Security Council. However, 
Security Council resolutions supported intervention 
by the international community to protect civilians in 
conflicts in Somalia, Bosnia and Herzegovina, Haiti, 
Iraq, Angola, and Timor-Leste during the 1990s. Since 
2001, such international consensus has been rare. 
Armed interventions by the United States and its allies 
in Afghanistan and Iraq were not conducted under the 
auspices of the United Nations but rather through the 
North Atlantic Treaty Organization (NATO).
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In general, the international community has had 
little success in resolving internal conflicts by using 
diplomacy. A major victory for these efforts occurred 
in 2005 when the government of Sudan and the Sudan 
People’s Liberation Front signed a peace agreement in 
Nairobi. This led eventually to the establishment of the 
state of South Sudan. Similar peace agreements have 
been signed since 2001 in Sri Lanka, Angola, Liberia, 
Sierra Leone, and the DRC (although the last was still 
fragile in 2017).

The United Nations has a poor record in conflict 
resolution. The internal conflict in Somalia was allowed 
to evolve over five years into the total disintegration 
of the nation state. Only when famine reached appall-
ing levels in 1992 did the Security Council authorize 
extraordinary action to ensure the protection and care 
of the civilian population. Within 6  months of their 
arrival, UN troops became embroiled in the conflict 
itself, taking sides with or against certain armed fac-
tions. This engagement led to heavy loss of life and 
the eventual withdrawal of the UN forces. Twenty-five 
years later, Somalia still lacks a functional government 
and the self-proclaimed Somaliland in the north of the 
country is essentially independent, though not inter-
nationally recognized.

In Bosnia and Herzegovina, between 1992 and 
1995, the United Nations mobilized peacekeeping 
troops to safeguard the delivery of humanitarian sup-
plies. However, these forces were not authorized to 
intervene to protect civilians from the violence inten-
tionally directed at various ethnic groups; as a result, 
the international community’s armed representatives 
were forced to silently witness gross abuses of human 
rights. This dilemma has been termed the “humani-
tarian trap.”

When the genocide began in Rwanda in 1994, sev-
eral Belgian peacekeepers already in the country with 
a UN contingent were killed by extreme Hutu nation-
alists. Instead of increasing the level of UN presence, 
the entire peacekeeping force was withdrawn, leaving 
civilians defenseless against these extremists. Eventu-
ally, more than half a million Rwandans were killed. 
It is likely that this string of UN failures led to NATO 
taking unilateral action in the form of a massive 
bombing campaign against Serbia to protect ethnic 
Albanians in 1999. Although well intentioned, this 
action seemed to accelerate the pace of atrocities and 
ethnic cleansing instigated by the Serbs against the 
Kosovar Albanians.

The basis of protection of civilians in time of 
conflict is the Geneva Conventions of 1949 and the 
Additional Protocols of 1977. In addition, the 1951 
Convention on the Prevention and Punishment 

of the Crime of Genocide was intended to protect 
civilians from the type of slaughters that occurred 
in Cambodia in the 1970s and in Rwanda in 1994. 
General Assembly resolutions in 1971, 1985, and 
1986 also elaborated on the protection of civilian 
populations. However, international human rights 
and humanitarian (armed conflict) laws are only 
as good as their enforcement. The Office of the UN 
High Commissioner for Human Rights in Geneva, 
Switzerland, is one of the primary official bodies that 
oversees this sometimes overwhelming task, relying 
on the documentation and testimony provided by 
accredited NGOs. Today, UNCHR passes influential 
resolutions on human rights abuses in member states 
and is the subject of intense lobbying by governments 
and NGOs. It is thanks to the efforts of a number of 
human rights advocacy groups that resolutions con-
tinue to be adopted by the commission condemning 
human rights violators. Such resolutions occasionally 
lead to action by the General Assembly and Security 
Council, which may dispatch peacekeeping forces to 
a troubled region.

Between 2004 and 2008, a number of UN Security 
Council resolutions demanded that the government 
of Sudan remove its support for the genocidal mili-
tia in Darfur. Finally, in 2008 the Security Council 
authorized a United Nations–African Union hybrid 
operation in Darfur (UNAMID). In  December 
2016, there were 19,248 uniformed personnel from 
116 countries deployed in the region, though peace 
and well-being for the displaced population remain 
elusive.

Since 2008, the United Nations has been unable to 
resolve any armed conflicts within states. The interna-
tional response to these conflicts has mainly been mil-
itary, with various coalitions bombing different armed 
factions in Syria, Iraq, Yemen, and Somalia. The UN 
Security Council has been unable to reach a consen-
sus on resolving the vicious civil war in Syria. While 
France intervened to bring about an uneasy peace in 
Mali in 2013, a vicious armed conflict continues to 
rage in nearby Central African Republic.

The UN Office for the Coordination of Human-
itarian Affairs (OCHA), based in New York and 
Geneva, is responsible for coordinating efforts in 
early warning, prevention, mitigation, and response 
to disasters, including CEs. ReliefWeb’s purpose is 
to strengthen the capacity of the humanitarian relief 
community through the timely dissemination of reli-
able information on prevention, preparedness, and 
disaster response. As with many other similar proj-
ects, this information is made available via the Inter-
net (www.reliefweb.int).
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Early Warning and Detection
Efforts to prevent and mitigate the impact of CEs on 
populations must rely on accurate and timely infor-
mation to be effective. Given the enormous cost of 
military intervention and major relief and rehabilita-
tion programs, it is surprising that so little has been 
invested in early warning, emergency detection, pre-
paredness, and mitigation projects. In the late 1990s, a 
number of systems collected, aggregated, and dissem-
inated information on a number of indicators relevant 
to CEs. Most of these systems relied on information 
collected by other agencies, such as governments, UN 
agencies, and NGOs. ReliefWeb, a project of OCHA, 
was mentioned earlier as an exemplar.

Unlike natural disaster early warning systems 
and preparedness programs, monitoring and detect-
ing CEs is fraught with political obstacles. Indeed, the 
adage that “the first casualty in war is truth” applies 
to attempts to collect accurate data on the health out-
comes of war. The existence of armed conflicts is no 
secret; the political response is still inadequate. What 
would be valuable as CEs evolve would be a more 
accurate picture of which health interventions will be 
the highest priorities and the most effective in pre-
venting excess mortality and morbidity. Stopping the 
violence is a public health issue that can be addressed 
only by the world’s leaders. In LMICs, the priorities 
are most likely to be nutrition and communicable dis-
ease control. Thus, key indicators to monitor in early 
warning systems include food availability, nutritional 
status, immunization coverage, incidence of vaccine- 
preventable diseases, and antenatal program coverage.

 ▸ Responses to Complex 
Emergencies

Primary Prevention
Primary prevention is the basic strategy of public 
health, and epidemiology is one of its essential tools. 
In situations of armed conflict, however, epidemiol-
ogy can be practiced safely and reliably in very few 
areas. Hence, the traditional documentation, moni-
toring, and evaluation elements of disease prevention 
may be ineffective in these settings. Because war and 
public health are essentially incompatible pursuits, the 
provision of adequate food, shelter, potable water, and 
sanitation, as well as vaccination and other primary 
healthcare services has proved problematic in coun-
tries disrupted by war. Primary prevention in such cir-
cumstances, therefore, means stopping the violence. 
More effective diplomatic and political mechanisms 

need to be developed that might resolve conflicts 
early in their evolution prior to the stage when food 
shortages occur, health services collapse, populations 
migrate, and significant adverse public health out-
comes emerge.

Secondary Prevention
Secondary prevention involves the early detection of 
evolving conflict-related food scarcity and popula-
tion movements, preparedness for interventions that 
mitigate their public health impact, and the develop-
ment of appropriate public health skills to enable relief 
workers to work effectively in emergency settings. Pre-
paredness planning needs to take place both at a coor-
dinated international level and at the level of countries 
where CEs might occur. It might be argued that pre-
paredness measures may be particularly important 
at the most peripheral levels—in communities and 
households. Relief agencies need resources not only to 
respond to emergencies when they occur, but also to 
implement early warning systems, maintain technical 
expertise, train personnel, build reserves of relief sup-
plies, and develop their logistic capacity. At the coun-
try level, all health development programs should have 
an emergency preparedness component that includes 
the establishment of standard public health policies 
(e.g., rapid detection and management of epidemics, 
vaccination), treatment protocols, staff training, and 
the maintenance of reserves of essential drugs and 
vaccines for use in disasters.

Tertiary Prevention
Tertiary prevention involves prevention of excess 
mortality and morbidity once an emergency has 
occurred. The health problems that consistently cause 
the most deaths and severe morbidity as well as those 
demographic groups most at risk have been identified. 
Most deaths in refugee and displaced populations are 
preventable using currently available and affordable 
technology. Relief programs, therefore, must channel 
all available resources toward addressing measles and 
other vaccine-preventable diseases, diarrheal diseases 
(including cholera), malnutrition, acute respiratory 
infections, and, in some cases, malaria, especially 
among women and young children. Violence, espe-
cially sexual and gender-based violence, mental health 
problems and, as socioeconomic progress leads to 
longer life expectancy in many parts of the world, the 
ongoing control of noncommunicable diseases such 
as diabetes, cardiovascular conditions, and cancer, 
also need to be addressed. The challenge is to institu-
tionalize this knowledge within the major relief orga-
nizations and to ensure that relief management and 
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logistical systems provide the necessary resources to 
implement key interventions in a timely manner.

Initially, many refugees and displaced persons may 
find themselves in crowded, unsanitary camps in remote 
regions where meeting their basic needs is extremely 
difficult. Recently, there has been a more noticeable set-
tlement of displaced individuals and families in urban 
areas, where they are integrated with the local popu-
lation. In either case, prolonged exposure to the vio-
lence of war and the deprivations of long journeys by 
refugees cause severe physical and psychological stress. 
Upon arrival at their destination, refugees—most of 
whom tend to be women and children—may suffer 
severe anxiety or depression, compounded by the loss 
of dignity associated with complete dependence on the 
generosity of others for their survival. If refugee camps 
are located near borders or close to areas of continuing 
armed conflict, the desire for security is an overriding 
concern. Therefore, the first priority of any relief opera-
tion is to ensure adequate protection; camps should be 
placed sufficiently distant from borders to reassure ref-
ugees that they are safe (Sphere Project, 2011).

To diminish their sense of helplessness and 
dependency, refugees should be given an active role 
in the planning and implementation of relief pro-
grams. Nevertheless, giving total control of the dis-
tribution of relief items to so-called refugee leaders 
may be dangerous. For example, leaders of the for-
mer Hutu-controlled Rwandan government took 
control of the distribution system in Zairian refu-
gee camps in July 1994, resulting in relief supplies 
being diverted to young male members of the for-
mer  Rwandan Army. Even when their intentions are 
good, the priorities of communities may differ from 
those of international relief agencies. Whereas the 
latter may offer preferential treatment of children 
because mortality rates have been shown to be high-
est in younger age groups, a community may feel 
that the elderly, for example, deserve special care 
because they carry with them the traditions and cus-
toms of the culture. In general, the targeting of food 
and other supplies to communities and to vulnerable 
groups within those communities should be the sub-
ject of discussion between relief authorities and the 
communities ( Jaspars & Shoham, 1999).

In the absence of conflict resolution, those com-
munities that are totally dependent on external aid for 
their survival either because they have been displaced 
from their homes or because they are living under a 
state of siege must be provided with the basic min-
imum resources necessary to maintain health and 
well-being. The provision of adequate food, clean 
water, shelter, sanitation, and warmth will prevent 
the most severe public health consequences of CEs. 

It would seem that the temporary location of refugees 
in small settlements or villages in the host country 
would have fewer adverse public health consequences 
than their placement in crowded, often unsanitary 
camps. Public health priorities include a rapid needs 
assessment, the establishment of a health information 
system, measles vaccination or other mass vaccina-
tion programs developed in accordance with WHO 
guidance (WHO, 2017e), the control of diarrheal and 
other communicable diseases, maternal and child 
health services, and nutritional rehabilitation. Critical 
to the success of the response is coordination of the 
many agencies involved in the relief effort.

Following the Goma crisis in 1994, the aid com-
munity recognized that aid agencies needed to demon-
strate the effectiveness of their actions. This consensus 
led to the Sphere Project, which through a compre-
hensive, inclusive process developed the Sphere Proj-
ect Handbook: Humanitarian Charter and Minimum 
Standards in Disaster Response in 2000. The Handbook 
includes minimum standards for shelter, water and 
sanitation, and a range of health and nutrition inter-
ventions and outcomes. A fourth edition of the Hand-
book was scheduled to appear in 2018.

 ▸ Rapid Assessment
Displacement is the final, desperate act of a threatened 
population. Whenever possible, assessments of the 
public health needs of the population should be con-
ducted prior to the act of migration or resettlement, 
whether it is within the country of origin or beyond its 
borders. Impending emergencies—even the develop-
ment of CEs—can frequently be predicted. Knowing 
the size of the population and its age and gender dis-
tribution, having baseline data concerning its health 
status and the level of health services available to it, 
and being aware of the characteristics of the place or 
places to which refugees are most likely to move can 
be of immense help in knowing which relief supplies 
will be needed and which kinds of health programs 
should be implemented. Needless to say, such pre- 
displacement assessments have been rare.

Early assessments can be made by a variety of 
means. Technology-dependent methods such as sat-
ellite surveillance can provide information regard-
ing crop growth, population densities, and even 
troop movements, although such technology is often 
unavailable to those agencies that need it the most. 
Reviews of existing documents and other informa-
tion provided by a variety of UN agencies, bilateral 
governments, NGOs, and national authorities famil-
iar with the situation can be helpful. On-the-ground 
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economic evaluations, including a description of 
trends in market prices for food and essential com-
modities in food-basket analyses, can be helpful. More 
detailed information can frequently be obtained from 
visual inspection of the affected area, including map-
ping, key informant interviews, and observation of 
the affected population. Information-gathering proj-
ects and services, such as the Famine Early Warning 
System Network, ACAPS, and the UN-based Relief-
Web, have proved invaluable for early dissemination 
of information. For CEs, however, where political 
instability and increased violence are almost always 
compounding factors, more direct means of assess-
ment prior to displacement are often impossible and 
the earliest assessment can be conducted only after the 
displaced persons have reached a relatively safe area of 
resettlement.

Early, rapid assessments have multiple purposes. 
They can provide important information about the 
evolution of the emergency, identify groups and 
areas at greatest risk, evaluate the existing local 
response capacity, determine the magnitude of exter-
nal resources required, and indicate which health 
programs will be required in the short and medium 
terms. Every CE is characterized by a different set of 
causes and consequences, and each should be assessed 
for its impact on the health of the affected population.

For CEs, early assessment should include both a 
description of the conflict and its sequelae, in terms 
of the affected areas and populations, and a charac-
terization of the health consequences of displacement. 
In some cases, affected populations may not have 
migrated but rather may be trapped in a siege-like 
setting, such as in Sarajevo (Bosnia), Aleppo (Syria), 
Mosul (Iraq), Juba (South Sudan), and Sanaa (Yemen). 
In regard to the conflict itself, variables of particular 
significance include the duration of the conflict, the 
progress of negotiations (and the likelihood of an early 
return for the displaced populations), the patterns of 
violence, the size and location of inaccessible areas 
and populations, and the state of remaining available 
health services.

The highest priorities for early assessment are the 
availability and adequacy of drinking water, food, and 
shelter. Minimum standards described later in this 
chapter must be met. Regarding the health status of 
the population, perhaps the most important and most 
sensitive indicator is the mortality rate. Early docu-
mentation of mortality will establish an indispensable 
baseline and allow for monitoring of trends that will 
attest to the overall effectiveness of the relief program. 
In an emergency, crude mortality rates are expressed 
as deaths per 10,000 per day. A CMR of greater than 
1 has been used to define the existence of a public 

health emergency, and a CMR of greater than 2 indi-
cates a critical situation. Of course, these thresholds 
are gross estimates. Whenever pre-crisis mortality 
rates are available, they should be taken into account 
(Guha-Sapir & van Panhuis, 2004). Age- and gender- 
specific mortality should be assessed to identify those 
population groups at the highest risk.

Rates of diseases commonly associated with high 
rates of preventable mortality should be assessed as 
early as possible. These include diarrheal illnesses, 
acute respiratory infections, and diseases with high 
epidemic potential, such as cholera, dysentery, mea-
sles, and meningitis. Where appropriate, the occur-
rence and risk of locally endemic diseases such as 
malaria and dengue should be analyzed as well. In 
middle-income countries, the prevalence of non-
communicable diseases should also be assessed, and 
attempts made to ensure ongoing care of those per-
sons receiving long-term treatment for NCDs.

Complex emergencies are often accompanied by 
food shortages that can lead to malnutrition. Assess-
ment of protein-energy malnutrition among children 
should be undertaken as soon as possible, using one 
of the variety of methods available for that purpose. 
Mass screening of all children is optimal, but an ini-
tial random sample of the population can establish the 
prevalence of malnutrition and indicate the need for 
targeted screening and feeding interventions. Vacci-
nation coverage of children should also be assessed to 
determine the urgency of mounting vaccination cam-
paigns. Notably, in the absence of any coverage data, 
measles vaccination should be considered a priority.

Rapid assessments require detailed planning and 
may fail because of the inadequacy of transport, maps, 
communications equipment, and fuel. In addition, 
attention needs to be given to the security situation 
in the affected area. An assessment is of limited value 
unless its results are communicated in a timely and 
effective manner to those who can act upon them. 
Presentation of the findings should be organized and 
clear, and the recommendations of the assessment 
team should indicate which actions are of highest pri-
ority, what a reasonable time frame for action would 
be, and which resources will be required. Without 
these data, essential information required for the sur-
vival of large populations of displaced individuals may 
not be acted upon in time to prevent high levels of 
excess preventable mortality.

The potential usefulness of rapid assessment 
should not be underestimated. Unfortunately, in the 
past there have often been too many assessments done 
by different agencies in an uncoordinated manner. It 
is essential that a designated lead agency coordinate 
rapid assessments, ensuring that sectoral assessments 
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(e.g., water and sanitation, medical services, and food) 
are integrated and that the findings are used to inform 
program policies and planning. For example, in the 
post-tsunami relief effort of January 2005, WHO 
organized teams from a number of UN and voluntary 
agencies, the Indonesian Ministry of Health, and the 
Indonesian military forces, and, using U.S. military 
assets for support, led a series of rapid assessments 
of stranded populations along the west coast of Aceh 
province on the island of Sumatra. These efforts proved 
quite helpful in identifying remote populations and 
their needs and in targeting appropriate relief. More 
recently, ACAPS (www.acaps.org), an NGO founded 
in 2009, has been providing assessment data to the 
emergency relief community. Of course, the collection 
and dissemination of useful information during the 
early days of an emergency, especially when security is 
a major concern, can be quite challenging.

In contrast to the post-tsunami assessments, 
the rapid assessments attempted following the Haiti 
earthquake of 2010 did not yield results that guided 
the relief effort in a timely manner. The extent of the 
destruction; the need to reserve means of transport, 
both ground and air, for the delivery of humanitar-
ian goods; and the lack of a clear and creditable plan 
for exactly what to assess and where all resulted in the 
early days of the relief effort being a data-free period. 
Most important in that setting, perhaps, would have 
been to determine where hospital beds were available 
in the mostly destroyed capital city and throughout 
the country. Unfortunately, identification of these 
resources, and especially appropriate and effec-
tive sharing of the information with those who had  
the greatest need for it, was not rapidly forthcoming.

 ▸ Health Information Systems
Epidemiologic surveillance is the ongoing and system-
atic collection, analysis, and interpretation of health 
data. This information is then used for planning, imple-
menting, and evaluating public health interventions and 
programs. Surveillance data are used both to determine 
the need for public health action and to assess the effec-
tiveness of programs. In CEs, after the response to an 
initial rapid assessment has been instituted, the devel-
opment and implementation of ongoing health infor-
mation systems immediately becomes a high-priority 
activity. Although data on many of the subjects included 
in the rapid assessment will continue to be collected on 
a regular basis, routine health information systems will 
allow for the monitoring of a significantly larger num-
ber of other potentially important health conditions and 
health programs.

Characteristics of Effective Health 
Information Systems
To be useful, surveillance systems must be relevant, 
especially in CEs, where time and resources are fre-
quently in short supply. Data collection should be 
restricted to the most important of actual and poten-
tial public health problems. Equally important, data 
should be collected only if it will be useful in stimulat-
ing and guiding a response—if no intervention is fea-
sible, there is little need to encumber the system with 
information on the problem.

The best health information systems are the sim-
plest. In a number of CEs, difficulties have arisen in 
explaining the importance of the data to the local staff 
responsible for its collection, as well as to decision 
makers, who frequently do not appreciate the limita-
tions of data of variable accuracy collected under the 
most difficult of circumstances. Case definitions must 
be clear, consistent, and suited to the local capacity to 
make accurate diagnoses. Where no microscopes or 
rapid diagnostic tests are readily available, for exam-
ple, malaria may have to be represented by “fever and 
chills.” The data generated from simple systems must 
be recognized for what it is worth and should not be 
over-interpreted. Nevertheless, good surveillance sys-
tems rely on laboratory confirmation of suspect or 
probable cases of diseases of public health importance. 
Efforts should be made to have available a basic public 
health laboratory, with appropriate supplies and tech-
nical expertise.

Representativeness is another essential element of 
health information systems that is related to the qual-
ity of the data. Careful interpretation of data collected 
from a surveillance system is required before extrap-
olations can be made to the general population. For 
example, in South Sudan during the 2000s, nutrition 
and mortality assessments were difficult to interpret 
because health information has been collected and 
reported from food distribution centers to which the 
displaced and most severely malnourished members 
of the population were drawn. Thus, the mortality and 
malnutrition rates derived from these sites were not 
necessarily representative of the entire population of 
the region.

The organization and implementation of health 
information systems should be made the responsibil-
ity of one individual or agency, which should also be 
responsible for ensuring widespread cooperation and 
coordination of data collection and use. If a host gov-
ernment is in place and guiding the response, it should 
establish appropriate policies and guidelines that can 
be implemented with help from appropriate tech-
nical partners. It is important for the interpretation 
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and response to the data that the health information 
system establishes standardized case definitions, data 
collection methods, and conditions of reporting. This 
sort of across-the-board consistency can help avoid 
the problems described earlier in which different 
agencies used different data collection methods.

In emergencies, both reporting and the response 
to reports must be timely. When the goal is to pre-
vent excess mortality, undue delays between any two 
links of the surveillance chain, from the peripheral 
data-collection level to the more central, policy- 
making level and back to the periphery where action 
needs to be taken, can result in an unnecessary loss of 
life. Depending on the nature of the data, especially 
when an epidemic illness is deemed likely or is occur-
ring, daily reporting of selected information by tele-
phone, text messaging, or messenger is not necessarily 
excessive. Today, widely available technologies such as 
cell phones and digital data transfer have become the 
methods of choice for data transmission from more 
peripheral to central levels. For other conditions, data 
are generally reported and analyzed on a weekly basis 
during the emergency period and monthly during the 
less acute phases of the crisis. Of course, data needs 
may change rapidly as an emergency evolves to a 
more steady state. For this reason, information sys-
tems must have a high degree of flexibility, and their 
response to new demands should be achieved with 
minimal disruption.

Methods of Data Collection
As long as they possess the qualities mentioned pre-
viously, surveillance systems may combine active and 
passive reporting mechanisms. Active reporting can 
include randomized population-based surveys aimed 
at gathering data on one or a selected few parameters, 
such as vaccination coverage or nutritional status. 
Alternatively, it can involve the hiring of personnel for 
the specific purpose of monitoring important health 
events that might occur outside the bounds of the 
healthcare system itself, such as hiring gravediggers to 
report on burials so as to determine mortality.

Passive reporting generally refers to the routine 
collection and relaying of health statistics within the 
system itself, whether it is from community-based 
health posts, from primary care clinics, or from hos-
pitals. In some cases, access to the healthcare system 
may be limited and utilization may be low owing to 
a variety of factors, such as fear or mistrust of the 
healthcare providers, unfamiliarity with the system, 
physical destruction of facilities, and other reasons 
that are frequently unrecognized by relief agencies. 
Thus, it is especially important that emergency health 

information systems be regularly evaluated for the 
characteristics described earlier.

Sometimes a combination of active and passive 
reporting can be used. In Haiti, for example, the system 
that had been established in 25 Pepfar-funded hospi-
tals that had been treating patients for acquired immu-
nodeficiency syndrome (AIDS) was adapted for use 
during the earthquake emergency, and those reporting 
sites began to report on a number of conditions for 
which information was required on a daily basis.

Content of Health Information Systems 
in Complex Emergencies
Trends in crude mortality remain an important fea-
ture of surveillance throughout the emergency phase 
and beyond. In many cultures, death is a family and 
religious matter, such that deaths are not normally 
brought to the attention of the healthcare system. In 
fact, severely ill patients in hospitals are frequently 
taken home to die. For this reason, active surveillance 
is best for estimating mortality. Grave watchers—often 
those who dig the graves—can be hired on a 24-hour 
basis to report new burials and, if possible, to ascer-
tain the age and gender of the deceased. In some cul-
tures, the free distribution of burial shrouds or other 
materials used for burial or funerals can provide a use-
ful incentive for reporting. At times, mortality can be 
determined by means of a population-based survey, 
but the data derived from these surveys are subject to 
different sorts of bias and are frequently dated.

Sometimes large numbers of corpses are left 
unburied by families, as happened in Goma in 1994 
because the ground was composed of volcanic rock 
that made it impossible to dig graves. Likewise, fol-
lowing extensive natural disasters such as the Indian 
Ocean tsunami of December 2004, bodies may be bur-
ied under rubble or swept away. In contrast, in epi-
demics such as the Ebola outbreak in West Africa that 
make safe burial procedures imperative, it may be pos-
sible to ask those responsible for body collection and 
mass burial to keep count of the number of dead they 
see. In other cases, as in Haiti in 2010, dead bodies 
cannot be found or are so quickly disposed of by the 
authorities that only gross estimates of the number of 
deaths can be given.

Health information systems should collect mor-
bidity data on commonly occurring diseases and on 
diseases of epidemic potential. Diseases that have been 
prominent in all CEs include watery diarrhea, acute 
respiratory infections, malaria and other import-
ant endemic conditions, and malnutrition. Measles, 
meningitis, cholera, and shigellosis (dysentery or 
bloody diarrhea) have all been responsible for major 
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epidemics in emergency settings, and guidelines for 
the establishment of sensitive thresholds for the detec-
tion of each need to be followed where they already 
exist, or need to be developed. The detection of an 
epidemic should trigger an immediate and aggressive 
response.

In addition, at least two health programs— 
treatment of malnutrition and vaccination—need to 
be regularly monitored. Indicators of the numbers 
of patients in intensive or supplementary feeding 
programs need to be tracked. Vaccination coverage 
rates also need to be estimated, and, when deemed 
appropriate, measles vaccination should be offered 
to all children age 6 months to 15 years regardless of 
prior vaccination status as soon as resources permit. 
Vaccination with the antigens of the national routine 
immunization program should be established when 
feasible. Other vaccines may be offered after careful 
consideration by public health authorities of the epi-
demiology of the diseases, the characteristics of the 
available vaccine, and the context in which the CE is 
occurring.

Two areas that have been relatively neglected in 
CEs are reproductive health and psychosocial health 
(Spiegel et  al., 2010). Ample evidence shows that in 
emergencies, women of reproductive age, and espe-
cially pregnant women, need special attention, and 
their health conditions, including pregnancy, should 
be carefully monitored by surveillance mechanisms. 
Gender-based violence is also a major concern, and 
recent evidence suggests that domestic or intimate- 
partner violence is an important factor in many 
 populations that have been subjected to undue stress 
(Stark & Ager, 2011). Forced migration is itself a 
 traumatic event. When its stresses are compounded 
by the ethnic strife and violence that frequently 
accompany CEs, close attention should be paid not 
only to individuals who might be seriously affected by 
post-traumatic stress disorders but also to the reestab-
lishment of community structures. Finally, when the 
emergency has subsided (e.g., when crude mortality 
rates drop to less than 1 per 10,000 per day), increased 
attention can be paid to dealing with more chronic 
or less fatal diseases, such as tuberculosis, sexually 
 transmitted infections (STIs, including HIV), diabe-
tes, hypertension, and elective surgical conditions.

The establishment of a useful health information 
system, with all of the characteristics described here, 
is an essential function of the health service. With-
out one, programs will be developed by guesswork 
and the effectiveness of program implementation will 
remain a matter of conjecture. For a recent compre-
hensive review of health information needs and their 
use in complex emergencies, see Checchi et al. (2017). 

Information and surveillance systems are also covered 
in the Public Health Infrastructure chapter of this text.

 ▸ Shelter and Environment
As mentioned earlier, the placement of refugees and 
IDPs in small settlements or integration into local vil-
lages is preferable to the establishment of large camps. 
Health outcomes are probably better in these small 
settlements because environmental conditions are 
more favorable and there is less crowding. However, 
the provision of relief assistance to a large number of 
scattered settlements may pose difficult management 
and logistical challenges and may provoke resentment 
in the surrounding communities. In Guinea in the 
early 1990s, food aid and other relief items were pro-
vided to communities for distribution to both Libe-
rian refugees and local inhabitants. This system may 
have worked well because the refugees and the local 
population were of the same ethnic origin and many 
were related. In contrast, measles vaccination cov-
erage of Mozambican refugees in Malawi who were 
absorbed into communities and were dependent on 
the national immunization program was considerably 
lower than that in refugee camps, where services were 
provided by the United Nations and international vol-
untary agencies.

An interesting case in point involves the crisis 
in Syria, which began in 2011. In addition to a large 
number of internally displaced persons, an estimated 
5 million refugees have fled, mostly to neighboring 
countries. In Jordan, many of the refugees have been 
settled in camps. In contrast, in Lebanon, no camps 
have been built and refugees must settle in small 
clusters or try to integrate with the indigenous pop-
ulation. This leads to competition for jobs, housing, 
and other necessities and can result in an increase 
in xenophobic tensions. In Turkey, the situation is 
mixed: Approximately 3 million Syrian refugees have 
moved to that country, but only 260,000 are housed in 
camps, most camps ranging in size between 5,000 and 
10,000 people.

When camps are unavoidable, three key determi-
nants of location should be safety and protection of 
residents, access to essential supports such as adequate 
quantities of clean water for drinking and fuel for 
cooking, and all-weather access. In many instances, 
local politics determines the site, and the location is 
often less than desirable. For example, in 1988, the 
Ethiopian government placed Somali refugees in a 
large camp of 180,000 persons on a site that had no 
local supply of drinking water. The nearest source 
with an adequate quantity of water was situated in a 
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town 100 km from the camp. For many years, water 
was delivered daily in convoys of trucks at enormous 
cost to the relief agencies. The Ethiopian government 
refused to move the refugees closer to town for fear of 
exacerbating political problems that it was experienc-
ing with local ethnic Somalis.

Sites should be chosen with ease of water drainage 
in mind, though sometimes drainage systems have to 
be created at the time of camp construction. This is 
critical to ensure access by vehicles, limit disease vec-
tor breeding, and facilitate refugees’ access to services, 
such as health clinics and food distribution. When 
hundreds of thousands of refugees fled ethnic cleans-
ing in Kosovo in 1999, spontaneous camps were estab-
lished near the border of Macedonia, where as many as 
45,000 refugees camped on a muddy, snowy field shel-
tered only by their vehicles and makeshift tents. An 
added hazard was a large quantity of land mines laid 
by Serb forces along the border. Other inappropriate 
locations have included the swampy, malarious areas 
on the Thai border where Cambodian refugees were 
housed, the inhospitable mountainous area on the 
border between Iraq and Turkey to which the Kurdish 
population of Iraq fled in the wake of the 1991 Gulf 
War, and the volcanic, rocky ground in eastern Zaire 
where Rwandan refugee camps were settled, preclud-
ing both latrine construction and burial of the dead.

The issue of shelter for refugees is a thorny one for 
Western European authorities as well. A case in point 
is the “Calais jungle” that was established in 2015–2016 
during the ongoing European refugee crisis. Approx-
imately 6,000 refugees settled around Calais, France, 
hoping to reach the United Kingdom. French authori-
ties were reluctant to provide decent living conditions 
for fear of attracting additional refugees. Healthcare 
and other essential services were provided by NGOs 
that are usually involved in refugee crises in LMICs.

Ideally, the size of camps should be limited to 
20,000 residents for reasons of security and ease of 
administration. Such camps should be further divided 
into sections of 5,000 persons for the purpose of ser-
vices delivery. Shelter is an urgent priority. On aver-
age, the covered area provided per person should be 
3.5 to 4.5 m2 (Sphere Project, 2011). In warm, humid 
climates, shelters should have optimal ventilation and 
protection from direct sunlight. In cold climates, shel-
ter material should provide adequate insulation com-
bined with sufficient clothing, blankets, bedding, space 
heating, and caloric intake. Ideally, houses should be 
built using a traditional design and local materials. 
This may pose local environmental problems such as 
the destruction of trees, so building materials should 
be trucked in from areas remote from the camp. 
Waterproofing is essential and may be achieved with 

plastic sheeting or tarpaulins. Tents may provide tem-
porary shelter; however, they deteriorate in rain and 
wind and should be replaced with local materials as 
soon as possible.

To limit further environmental damage through 
deforestation, cooking fuel, such as charcoal, wood, 
oil, or kerosene, should be brought to the site from 
remote areas and fuel-efficient stoves provided or con-
structed. Camps may easily become fire hazards, and 
fire prevention should be an objective of proper camp 
design.

While many proposals for shelter continue to be 
made, many focus solely on the design and materials 
used for housing structures themselves. Such a nar-
row focus does not take into account that the issue of 
providing adequate shelter to refugees and internally 
displaced persons is a process, much more than it is 
a product.

 ▸ Water and Sanitation
When refugee camps are unavoidable, proximity to 
safe water sources needs to be recognized as the most 
important criterion for site selection. The Sphere 
Project’s key indicator for minimum water supply 
is 15 liters of clean water per person per day for all 
domestic needs—cooking, drinking, and bathing. 
Other indicators include at least one water collection 
point per 250 people and a maximum distance from 
shelter to the nearest water point of 500 meters. Ide-
ally, both the quantity and the quality of water pro-
vided to refugees and displaced persons should meet 
international standards; however, in many cases this is 
not possible. In general, ensuring access to adequate 
quantities of relatively clean water is probably more 
effective in preventing diarrheal disease, especially 
bacterial dysentery, than providing smaller quantities 
of microbe-free water.

The usual options for supplying water to refu-
gees and IDPs include surface water (e.g., lakes, riv-
ers, streams), shallow wells, springs, bore wells, and 
trucked water from remote sources. Although surface 
water is often abundant, it needs to be treated, usually 
through a system of sedimentation and chlorination, 
and sometimes with filtration. A system of piped dis-
tribution to bladders or other means of storage, as well 
as outlet taps needs to be developed to avoid crowd-
ing and drainage problems. Shallow wells and springs 
need to be protected and, unless gravity-fed, provided 
with a mechanism for drawing water, such as pumps. 
Deep-bore wells provide clean water at the source, but 
it may take some time to bring in the necessary equip-
ment to establish them.
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In addition, measures to prevent post-source 
contamination need to be implemented, including 
treatment at the source (e.g., “bucket chlorination”). 
Sufficient collection and storage containers (at least 
three 20-liter containers per family), especially contain-
ers with narrow openings that prevent post- collection 
contamination, should be made available. A study in a 
Malawian refugee camp in 1993 demonstrated a signifi-
cant reduction in fecal contamination of water stored in 
such buckets compared with standard buckets. In addi-
tion, the incidence of diarrhea among children younger 
than 5 years of age in the households with the improved 
buckets was considerably lower than in control house-
holds (Roberts et al., 2001). Recently, newer methods of 
disinfecting water in the home, including simple chlo-
rination and/or flocculation systems, such as the Safe 
Water System (CDC, 2008), have been moderately suc-
cessful in CEs.

Adequate sanitation is an essential element of 
diarrheal disease prevention efforts and a critical 
component of any relief program. While the even-
tual goal of sanitation programs should be the con-
struction of one latrine per family, interim measures 
may include the designation of separate defecation 
areas and the temporary provision of neighborhood 
latrines. The Sphere Project minimum indicator of 
acceptable household-level sanitation is a maximum 
of 20 persons per latrine. Toilets should be segregated 
by sex and be no more than 50 meters from dwell-
ings for security reasons. To achieve maximal impact, 
these measures should be complemented by commu-
nity hygiene education and regular distribution of at 
least 250 g of soap per person per month. Hygiene 
education has been shown to significantly increase 
the impact of sanitation programs. An analysis of data 
gathered in the Malawi study cited earlier demon-
strated that the presence of soap in households signifi-
cantly reduced the risk of diarrhea (Peterson, Roberts, 
Toole, & Peterson, 1998).

Achieving the goals associated with these indica-
tors can be difficult. In Goma, where the ground was 
volcanic rock and digging was difficult, sanitation 
remained inadequate and undoubtedly contributed 
to the virulence of the cholera outbreak. In Haiti after 
the 2010 earthquake, in an almost totally destroyed 
urban area, reconstituting even rudimentary plumb-
ing was out of the question during the emergency 
period. Moreover, the construction of latrines was 
painfully slow and greatly hampered by the prevailing 
conditions, even when the importance of improved 
sanitation was clearly recognized. The objective 
of post-emergency sanitation measures should be 
to restore the pre-disaster levels of environmental 
services rather than attempting to improve on the 

original levels, although longer-term reconstruction 
efforts can certainly aim to “build it back  better”—that 
is, to improve upon the status quo ante.

The provision of water and sanitation in 
emergency- affected populations in urban and rural 
areas of Eastern Europe has posed different challenges. 
In general, the goal is to repair existing systems. Even 
so, interim measures may be required, such as rehabil-
itating old wells, providing generators to pump water 
from distant sources such as rivers, and providing 
containers and security for residents to collect water 
at available sources. In the “Calais jungle” mentioned 
earlier, sanitation was notoriously poor and the differ-
ence between the living conditions of the refugees and 
the surrounding population was stark.

 ▸ Food Rations and Distribution
The quantity and quality of food rations is one of 
the most critical determinants of health outcomes 
in emergency-affected populations. During the early 
evolution of CEs, measures should be taken to increase 
access to food without forcing people to leave their 
homes. The establishment of “feeding camps” may 
act as a magnet for hungry families and lead to the 
spontaneous establishment of settlements and camps, 
with the subsequent health problems described earlier 
in this chapter. In addition, in conflict zones, warring 
parties may target areas where populations regularly 
congregate. Subsidized food shops; food-for-work 
or cash-for-work programs; emergency support for 
home food production, such as the distribution of 
fast-growing seed varieties and agricultural tools; and 
other measures may be effective in ensuring food pro-
vision prior to the onset of armed conflict.

Once armed conflict has commenced, either 
forcing people to flee their homes or be trapped in 
siege-like conditions, it is usually necessary to dis-
tribute food. General food rations should contain at 
least 2,100 kilocalories (kcal) of energy per person per 
day as well as the other nutrients listed in TABLE 12-5. 
Rations should take into consideration the demo-
graphic composition of the population, the specific 
needs of vulnerable groups, cultural food preferences, 
and access by the population to alternative sources 
of food and income. In cold climates, the minimum 
energy value of the ration should be adjusted upward. 
Pregnant women require, on average, an extra 285 kcal 
per day, and lactating women an extra 500 kcal. These 
extra requirements should be provided through distri-
bution of rations within the household; however, this 
may need to be monitored, perhaps indirectly via the 
prevalence of low-birth-weight babies. 
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TABLE 12-5 Minimum Nutritional Requirements for Emergency-Affected Populations, for Planning 
Purposes During the Initial Stages of an Emergency

Nutrient Minimum population requirements

Energy 2,100 kcals

Protein 53 g (10% of total energy)

Fat 40 g (17% of total energy)

Vitamin A 550 μg RAE

Vitamin D 6.1 μg

Vitamin E 8.0 mg alpha-TE

Vitamin K 48.2 μg

Vitamin B1 (Thiamin) 1.1 mg

Vitamin B2 (Riboflavin) 1.1 mg

Vitamin B3 (Niacin) 13.8 mg

Vitamin B6 (Pyridoxine) 1.2 mg

Vitamin B12 (Cobalamin) 2.2 μg

Folate 363 μg DFE

Pantothenate 4.6 mg

Vitamin C 41.6 mg

Iron 32 mg

Iodine 138 μg

Zinc 12.4 mg

Copper 1.1 mg

Selenium 27.6 μg

Calcium 989 mg

Magnesium 201 mg

Reference: RNI from FAO/WHO (2004). Vitamin and Mineral Requirements in Human Nutrition. Second edition, were used for all vitamin and mineral requirement calculations except copper, as 
requirements for this mineral were not included in FAOA/VHO (2004). Requirements for copper are taken from WHO (1996), Trace Elements in Human Nutntion and Health.
Abbreviations: Alpha-TE = alpha-tocopherol equivalents; DFE = dietary folate equivalents; NE = niacin equivalents; RAE = retinol activity equivalents.
Sphere Project. (2011). Humanitarian charter and minimum standards in disaster response (3rd ed.). Geneva, Switzerland: Author. Retrieved from http://www.sphereproject.org. Copyright © The Sphere Project
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Food should be distributed regularly as dry items 
to family units, taking care that socially vulnerable 
groups, such as female-headed households, unaccom-
panied minors, and the elderly, receive their fair share. 
Achieving this aim requires an accurate registration 
system listing all residents in family groups. Because of 
the indignity of being counted and the fact that many 
refugees are afraid to have their identities known and 
precise locations reported, attempts at registration 
for the distribution of humanitarian aid should be 
carried out with the security and cultural concerns 
of the population taken into careful consideration 
(Harrell-Bond, Voutira, & Leopold, 1992). If a refugee 
or displaced population is organized in well-defined 
communities, food may be distributed to commu-
nity leaders, who then divide it further to the heads 
of households in quantities based on the number of 
family members. Sometimes, as was the case during 
the Kurdish exodus to camps on the Iraq–Turkey bor-
der in 1991, this arrangement has been established in 
voluntary exchange for demographic information that 
allows health authorities to enumerate the births and 
deaths occurring. In other situations, food is distrib-
uted directly to heads of households, based on a ration 
card system.

In LMICs, food rations usually comprise a staple 
cereal, such as rice, wheat, or maize, or a mix such as 
corn–soy blend; a source of dense fat, such as vege-
table oil; a source of protein, such as beans, lentils, 
groundnuts, or dried fish; and extra items such as salt, 
tea, and spices. Experience has shown that women are 
fairer than men in distributing each food item in the 
correct quantity. Standard serving containers based 
on a known weight or volume of food are essential for 
distribution centers.

There is a widespread belief that currently avail-
able refugee rations, especially those distributed in 
non-European populations, are inadequate to meet 
nutrient requirements, which may be higher than the 
traditional recommended daily allowances. The best 
way to combat depletion of essential nutrients is to 
take active steps to increase the variety of the diet. 
This is not possible with relief foods that have to be 
capable of bulk storage and shipment—cereal, pulses, 
sugar, oil, and salt. For this reason, recipients of inter-
national aid should be encouraged to barter food 
items for local produce. Market facilities should be 
established, supported, and controlled by camp lead-
ers. Seeds for leafy vegetables should be distributed 
as part of all relief activities, even in the acute phase 
of the CE. Every effort should be made to provide 
spices and herbs, used traditionally by the population, 
with all food baskets. There is no need for a special 

food basket for children or pregnant and lactating 
women—only a sufficiently varied diet for the whole 
family (Golden, 1999).

Increasingly, especially in urban areas, cash 
vouchers or ATM cards are provided to refugees to 
purchase food. At the first World Humanitarian Sum-
mit, held in Istanbul in 2015, one of the major ele-
ments of the “Grand Bargain” reached by attendees 
was to vastly increase the use of cash programming. 
That is, it was agreed that populations in need would 
be provided cash and allowed to budget for them-
selves and their households in accordance with their 
own priorities. Buying food in local markets based on 
individual preferences represents an important use of 
this new way of providing humanitarian assistance, 
albeit one that has not yet been adequately imple-
mented or evaluated.

In addition to food, adequate cooking fuel, uten-
sils, and facilities to grind whole-grain cereals need to 
be made available to all families. Fuel-efficient stoves, 
often made of mud, may lead to more efficient use of 
scarce fuel. In children younger than 2 years, breast-
feeding will provide considerable protection against 
communicable diseases, including diarrhea. Thus, 
attempts to introduce or distribute breast milk sub-
stitutes and infant feeding bottles should be strongly 
opposed in an emergency situation. The evidence 
that vitamin A deficiency is associated with increased 
childhood mortality and disabling blindness is now so 
convincing that supplements of vitamin A should be 
given routinely to all refugee children younger than 
5 years of age at first contact and every 3 to 6 months 
thereafter (Nieburg et al., 1988).

In Eastern Europe, the same principles have been 
followed in providing food rations, though the types 
of food have varied and have included cheese, meat, 
powdered orange juice, and fruit. In some industri-
alized countries experiencing economic and political 
instability, ration vouchers have been distributed to 
vulnerable persons, such as elderly pensioners, which 
can be redeemed for food at designated stores. More 
recently, cash transfers to cell phones or to debit cards 
have been made.

One of the main problems in Africa, and in 
some parts of Asia, has been providing refugees 
and IDPs with foods containing adequate quanti-
ties of micronutrients, especially niacin, riboflavin, 
thiamin, iron, and vitamin C. Epidemics of pella-
gra, scurvy, and beriberi have been common in 
African refugee camps. For many years, this was a 
blind spot in emergency food and nutrition plan-
ning; more recently, the problem has been acknowl-
edged, although solutions are still inadequate. 
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In southern Africa, niacin has been added to maize 
flour during the milling process. However, vitamin 
C is water-soluble and sensitive to heat, light, and 
bruising; thus, the transport, storage, and distri-
bution of large quantities of foods such as citrus 
fruit have been problematic. One solution to this 
problem is to allow and encourage people to swap 
some of their ration items in local markets for vita-
min C–  containing foods, such as tomatoes, onions, 
potatoes, green chili peppers, and other fruits and 
vegetables. In addition, the provision of seeds to 
enable refugees to grow small amounts of vegeta-
bles in kitchen gardens is an effective measure. The 
provision of fortified blended cereals has also been 
proposed as a vehicle for ensuring adequate micro-
nutrient intake. Studies in Ethiopia, Nepal, and 
 Tanzania have shown that these cereals are generally 
acceptable, although overcooking and consequent 
depletion of the vitamin C content may be a prob-
lem in some communities (Mears & Young, 1998). 
WHO has published a series of guidelines on the 
prevention of scurvy (WHO, 1999a), thiamine defi-
ciency (WHO, 1999b), and  pellagra (WHO, 2000a).

A food ration monitoring system is important 
to ensure that families are receiving fair and ade-
quate quantities of food. On a food ration distribu-
tion day, monitoring teams can take up positions at 
several points not far from the distribution center. 
They should be equipped with weighing scales and 
food composition tables. Families should be stopped 
randomly as they return to their homes and asked to 
participate. Each of the items in their ration should be 
weighed and converted to calories and other nutrients 
using the tables. The total weight of each food item 
(in grams) and the total nutrients provided should 
be divided by the number of family members and the 
number of days until the next distribution day. This 
calculation will provide the average quantity per per-
son per day and may be compared with the official 
ration and with standard tables of recommended daily 
allowances of nutrients.

 ▸ Nutritional Rehabilitation
In general, the goal of an emergency feeding pro-
gram is to provide adequate quantities of nutrients 
through the general household distribution of food 
rations. However, due to the many factors described 
earlier, some population subgroups may be either 
already acutely malnourished or at high risk of 
becoming malnourished. In general, children are 
defined as acutely malnourished according to their 
weight-for-height index, although mid-upper arm 

circumference is also frequently used as a screen-
ing tool. Adolescents and adults may be defined as 
acutely malnourished according to their MUAC, 
body mass index, or clinical signs.

Currently malnourished and at-risk groups may 
require targeted feeding, or what is termed selective 
feeding. FIGURE  12-5 demonstrates the various kinds 
of selective feeding. Notably, these programs should 
be seen as additions to, rather than substitutes for, the 
general feeding program. They need clear objectives 
and criteria for opening, admission, discharge, and 
closure that should be based on population-based 
anthropometry surveys and agreed-upon nutritional 
indices. Selective feeding programs should be com-
plemented by measures to improve the food ration 
distribution system, provide adequate clean water and 
sanitation, and control measles and other communi-
cable diseases. They should be integrated into com-
munity health programs that offer other prevention 
and care services.

During the first decade of the 21st century, a major 
change evolved in the way in which selective feeding 
programs are delivered. There was a trend away from 
reliance on fixed sites to prepare and administer sup-
plementary and therapeutic food. Community man-
agement of acute malnutrition (CMAM) programs are 
now the norm except for the management of severely 
malnourished children with complications such 
as dehydration, acidosis, sepsis, and hypothermia. 
Instead of labor-intensive on-site preparation of food, 
ready-to-use therapeutic foods (RUTF) manufactured 
by commercial companies have become the most 
preferred product. The most common is Plumpy’nut, 
which is produced by the French company Nutriset. 
Plumpy’nut requires no water preparation or 

FIGURE 12-5 Overall feeding program.
Reprinted with permission from United Nations High Commissioner for Refugees (UNHRC), & World Food Programme. (1999). 
Guidelines for selective feeding programmes in emergency situations. Geneva, Switzerland: UNHCR.
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refrigeration and has a 2-year shelf life, making it easy 
to deploy in difficult conditions to treat severe acute 
malnutrition. The ingredients of this product are pea-
nut paste, vegetable oil, powdered milk, sugar, vita-
mins, and minerals, combined in a foil pouch. Each 
92-g pack provides 500 kcal or 2.1 MJ.

RUTF has proved effective in the rehabilitation 
of malnourished children. In a study in Malawi, 219 
children age 1 to 5 years with severe malnutrition and 
edema (but without other complications) were pro-
vided with RUTF for feeding at home. More than 83% 
of the children recovered, while 5% died, meaning that 
this intervention exceeded international minimum 
standards (Ciliberto, Manary, Ndekha, Briend,  & 
Ashorn, 2006). Average weight gain was roughly 
2.8 g/kg/day, which is less than international stan-
dards, but nonetheless resulted in good overall recov-
ery. Research has further shown that effective RUTF 
can be manufactured in most settings worldwide at low 
cost using local foods and fairly common equipment.

Supplementary feeding programs (SFPs) provide 
nutritious foods in addition to the general ration, with 
the aim of rehabilitating moderately malnourished 
individuals and decreasing the population prevalence 
of acute malnutrition. There are two kinds of SFPs: 
targeted and blanket. Each type may provide food 
supplements as on-site, precooked (“wet”), or take-
home (“dry”) rations. Take-home rations are usually 
preferred because they require fewer resources, carry 
lower risks of cross-infection among recipients, and 
retain the family’s primary responsibility for feeding. 
On-site feeding may be justified when the security sit-
uation is poor, when the general ration is inadequate 
such that food is likely to be shared within the house-
hold, or when cooking fuel is scarce.

A targeted SFP aims to prevent moderately mal-
nourished individuals from becoming severely mal-
nourished and to rehabilitate them. Such programs 
generally focus on children younger than 5  years 
and on pregnant and lactating women. Care should 
be taken not to apply strict guidelines for the open-
ing of selective feeding programs. Like all decisions 
taken in an emergency, it should be based on a review 
of both current public health priorities and available 
resources.

Current guidelines suggest that a targeted SFP 
should be implemented when one or more of the fol-
lowing situations occur:

 ■ The prevalence of acute malnutrition among chil-
dren younger than 5 years is 10% to 14%.

 ■ The prevalence of acute malnutrition among chil-
dren is 5% to 9% in the presence of aggravating 
factors (e.g., inadequate general food ration, CMR 

greater than 1 per 10,000 per day, epidemics of 
measles or pertussis, and high incidence of acute 
respiratory infections and diarrheal diseases).

Criteria for admission should include the 
following:

 ■ Children younger than 5 years with a weight-for-
height Z-score between –3 and –2

 ■ Older children, adolescents, and adults who are 
moderately malnourished according to their 
MUAC, BMI, or clinical condition

 ■ Referrals of children graduating from therapeutic 
feeding programs

 ■ Selected pregnant women and nursing mothers

Blanket SFPs are meant to provide extra nutritious 
food to all members of groups at risk of malnutrition. 
They are started under the following conditions:

 ■ General food distribution systems not yet in place
 ■ Problems in delivering and distributing the gen-

eral ration
 ■ Prevalence of acute malnutrition equal to or 

greater than 15%
 ■ Prevalence of acute malnutrition of 10% to 14% in 

the presence of aggravating factors
 ■ Anticipated increase in acute malnutrition rates 

due to seasonally induced epidemics
 ■ In the case of micronutrient-deficiency disease 

outbreaks, to provide micronutrient-rich supple-
ments to a target population

The primary recipients of blanket SFPs are all chil-
dren younger than 5 years, pregnant women and nurs-
ing mothers (up to 6 months after delivery), and other 
groups such as the elderly or medically ill. As with 
RUTF, ready-to-use supplementary foods (RUSF) 
have been developed and are gaining popularity. Their 
judicious use has the potential to replace on-site sup-
plementary feeding programs to a large extent.

Therapeutic feeding programs (TFPs) aim to reha-
bilitate severely malnourished persons, the majority of 
whom are children with severe wasting or nutritional 
edema—conditions commonly known as marasmus 
and kwashiorkor, respectively. A TFP should be initi-
ated when the number of severely malnourished indi-
viduals cannot be treated adequately in other facilities. 
Although current guidelines for opening a TFP are 
based on population malnutrition prevalence, the 
decision should be based on an assessment of the pub-
lic health needs and the resources available. In a large 
camp, the percentage of malnourished children may 
not be an appropriate basis for this decision. Perhaps a 
more practical guide would be the presence of, say, 50 
potential beneficiaries in a settlement.
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The following criteria are used for admission 
(UNHCR & World Food Programme, 2011):

 ■ Children younger than 5  years with weight-for-
height Z-scores less than –3 or with edema, with 
complications such as dehydration, sepsis, hypo-
thermia, inability to take foods orally, or poor 
conscious state

 ■ Severely malnourished children older than 
5 years, adolescents, or adults assessed by other 
means and with complications

 ■ Low-birth-weight babies (less than 2,500 g)
 ■ Orphans younger than 1 year of age when tradi-

tional caring practices are inadequate
 ■ Mothers of children younger than 1  year with 

breastfeeding failure where relactation counseling 
has failed
Rehabilitation of severely malnourished individ-

uals is a medical procedure demanding careful atten-
tion to detail; therefore, well-trained staff are essential. 
TFPs usually have two phases:

1. The intensive care phase includes 24-hour 
care with medical treatment to control 
infection and dehydration and correct elec-
trolyte imbalance, and nutritional treat-
ment. Frequent feeds with therapeutic milk 
(F-75) are essential to prevent death from 
hypoglycemia and hypothermia. This phase 
usually lasts 1 week.

2. The rehabilitation phase provides at least 6 
meals per day along with medical and psy-
chological support, including for mothers 
of malnourished children. This phase usu-
ally lasts 5 weeks. This phase can take place 
at home using RUTF.

Details of the quantity and types of food recom-
mended, discharge criteria, and reasons for stopping 
SFPs and TFPs are provided by UNHCR and the World 
Food Programme (2011). In addition, detailed infor-
mation on the management of severe malnutrition is 
provided in WHO manuals (WHO, 1999c, 2000b). 
It should be noted that the increasing use of RUTF 
like Plumpy’nut has revolutionized the care of severe 
undernutrition; hospitalization with 24/7 supervision 
of the administration of detailed parenteral nutrition 
protocols is no longer regularly required and has, to a 
significant degree, been replaced by community ther-
apeutic care.

Community Management of 
Acute Malnutrition
Collins et  al. (2006) outline three levels of CMAM: 
(1) inpatient stabilization care for people with acute 

malnutrition and serious medical complications; 
(2) outpatient therapeutic programs for people with 
severe acute malnutrition but no complications; and 
(3) supplementary feeding for moderate acute mal-
nutrition and no complications. Under this defini-
tion, inpatient care is provided according to WHO 
guidelines. It is worth noting that other studies have 
categorized CMAM programs differently. For exam-
ple, a recent review of the effectiveness of CMAM 
separated programs into four categories: (1) residen-
tial nutrition centers; (2) day-care nutrition centers; 
(3) clinic-based care; and (4) domiciliary (home) 
care (Ashworth, 2006). Although the term CMAM 
is frequently used in reference to slightly different 
models, the three-level program structure outlined 
previously— inpatient care, outpatient care, and sup-
plementary feeding program—is a useful one.

CMAM approaches are also becoming more 
effective as techniques and protocols develop. In an 
extensive literature review, comprising 33 community- 
based nutrition rehabilitation programs implemented 
between 1980 and 2005, only one-third (33%) were 
considered effective, using low mortality and accept-
able weight gain as indicators of success (Ashworth, 
2006). In contrast, among those programs imple-
mented between 1995 and 2005, a much greater pro-
portion (62%) was considered effective.

 ▸ Health Services: Response to 
Complex Emergencies

Complex emergencies severely disrupt normal health-
care service activity (see Figure 12-3). In developing 
appropriate responses to this disruption, it is worth 
considering the impact on and response by at least 
three different sets of services:

 ■ Service provision in the country affected by the CE
 ■ Service provision in countries to which refugees 

have fled
 ■ Service provision by multilateral agencies and 

NGOs

Service Provision in Countries Directly 
Affected by Complex Emergencies
The main challenge in these settings is to seek to min-
imize the direct and indirect adverse impacts of the 
conflict on the health services personnel and resources 
available. In many conflicts, as highlighted earlier, 
health services may be specifically targeted, as may 
health services providers. In such situations it may be 
extremely difficult to maintain services due to absent 
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or fleeing health personnel, lack of drugs and equip-
ment, disruption of referral systems, and destruction 
of physical infrastructure, including hospitals and 
clinics. In recent years, the purposeful destruction of 
health facilities in Syria, Yemen, Afghanistan, and Iraq 
has represented clear violations of international law. 
In 2016, the United Nations Security Council adopted 
Resolution 2286, deploring the short- and long-term 
consequences of such attacks for the civilian popu-
lations and healthcare systems of the countries con-
cerned. To date, no action has been taken on the basis 
of this resolution.

Even if the official health system is destroyed, 
however, the health workers who previously worked 
within it may still be present within the community 
(unless they have themselves fled to safer areas) 
and may still be able to offer services and advice. 
The extent to which services can be maintained is 
in part dependent on earlier disaster preparedness 
activities, in terms of both training and of pre- 
positioning of drugs and other supplies in areas 
where logistic support was predicted to be vulner-
able to disruption.

In some situations, it has been possible to ensure 
that areas where services are likely to be disrupted 
have received prior stocks of drugs and equipment 
so that they can maintain services despite disrup-
tion of the normal supply chains. Although this 
might be possible for certain forms of equipment 
and drugs, others, such as vaccination facilities 
(which are dependent upon maintaining an intact 
cold chain), and support activities, such as training 
and supervision, are invariably disrupted during 
CEs. Nevertheless, local-level responses are possi-
ble. In Afghanistan, despite the conflict in Kabul, 
the medical school was able to relocate to another 
city to continue its training activities. In relation to 
the availability of drugs for treatment, prior distri-
bution of necessary drugs to responsible community 
members— such as community and other health 
workers, teachers, and in some cases patients with 
chronic conditions—may ensure their availability 
despite the population having to move suddenly. 
Patients with chronic conditions such as leprosy 
or tuberculosis could be issued with drug supplies 
for extended periods, assuming that the drugs can 
be procured and distributed and that patients with 
these conditions will be able to adhere to the treat-
ment regimens prescribed for them. The potential to 
distribute insecticide-treated mosquito nets to pop-
ulations on the move might be an option in areas of 
high malaria risk; some experience in this approach 
has been gained among the highly mobile Burmese 
refugees on the Thai border.

Service Provision in Countries to Which 
Refugees Have Fled
When refugees flee from their country and cross bor-
ders, their normal sources of health care are no longer 
available to them. Therefore, they may be dependent 
on what they can provide for themselves, which is 
often desperately little if they have been forced to flee 
suddenly, as was the case with the Kosovar Albanians 
in 1999 and with Syrians in 2011 and the ensuing 
years. Alternatively, they may depend on what can 
be provided in the host country to which they have 
fled, either through existing host country services or 
through additional services mobilized by NGOs and 
other organizations. Host government services may 
rapidly become overwhelmed if large numbers of ref-
ugees suddenly move into an area and seek to use the 
local health system. In addition to their absolute num-
bers, the health condition of refugees may be poor, 
especially if their journey has been traumatic and 
unplanned or if their prior state of health was poor.

In most cases, at least in the short term, these 
local host-country services will not receive additional 
resources and, therefore, will have to cope as best 
they can with the additional service load. In some 
instances, such as with significant flight from middle- 
income countries like Syria, services that require a 
moderate level of technical expertise and that may 
be expensive, such as renal dialysis or oncologic ser-
vices, may no longer be able to cope with demand and 
need. This trend may disadvantage local community 
members who ordinarily utilize such services, because 
the supply of drugs and usual access to health work-
ers may be compromised. Communities will typically 
be willing to accept these hardships for a time, but if 
the situation becomes protracted and leads to a lasting 
decline in services, tension may develop between the 
host and refugee communities. Another point of fric-
tion occurs when refugees are offered access to host 
services at no cost, while local community members 
may be required to pay user charges, both informal 
and formal, to obtain care.

Finally, different policies may be applied to refu-
gee and local populations. For malaria treatment, for 
example, international organizations providing care 
to the emergency-affected population might opt for 
more effective drugs than those designated by exist-
ing national policies. Such was the case in Burundi in 
2000–2001, where disagreements between MSF and the 
government of Burundi over malaria treatment policies 
took several months to resolve (MSF, 2001). Devoting 
attention to issues of equity and to ensuring that host 
and refugee communities gain similar access to services 
will be in the longer-term best interests of both groups.
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Service Provision by Multilateral 
Organizations and Nongovernmental 
Organizations
The key challenges for these organizations are, in the 
short term, to reduce excess preventable loss of life and 
to reestablish an environment in which maintaining 
and promoting health is possible. Many of the subse-
quent sections deal with the nature of the health- related 
interventions that are necessary in these settings.

In camp settings, health services should be orga-
nized to ensure that the major causes of morbidity and 
mortality are addressed through fixed facilities and 
outreach programs. An essential drug list and stan-
dardized treatment protocols are necessary elements 
of a curative program. It is not necessary to develop 
totally new guidelines in each refugee situation; sev-
eral excellent manuals already exist, from which 
guidelines can be adapted to suit the local conditions 
(MSF, 2017; WHO, 2003). Curative services should be 
decentralized by establishing a camp system consisting 
of community health workers, health posts, first-line 
outpatient clinics, and a small inpatient facility to treat 
severe emergency cases. Patients requiring surgery or 
prolonged hospitalization should be referred to a local 
district or provincial hospital; this facility will require 
provision of extra drugs and other medical supplies to 
cope with the greater patient load.

Organizations that typically espouse a develop-
ment approach rather than relief-oriented approach 
have sought to place the issue of developmental relief 
onto the CE management agenda, arguing that early 
attention to the difficult issues of efficiency, effective-
ness, sustainability, equity, and local ownership will 
be beneficial in the longer term. If the latter approach 
is adopted, greater effort will be devoted to activities 
such as training, building local capacity, and keeping 
costs down, rather than seeing these as desirable, but 
not practical, goals given the acute needs faced in rela-
tion to saving lives.

An additional concern facing the range of organi-
zations offering services in response to humanitarian 
crises is the importance of coordination. Organiza-
tions need to work together if they are to reinforce 
each other’s actions, maximize the use of available 
resources, minimize duplication and overlap, and 
enhance effectiveness, equity, and efficiency. The 
Code of Conduct for Humanitarian Organizations 
highlights the need for effective coordination, usu-
ally under the aegis of a lead organization from the 
United Nations system, such as OCHA, UNHCR, or, 
in some cases (especially for the health sector), WHO 
or UNICEF. Optimal levels of coordination have, 

unfortunately, been an elusive goal in many emer-
gency settings.

Lastly, considerable concern has arisen in recent 
years regarding the quality of much of the service pro-
vision by NGOs operating in CEs. A key problem is 
the lack of transparency and accountability of such 
services, and the fact that despite meaning well, some 
organizations may do more harm than good. Recent 
initiatives, such as the Sphere Project (see Exhibit 
12-4 later in this chapter), seek to establish standards 
and minimum indicators of acceptable performance 
for organizations operating in these environments. 
Although no enforcement mechanisms, or even effec-
tive incentives, have been developed to ensure compli-
ance with these suggested standards, many voluntary 
organizations and even institutional and governmen-
tal donors have agreed to do what they can to com-
ply. The increasing professionalization of the field of 
humanitarian assistance, briefly discussed toward 
the end of this chapter, similarly reflects these trends 
toward improved practice and accountability.

Refugee Health Workers
Community health workers (CHWs) are seen in 
many countries as the mainstay of primary healthcare 
promotion, although some critics have questioned 
their value to national primary healthcare programs 
(Chou et  al., 2017; Walt, 1988). In refugee and dis-
placed person settings, the selection and training of 
refugee health workers has been considered as one 
key mechanism by which health programs can work 
more closely with affected communities.

The principal advantages of refugee health work-
ers may be related to their role as intermediaries 
between the affected community and the services 
provided by the humanitarian agencies, which are 
often led by expatriate staff. Refugee workers are more 
likely to understand the cultural, behavioral, and envi-
ronmental influences on health status, to contribute 
to realizing the potential for self-care and refugee- 
provided services within the community, to share the 
health service provision workload, to build capac-
ity and skills that will potentially be available after 
repatriation, and to enhance the dignity of both the 
community and the healthcare providers themselves. 
CHWs who are relatively unskilled and trained within 
the community may be the mainstay of service pro-
vision. However, it is important to recognize that the 
presence of trained health workers within the affected 
community—whether these be midwives, nurses, 
doctors, or others—represents an extremely valuable 
resource whose role should be promoted in whatever 
services are developed with expatriate agency support.
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The role of CHWs in refugee settings will depend 
on the public health needs, the availability of host 
country– and NGO-provided services, the prior level 
of skill of the workers, and the extent and quality of 
training received. In many cases, refugee health work-
ers have worked outside of health center settings 
and have performed a range of tasks, including the 
following:

 ■ Identifying sick and malnourished commu-
nity members and assisting them in obtaining 
assistance

 ■ Collecting and reporting demographic data such 
as births and deaths

 ■ Providing first aid and basic primary care such as 
oral rehydration for children with diarrhea

 ■ Assisting in mass vaccination campaigns
 ■ Encouraging participation in health campaigns 

and disease control programs
 ■ Ensuring that the needs and perspectives of refu-

gees are taken into account in the development of 
health programs

On a different level, in many conflict-affected 
countries, professional health workers, including, 
among others, radiologists, anesthesiologists, and 
surgeons, remain in their communities and, under 
extremely trying circumstances, attempt to pro-
vide at least essential services. The conflicts in Syria, 
 Afghanistan, Yemen, and Iraq have all demonstrated 
the remarkable dedication and professionalism of 
health workers. As discussed earlier, these profession-
als have often been targeted by armed forces in an 
attempt to destabilize their communities.

One of the first refugee programs that sys-
tematically trained large numbers of CHWs as the 
basis of health services delivery was established in 
Somalia in the early 1980s. At that time, almost  
1 million refugees from Ethiopia were housed in 
35 camps scattered throughout three regions of the 
country. The Ministry of Health’s Refugee Health 
Unit coordinated the training of approximately 
2,000 CHWs and 1,000 traditional birth attendants 
with the help of NGOs working in the country. 
The training curriculum was standardized, as were 
treatment protocols, essential drugs, and salaries 
and conditions. As NGOs gradually withdrew from 
the country, health services were largely provided 
by CHWs and traditional birth attendants, super-
vised by Somali Ministry of Health trainers, nurses, 
and doctors.

Despite the many potential advantages of 
developing and working with a cadre of refugee 
health workers, this approach also faces numerous 

problems. It may be difficult to recruit health work-
ers, especially in unstable settings or if potential 
workers have other pressing priorities, and they will 
require training and ongoing supervision. Their 
selection may be highly political, and identifying 
the affiliations of potential health workers may be 
difficult for agencies with limited knowledge of the 
area in which they are working. There is potential 
to stimulate rivalry and exacerbate perceptions 
of inequity if an inappropriate mix of workers 
from different areas and different backgrounds is 
selected. In the presence of adequately resourced 
host-country services, especially those that have 
sufficient numbers of trained staff, establishing a 
cadre of CHWs with more limited skills may not be 
seen as a priority.

Among the prerequisites for effective CHW train-
ing programs are a clear description of the tasks to be 
performed, an adequate level of logistic and supervi-
sory support, a transparent system of selection and 
remuneration, and the consent and involvement of the 
affected and, where relevant, host communities.

Women’s and Children’s Healthcare 
Services
Children and women, especially pregnant women, 
have been repeatedly shown to be the most vulnerable 
members of refugee and displaced populations, espe-
cially during the emergency period. Among Rohingya 
refugees in Bangladesh (1992–1993), women and 
girls were seen less frequently at health facilities 
than men and boys, but had much higher mortality 
(FIGURE 12-6).

In Goma in 1994, households headed by women 
were found to have substantially less food and non-
food commodities that had been issued at general dis-
tribution points by international relief officials than 
those in which an adult male was present. For these 
reasons, health services oriented to the specific needs 
of children and women are essential in reducing mor-
bidity and mortality within a population to a min-
imum level. Women’s and children’s health (WCH) 
care should begin within the community, at the house-
hold level, and not depend entirely on established 
health facilities. Often, as discussed earlier, commu-
nity members, such as traditional birth attendants or 
others previously trained as CHWs, can be recruited 
from within the affected population itself to provide 
basic services.

For children, routine screening and  preventive 
services are important. Growth monitoring, and 
referral of children whose growth is faltering to 
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supplementary feeding programs, is an essential 
function of WCH services. A WCH program will also 
ensure that all children are vaccinated on schedule 
and are receiving regular supplements of vitamin A. 
When curative care is required, as for diarrhea and 
acute respiratory infections, it can be offered at the 
household level by trained CHWs, or the child can 
be referred to peripheral, first-line health facilities.

Pregnant women (who typically constitute approx-
imately 3% of the refugee population) should be reg-
ularly monitored. At least four prenatal examinations 
should be conducted to identify high-risk pregnan-
cies. All women should be vaccinated with tetanus 
toxoid to prevent neonatal tetanus in their newborns. 
Iron and folic acid should be distributed (and their 
ingestion monitored, if possible). Insecticide-treated 
bed nets for the prevention of malaria should be dis-
tributed, and the presumptive treatment of malaria, if 
appropriate, should be undertaken in the second and 
third trimesters. In the postnatal period, counseling 
services addressing a variety of issues, from family 
planning to child care, and especially breastfeeding, 
should be offered.

Although many elements of women’s and child 
health can be instituted in the post-emergency phase, 
a critical service that must be provided during the 
earliest stages of a relief effort is the establishment of 
emergency obstetric care. Cesarean section and trans-
fusion facilities and the ability to give parenteral anti-
biotics are essential if maternal mortality is to be kept 
low. Provisions for emergency delivery are part of an 
overall minimum initial service package, discussed in 
the next section.

 ▸ Reproductive Health
UNHCR, WHO, and the UN Population Fund 
(UNFPA) state that although food, water, and shelter 
remain priorities in an emergency assistance program, 
reproductive health care is among the crucial elements 
that give refugees the basic human welfare and dig-
nity that is their right (UNHCR, 1995a). The response 
to reproductive health problems during emergencies 
consists of a constellation of assessment, services, and 
regular monitoring that addresses the implementation 
of the following programs:

 ■ A minimum initial service package (MISP)
 ■ Safe motherhood
 ■ Prevention and treatment of sexual and gender- 

based violence
 ■ Prevention and care for sexually transmitted 

diseases
 ■ Family planning
 ■ Reproductive health needs of adolescents

Minimum Initial Service Package
Although resources should not be diverted from 
attempts to control the diseases that have tradition-
ally been the leading causes of death in CEs, five 
interventions related to reproductive health should 
be implemented even in the acute phase. In addition, 
a reproductive health coordinator should be desig-
nated to ensure that these measures are adequately 
addressed (http://www.who.int/reproductive-health/). 
Note that specific guidelines have been developed for 
the prevention and response to gender-based violence 
(UNHCR, 1995b).

Emergency Contraception
Forced migration is frequently accompanied by sex-
ual violence. To prevent unwanted pregnancies result-
ing from rape, emergency postcoital contraceptive 
supplies should be available to women who request 
them. Although the extent of this problem has never 
been adequately documented, and although it is likely 
to vary from one situation to the next, the current 
recommendation is for sufficient supplies for 1% of 
women of reproductive age to be immediately avail-
able. Two methods of emergency contraception are 
currently available: (1) the combined oral contracep-
tive (two formulations are used), which must be taken 
within 3 days of unprotected sexual intercourse, and 
(2) the copper intrauterine device, which must be 
implanted within 5 days of unprotected intercourse.

FIGURE 12-6 Number of deaths among Burmese refugees 
in the Gundhum II Camp, Bangladesh, May 6 to June 26, 
1992 by age and sex.
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Universal Precautions
To prevent the transmission of HIV, universal precau-
tions must be respected from the outset of an emer-
gency. Although chaotic conditions are frequently 
prevalent and although health services are imple-
mented under stressful conditions during CEs, the 
threat of HIV infection can and must be minimized. 
Universal precautions include the following:

 ■ Washing hands with soap and water after contact 
with body fluids or wounds

 ■ Wearing gloves for procedures involving contact 
with blood or other body fluids

 ■ Using protective clothing when exposure to large 
amounts of blood is likely

 ■ Handling sharps safely
 ■ Disposing of waste materials safely (burning and/

or burial)
 ■ Disinfecting or sterilizing medical equipment
 ■ Wearing gloves when handling corpses, and 

washing with soap and water afterward

Delivery Services
All populations affected by CEs will include women in 
the later stages of pregnancy or who are at high risk for 
complicated deliveries. These women need services 
even during the acute phase of the emergency. In a 
population of 2,500 with a crude birth rate of approx-
imately 3%, there will be 5 to 8 births per month. To 
deal with these deliveries, simple supplies must be 
made available. Both simple delivery kits and midwife 
kits are readily available from UNICEF and other sup-
pliers of health supplies. Skilled attendants should be 
present at every delivery.

In addition, although it is not a formal part of 
the MISP, sites where complicated deliveries can be 
performed should be established as early as pos-
sible during an emergency. Cesarean section for 
obstructed delivery, transfusion for excessive hemor-
rhage, and parenteral antibiotics for the treatment of 
sepsis are the only ways to reduce maternal mortal-
ity, and these measures should be available and easily 
accessible from the onset of a relief operation.

Sexually Transmitted Infections
HIV and AIDS and other sexually transmitted infec-
tions (STIs) are major problems among emergency- 
affected populations from areas where there is a high 
prevalence of these conditions. Until recently, there was 
a paucity of data on the prevalence of HIV in refugee 
populations. It had been postulated that refugees and 
other conflict-affected populations might be at greater 

risk of acquiring HIV because of sexual exploitation, 
the breakdown of traditional societies and values, and 
the disruption of STI treatment and condom promo-
tion programs. Nevertheless, some evidence indicates 
that conflict might actually inhibit the spread of HIV 
(Spiegel et al., 2007). For example, when the 20-year 
conflict in Angola ended in 2002, the country had a 
significantly lower HIV prevalence (5% to 10% in 
Luanda and 1% to 3% in rural areas) than that in all 
other southern African countries (15% to 40%).

Between 2002 and 2004, UNHCR surveys of preg-
nant women in 20 refugee camps in Kenya, Rwanda, 
Sudan, and Tanzania found lower HIV prevalence 
among refugees than in the surrounding population 
in three of the four countries (e.g., 5% versus 18% in 
Kenya), and in Sudan there was no significant differ-
ence (Spiegel, 2004). The UNHCR report notes that 
most refugees moved from low- to high-prevalence 
countries, that most refugees lived in remote rural 
areas with restricted freedom of movement, and that 
NGOs had mounted HIV prevention programs tar-
geted at easily accessible, “captive” populations.

To minimize the transmission of STIs, including 
HIV, an adequate supply of condoms should be avail-
able on request to all members of the target popula-
tion. Several guidelines have been developed for the 
prevention of HIV in refugee and post-emergency set-
tings (Holmes, 2003; Inter-Agency Standing Commit-
tee Task Force on HIV/AIDS in Emergency Settings, 
2003; Sphere Project, 2011).

Comprehensive Reproductive 
Health Services
The last element of the MISP is planning for the pro-
vision of comprehensive reproductive health services 
as rapidly as is feasible. To do this, reproductive health 
indicators should be included in health information 
systems to allow for the collection of baseline data on 
maternal, infant, and child mortality; prevalence of 
STIs; and population contraceptive prevalence rates. 
Suitable sites for the delivery of reproductive health 
services should be identified, though they need not 
be separate from other health facilities. These sites 
should be secure and allow for safe passage of women 
between their homes and the clinic. They should be 
easily accessible to all who wish to use them, guar-
antee privacy and confidentiality, and have access 
to clean water and latrines. In addition, an adequate 
referral system should be identified or established to 
provide care to women with obstetric complications 
or other health emergencies.
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Post-Emergency Reproductive 
Health Programs
When adequate food, water, sanitation, and shelter 
have been provided, programs to address the initial 
emergency health priorities have been implemented 
(e.g., measles vaccination), and mortality rates have 
declined, the range of reproductive health services 
should gradually be expanded. In the post-emergency 
phase, health care would be quite incomplete unless 
the entire range of programs aimed at maintaining 
or improving reproductive health was included. The 
key to successful reproductive health programs is 
soliciting active participation of as many adolescents 
and women of reproductive age as possible. Although 
training female health workers (including traditional 
birth attendants) is usually the focus of such programs, 
male health workers should also be trained in the 
basic principles of reproductive health care. In addi-
tion, because adequate reproductive health services 
are frequently unavailable to the local, non-refugee 
population, it is a good idea to try to extend whatever 
programs are made available to refugees and displaced 
persons by expatriate relief workers to women and 
adolescents in the host population.

 ▸ Communicable Disease 
Control

Concern for the potential impact of communicable 
diseases has dominated the public health response 
in many emergency settings. As discussed previ-
ously, this attention has frequently been warranted. 
Although many of the technical interventions and 
public health programs used in emergencies draw 
heavily from their counterparts in stable settings, a 
few important differences should be considered. Most 
important among them include addressing the needs 
of the local, nondisplaced, population; maintaining 
respect for national health policies when dealing with 
refugees (but not necessarily adhering to them); and 
promoting substantial community involvement as 
early as is feasible.

Measles
Measles was traditionally among the most feared of 
communicable diseases in emergency settings. During 
the 1970s and 1980s, measles epidemics were common, 
and it was not unusual for measles to be the major 
cause of mortality in large, displaced populations. 
Major outbreaks of measles have been uncommon 

in refugee camps since the late 1980s because of the 
high priority afforded to mass measles vaccination 
campaigns in the acute phase of humanitarian emer-
gencies. However, major measles outbreaks, resulting 
in high mortality rates, were reported among IDPs 
in Ethiopia and the Democratic Republic of Congo 
during 2000 and 2001 because of delays in initiating 
vaccination campaigns (Salama et al., 2001).

Measles remains a significant problem in pop-
ulations that cannot be reached for immunization 
because of armed conflict. In the case of Somalia, child 
immunization has been banned by the radical jihadist 
group Al Shabab. There have been major outbreaks of 
measles in Somalia with thousands of cases in 2014 
and 2016, continuing into 2017 (WHO, 2017b).

Of the 1.8 million Syrian children born since 
the conflict in that country began, more than 50% 
are unvaccinated against measles. Measles has swept 
through Syria, including Aleppo and the north-
ern regions, with more than 7,000 confirmed cases 
occurring between 2015 and 2016, and cases also 
reported in refugee camps in Jordan and Lebanon. 
Large outbreaks of measles have also occurred in 
war-torn South Sudan and Yemen (UNICEF, 2017; 
ReliefWeb, 2017b).

Because of the devastating impact that measles 
has had in many emergencies, it has become almost 
universally accepted that mass measles vaccination, 
regardless of vaccination history or place of prove-
nance of the displaced, should be instituted as early 
during an emergency as possible. Leading reference 
publications (CDC, 1992; MSF, 1997; Sphere Project, 
2011) accord measles vaccination the highest priority 
of all health-specific interventions and recommend 
that it be undertaken immediately after an initial rapid 
assessment regardless of the circumstances. If children 
cannot be vaccinated upon arrival or registration, a 
mass vaccination campaign should be undertaken. In 
general, this rule should be followed unless extenuat-
ing circumstances exist, such as the cholera epidemic 
in Goma in 1994 that required the full attention of 
health services workers.

Any mass vaccination program must be planned 
carefully if it is to be implemented successfully. Suffi-
cient vaccine should be on hand (with a reserve in case 
of excess wastage) and stored in a functioning cold 
chain of adequate capacity. Only autodestruct syringes 
should be used, and safety boxes must be available for 
their storage and disposal.

The target population for measles vaccination 
in emergencies is usually children age 6  months to 
15 years. WHO has recommended reducing the usual 
minimum age for measles vaccination from 9 months 
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to 6 months during CEs, because high attack rates and 
high CFRs have occurred in younger children, espe-
cially in large displaced populations living in relatively 
crowded conditions. Still, because vaccine efficacy in 
children age 6 to 9 months may be lower than opti-
mal owing to the persistence of passively transferred 
maternal antibodies to measles virus, children in this 
age group should be vaccinated again at the age of 
9  months. The upper age limit for mass vaccination 
is more flexible and depends, to a large extent, on 
the amount of measles vaccine, injection equipment, 
health personnel available, and the pressure of com-
peting healthcare priorities. Because age and undernu-
trition are such important risk factors for complicated 
measles and for high CFRs, all children up to 15 years 
old who are eligible for selective feeding programs or 
who are hospitalized with other illnesses should be 
vaccinated against measles on a priority basis. Then, 
depending on the factors mentioned earlier, all chil-
dren younger than 2  years should be considered for 
vaccination, followed by all children younger than 
5 years. Finally, if the circumstances allow, the target 
population can be expanded. In any case, a mass vac-
cination campaign should seek to achieve at least 95% 
coverage of the target population.

Because a mass vaccination campaign can reach 
such a high proportion of the most vulnerable pop-
ulation, there are frequently demands to attach other 
services to it. Vitamin A, for example, can be offered 
to the same target group during the course of the cam-
paign. Insecticide-treated bed nets and hygiene kits 
can be distributed to each household in which a child 
resides. There have been suggestions to provide polio 
vaccination along with measles vaccine, although the 
logistical burden of doing so must be carefully con-
sidered. In any case, a routine vaccination program 
for all children using the standard antigens recom-
mended by WHO should be established during the 
post- emergency period. Other vaccines, such as yel-
low fever and meningitis, are effective in interrupting 
transmission of these infections during an epidemic, 
but should not be offered routinely at the time of 
measles vaccine. Cholera vaccination has also been 
recommended at the time of measles vaccination, as 
discussed in the following section.

The early detection of measles cases when they 
occur is an important feature of an effective community- 
based surveillance system. Measles treatment includes 
the administration of two doses of vitamin A and the 
appropriate treatment of common complications such 
as pneumonia, diarrhea, malnutrition, and meningo-
encephalitis. Children with measles should be closely 
monitored in regard to their nutritional status and, if 

indicated, should be enrolled in supplementary feeding 
programs during their convalescence.

Measles remains an important threat to the health 
of children in many emergency settings. However, as 
vaccination programs in many parts of the world have 
progressed and as vaccination coverage levels increase, 
measles vaccination should be considered alongside 
other priority interventions. In northern Iraq and 
in the Balkans, as in Goma, measles vaccination was 
delayed to address other, more urgent problems. In 
contrast, in Afghanistan (2002), in Darfur (2004), 
and in Aceh province, Indonesia, in the wake of the 
 tsunami (2005), measles vaccination was among the 
first interventions organized and implemented. Nev-
ertheless, despite the clear threat that measles poses 
to the health of populations in emergency settings, it 
is always appropriate to weigh the public health needs 
in light of the available resources and to order pri-
orities accordingly. The guidelines titled Vaccination 
in Emergencies: A Framework for Decision- Making, 
which have been developed and disseminated by 
WHO (2017e), should be consulted at the start of any 
emergency health sector intervention.

Diarrheal Diseases
Unlike measles, which can be easily prevented with 
a vaccine, diarrheal diseases are often among the top 
three causes of mortality in humanitarian emergen-
cies. Although diarrhea is mainly a condition of young 
children, cholera and dysentery—the major epidemic 
forms of diarrhea—affect people of all ages. Of all dis-
ease conditions, diarrhea is the most closely linked to 
poor sanitation, inadequate water quantity, and con-
taminated water.

The detection and reporting of diarrhea should 
be part of the routine surveillance system in all emer-
gencies. Both acute watery diarrhea and bloody diar-
rhea should be reported separately by age (younger 
than 5 years and older than 5 years are minimum age 
groups—the elderly should be disaggregated if possi-
ble) and by gender.

All health personnel should be sensitized to the 
potential impact of diarrhea and should be skilled in 
most aspects of prevention and in treatment. The key 
to prevention lies in providing adequate sanitation 
facilities and at least the minimum recommended 
quantity of water of acceptable quality (see the “Water 
and Sanitation” section earlier in this chapter).

The mainstay of diarrhea case management is oral 
rehydration therapy (ORT). Although any fluids can 
be used to prevent the development of dehydration, 
low-osmolar oral rehydration salts (ORS) can be used 
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in all cases and are the treatment of choice for all levels 
of dehydration (see the Infectious Diseases chapter). In 
fact, the first large field trial of ORS took place in a ref-
ugee camp in West Bengal, India, where it was shown 
that cholera patients treated with the standard treat-
ment at the time were 3.8 times as likely to die from 
dehydration as those treated with ORS (Mahalanabis 
et al., 1973). Zinc should be administered to all chil-
dren with diarrhea for 10 days, if possible, to reduce the 
severity and duration of each episode, and to lengthen 
the time between episodes (Baqui et al., 2002).

Rehydration facilities should be available in all 
health facilities, including health posts and outreach 
sites within the community. Keys to the success of 
ORT in emergencies, where the caseload can be sub-
stantial, include careful organization of ORT centers 
and the presence of concerned and skilled staff. Moth-
ers or other caretakers are important contributors to 
ORT and must be instructed as to the quantity of fluid 
that their children require. Assertive administration of 
ORT, especially for children who are tired and reluctant 
to drink, is essential. Breastfeeding should be contin-
ued, and the nutritional status of children recovering 
from diarrhea must be carefully monitored. Rehydra-
tion of unaccompanied children should be carefully 
overseen and appropriate follow-up ensured (see the 
Understanding and Acting on Social Determinants of 
Health and Health Equity chapter).

Cholera
Cholera epidemics have occurred frequently in emer-
gency settings. Although deaths due to non-cholera 
watery diarrhea have been far more numerous, cholera, 
in addition to being able to cause death rapidly from 
dehydration, incites fear and even panic in many pop-
ulations. Its ability to affect other relief activities and to 
divert health personnel and supplies from other activ-
ities may even contribute to higher death tolls due to 
other diseases. Outbreaks of cholera have occurred in 
all parts of the world; large outbreaks were recorded in 
India (1971), Thailand (1979), Sudan (1985),  Somalia 
(1985), Ethiopia (1984), Malawi (1988–1991),  northern 
Iraq (1991), Goma (1994), and Rwanda (1996).

In October 2010, nine months after the January 
2010 earthquake, an outbreak of cholera started in 
Haiti, which quickly spread across the country. As of 
January 2014, 697,256 cholera cases and 8,534 deaths 
had been reported by the Haitian Ministry of Health 
(2014).  One of the largest cholera epidemics in his-
tory, it occurred in a country where there had not 
been a cholera case for more than a century. Six years 
later, the United Nations acknowledged that cholera 

had been introduced to Haiti by UN peacekeepers 
from Nepal.

Most recently, outbreaks have occurred in 
 Tanzania, Ethiopia, and Iraq in 2015, and in South 
Sudan, Somalia, and Yemen in 2016 and 2017. 
WHO has described the cholera outbreak in war-
torn Yemen as the worst ever in the world (WHO, 
2017c). By mid-September 2017, WHO was report-
ing 750,000 cumulative cases. In the first three 
months of 2017, WHO reported a cumulative num-
ber of 17,211 cases and 388 deaths from cholera in 
 Somalia, with a case-fatality rate of 2.25%. Cholera 
is also widespread in South Sudan: As of May 2017, 
a total of 7,735 cholera cases including 246 deaths 
(CFR 3.23%) had been reported in South Sudan, 
involving 19 counties in 11 states, since the initial 
case was reported on June 18, 2016 (WHO, 2017d).

Investigations of cholera outbreaks have docu-
mented numerous modes of transmission and risk 
factors, including contaminated water, shared water 
containers, inadequately heated leftover food, insuf-
ficient soap, and funeral gatherings for cholera vic-
tims. One of the most lethal cholera epidemics ever 
recorded occurred among refugees in Goma, Zaire, 
in 1994, when it was estimated that 45,000  peo-
ple (approximately 9% of the total population) died 
in a 3-week period. The source of contamination is 
believed to have been Lake Kivu, the principal source 
of water on which the population depended.

Early detection of possible cases of cholera is 
key to the effective management of an epidemic. 
Although non-cholera diarrhea is a far more com-
mon cause of morbidity and mortality in children, 
the death of an adult from dehydration should raise 
suspicions of cholera. Attack rates can be higher in 
refugee camps than in non-camp situations, but in 
all situations case-fatality rates can be kept as low as 
1%. Laboratory confirmation should be obtained as 
quickly as possible at the start of a suspected epi-
demic, but need not be continued—even though 
most cases in a cholera epidemic, especially in areas 
with a high background rate of watery diarrhea, may 
not actually be due to cholera. Whenever cholera is 
suspected, aggressive attempts to educate the com-
munity should be made so as to limit the panic that 
frequently accompanies this disease. During the 
course of an epidemic, cases and deaths should be 
reported on a daily basis through the institution of 
an active surveillance mechanism.

In populations located in areas where cholera is a 
risk (e.g., if fecal culture-confirmed cholera diarrhea 
has occurred in three of the previous five years), WHO 
now recommends mass immunization with killed oral 
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cholera vaccines.1 Although all age groups are vulnera-
ble to cholera, immunization in resource-limited areas 
should be targeted to high-risk children age 1 year or 
older (Shanchol or Euvichol) or age 2 years or older 
(Dukoral) (WHO, 2017f). Although the availability of 
oral cholera vaccines has increased rapidly in recent 
years, mass immunization campaigns should not dis-
rupt or delay other critical prevention programs, such 
as clean water and sanitation.

Cholera vaccine is now used both prophylactically 
and reactively in many emergency settings. Large ship-
ments of vaccine from the well-established global vac-
cine stockpile have been sent to CE situations as diverse 
as those in Sierra Leone (in anticipation of cholera after 
a series of floods and mudslides devastated parts of 
Freetown in 2017), northern Nigeria (to prevent out-
breaks in the Boko Haram–menaced areas of Borno 
State), and war-torn Yemen, where initial shipments of 
vaccine were refused by the Yemeni government.

The need to establish rehydration facilities at mul-
tiple sites within the community has been dramatically 
highlighted by the occurrence of epidemics of cholera. 
In an outbreak in Somalia in 1985, a new camp with 
only a centralized treatment facility and no trained 
CHWs reported a case fatality rate of 23.3%. In con-
trast, in seven camps in which peripheral ORT cor-
ners with trained CHWs had been established in the 
framework of a primary healthcare system, the CFR 
was limited to 2.4%. Even more dramatically, during 
the devastating outbreak in Goma in 1994, more than 
90% of the approximately 45,000 deaths that occurred 
during a 3-week period occurred beyond the reach of 
the health system. Active case finding and rehydration 
therapy within the community, rather than reliance on 
overwhelmed and understaffed health facilities, may 
have averted a significant fraction of these deaths.

Although as many as 90% of patients during a chol-
era epidemic can be treated orally, intravenous rehydra-
tion will be required for the most severe cases. A referral 
system for such care must be in place, and cholera treat-
ment sites should be identified and prepared with ade-
quate bed capacity, human resources, water, drugs and 
other supplies, and disposal facilities. The treatment of 
cholera is the same as is described in the Infectious Dis-
eases chapter. In emergency settings, however, selective 
chemoprophylaxis is usually not indicated. Resources 
can be used more efficiently and effectively in other 
ways, such as by establishing adequate water and san-
itation and ensuring that all patients are identified and 
treated quickly and appropriately.

1 Dukoral, Shanchol, or Euvichol.

Dysentery Due to Shigella dysenteriae 
Type 1
The management of epidemics of dysentery in emer-
gency settings is difficult. As is true of other diarrheal 
diseases, ensuring adequate water and sanitation 
facilities is essential, but because of the highly com-
municable nature of Shigella dysenteriae type 1, this 
measure’s role in reducing transmission may be lim-
ited, especially in the crowded conditions of refugee 
camps. Nevertheless, the use of narrow-neck contain-
ers for water storage to reduce contamination and the 
distribution and use of soap for hand washing have 
been shown to be useful. Early case detection and 
prompt treatment are the keys to limiting spread. An 
epidemic of S. dysenteriae type 1 should be suspected 
whenever a case of diarrhea with blood in the stool is 
reported. Laboratory confirmation and sensitivity to 
antibiotics should be obtained immediately, with care-
ful attention paid to the transport of stool specimens.

The key to dysentery case management is antibiotic 
therapy, but severe limitations may prevent effective 
case management on a large scale. These include the 
large caseloads that may require treatment, the resis-
tance of organisms to first-line and even second-line 
antibiotics, and the difficulty of ensuring patient com-
pliance with 3- to 5-day courses of treatment.

In general, during epidemics of S. dysenteriae 
type 1, an effective antibiotic such as ciprofloxacin 
should be given to all patients, under close supervi-
sion of health staff. If supplies of an effective antibiotic 
are limited, patients who are severely ill or most vul-
nerable (e.g., children, pregnant women, the elderly) 
should be given antibiotics, and others given only sup-
portive treatment—that is, nutritional support, rehy-
dration when necessary, and other specific measures. 
Oddly, no outbreaks of S. dysenteriae type 1 have been 
reported from emergency settings in recent years.

Acute Respiratory Infection
Acute lower respiratory infection (ALRI), or pneu-
monia, has been an important cause of morbidity and 
mortality in emergency settings. Risk factors have 
included crowded conditions, inadequate shelter, 
vitamin A deficiency, and indoor air pollution, espe-
cially in societies that cook indoors (such as Nepal). 
ALRI is undoubtedly a major cause of morbidity and 
mortality in cold climates, such as northern Iraq, the 
Balkans, and the war-torn former Soviet republics. 
Such infection is the leading cause of death among 
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children in LMICs, but has been less consistently 
reported and investigated than many other commu-
nicable diseases in emergency settings.

The management of ALRI is the same as in 
non-emergency settings, with prompt antibiotic treat-
ment and supportive care. Community health work-
ers need to be trained to diagnose ALRI in children, 
based on signs such as chest indrawing and a rapid 
respiratory rate.

Malaria
In endemic areas, including Southeast Asia, the Indian 
subcontinent, and most of Africa, malaria is consis-
tently among the leading causes of morbidity and 
mortality. It has been responsible for incidence rates 
as high as 1,037 per 1,000 per year (Burmese refugees 
in Thailand, 1984) and for as many as 30% of all deaths 
in displaced populations (Rwanda, 1994). It has been 
well established that populations that are displaced to 
areas of higher malaria endemicity than their place of 
origin have higher incidence rates and higher mortal-
ity from malaria.

A study of refugee sites in Burundi, Chad, 
 Cameroon, Ethiopia, Kenya, Sudan, Tanzania, 
 Thailand, and Uganda to describe trends in malaria 
incidence and mortality was published in 2011 
(Anderson, Doocy, Haskew, Spiegel, & Moss, 2011). 
An average of 1.18 million refugees resided in 60 ref-
ugee sites, with at least 50 cases of malaria occurring 
per 1,000 refugees during the study period 2008–2009. 
The highest incidence of malaria was in refugee sites in 
Tanzania, where the annual incidence of malaria was 
399 confirmed cases per 1,000 refugees and 728 con-
firmed cases per 1,000 refugee children younger than 
5 years. Annual malaria mortality rates were highest in 
sites in Sudan (0.9 death per 1,000 refugees), Uganda 
and Tanzania (0.7 death per 1,000 refugees each). 
Malaria was the cause of 16% of deaths in refugee chil-
dren younger than 5 years of age across all study sites.

Major risk factors for malaria in refugee situations 
include the lack of adequate housing, poor siting of 
camps (especially when they are placed in marshy 
areas), overcrowding, proximity to livestock (which 
may be the primary targets of mosquito vectors), and 
a general lack of competently trained health person-
nel. Malaria control in emergencies depends to some 
extent on knowledge of the local vectors. In any case, 
site planning and selection should be done with the 
possibility of malaria in mind, and areas with swamps, 
marshes, and other characteristics that favor vector 
breeding should be avoided. Where mosquito den-
sity is high and immunity of the population is low, 
periodic residual spraying of interior walls can be 

undertaken, although it is less effective where tempo-
rary and shoddy shelters are in use and where mos-
quitoes bite and rest outdoors. Aerial spraying should 
usually be avoided except in special circumstances, to 
avoid further traumatizing the population. In all cir-
cumstances, long-lasting insecticide-treated bed nets 
should be distributed (Bloland & Williams, 2003). In 
emergencies where people are displaced with their 
livestock, periodic permethrin sponging of the ani-
mals has been shown to reduce vector density and 
malaria transmission.

The presumptive treatment of pregnant women 
with pyrimethamine/sulfadoxine in a single dose 
during the second and third trimesters (especially 
during women’s first and second pregnancies) is also 
a commonly recommended strategy. The presump-
tive treatment of children attending feeding centers 
can also be considered, and presumptive treatment 
of children for malaria at the time of mass measles 
vaccination or vaccination during routine programs 
may have a role in malaria control after further inves-
tigation. Whenever feasible, it is highly recommended 
that the diagnosis of malaria should be confirmed, 
either microscopically or, even better, with one of 
several available rapid diagnostic tests. If facilities are 
not available to do so, malaria should be treated on 
the basis of a presumptive diagnosis, although other 
causes of fever should be suspected as well.

In determining who should be treated, with which 
drugs, and according to what dosage schedule, it is 
important to consider the national guidelines of the 
host country, although malaria control policies may 
also be updated in accordance with the latest informa-
tion regarding antimalarial drug sensitivities. In most 
parts of the world, artemisinin combination therapy is 
currently the most effective, and most recommended, 
treatment. Note, however, that artemisinin-resistant 
malaria has recently been reported from Cambodia, 
Laos, and Myanmar (WHO, 2017g). Strategies for 
uncomplicated malaria, for severe malaria, and for 
treatment failures should be developed and explained 
to all health service personnel.

Meningitis
Although not a consistent problem in emergencies, 
the threat of meningococcal (group A) meningitis is a 
formidable one. Overcrowding, especially during the 
drier seasons of the year, can be an important risk fac-
tor for this disease, which is transmitted via the respi-
ratory route. Epidemics have occurred in  Thailand 
(1980), Sudan (1989), Ethiopia (1993), Guinea (1993), 
and Goma; in the last case, attack rates ranged from 
94 to 137 per 100,000 population over a period of 
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2  months. Outbreaks of meningitis tend to be pro-
tracted, lasting from 1 to 2  months. Unless they are 
detected and controlled at an early stage, they can be 
directly responsible for high mortality; in addition, 
patients can require resource-intensive care, which 
diverts attention from other high-priority health pro-
grams. In early 2005, an outbreak of the emerging 
W135 strain of meningococcus led to the vaccination 
of more than 150,000 Sudanese refugees in Chad.

The detection of outbreaks of meningococ-
cal meningitis at an early stage is essential. During 
emergencies, a high level of suspicion should be 
maintained. All clinically suspicious cases should 
be diagnosed by either visual inspection of cerebro-
spinal fluid or, where available, by the appropriate 
microscopic, serologic, and bacteriologic analyses. 
Background rates of meningococcal disease vary con-
siderably from one area to another, and the occur-
rence of disease is highly seasonal. For these reasons, 
the detection of an epidemic requires a sensitive sur-
veillance system. It has become customary to insti-
tute epidemic control measures when a threshold 
incidence rate of 15 cases per 100,000 population per 
week has been exceeded for 2 consecutive weeks. In 
small populations, or where the population has not 
been accurately determined, a weekly doubling of the 
number of cases over a 3-week period can signal the 
early stages of an epidemic. WHO has established 
both alert and response thresholds that should be 
reviewed and adhered to when emergencies occur in 
meningitis-prone areas.

Vulnerability to meningococcal meningitis has 
decreased markedly since the development and wide-
spread distribution of an effective, affordable vaccine. 
In December 2010, a new inexpensive and effective 
meningococcal A conjugate vaccine (MenAfriVac) 
was introduced, first in Burkina Faso and selected 
regions of Mali and Niger. By 2016, all 26 countries 
in the African meningitis belt had introduced this 
vaccine. High coverage of the target age group of 
1–29 years is expected to eliminate meningococcal A 
epidemics from this region of Africa.

In non-immune populations, mass vaccination 
campaigns are the intervention of choice in areas in 
which an epidemic is occurring. Vaccination cam-
paigns usually target the entire population age 1 year 
and older, although resource constraints may require 
limiting the age group to be vaccinated. Neither mass 
chemoprophylaxis nor prophylaxis of household con-
tacts has proved to be an effective intervention during 
outbreaks, and neither should be instituted.

When epidemics occur in Africa, ceftriaxone is 
the drug of choice for its treatment. Penicillin, ampi-
cillin, and chloramphenicol are also effective.

Hepatitis E
Like meningitis, outbreaks of hepatitis E have not been 
frequent occurrences in emergencies but have had major 
consequences when they arose. An enterically transmit-
ted disease, usually linked to contaminated drinking 
water, especially when water quantity is compromised, 
hepatitis E is associated with a particularly high CFR 
in pregnant women. Clinical attack rates appear to be 
higher in adults, with children being relatively spared.

A severe epidemic occurred in 2004 among both 
IDPs in Darfur, Sudan, and refugees from Darfur in 
Chad. Starting in West Darfur in May of that year, a 
total of 2,431 cases and 41 deaths (CFR 1.7%) of sus-
pected hepatitis E were reported from health clinics 
in the Greater Darfur region. A survey conducted in 
November 2004 found a CFR of 8.2% among preg-
nant women with hepatitis (Boccia, Klovstad,  & 
 Guthmann, 2004). Between June and September 2004, 
a total of 1,442 cases of suspected hepatitis E and 46 
deaths (CFR 3.2%) were reported from two refugee 
camps and neighboring villages in Chad. Investiga-
tion of the epidemic was aided by the use of a newly 
licensed rapid diagnostic kit.

The most recent outbreak of hepatitis E in Africa 
occurred in the Lake Chad Basin region, including 
hundreds of cases in Chad and Niger. The security of 
this area has been considered unstable for many years 
due to the presence of Boko Haram forces (jihadists 
based in northeast Nigeria).

There is no treatment for hepatitis E. Thus, the 
response to an outbreak is prevention through ensur-
ing access to adequate quantities of clean drinking 
water and hygiene promotion in communities.

Tuberculosis
Tuberculosis (TB) is one of the most important com-
municable diseases to control in the post-emergency 
phase. Its re-emergence as a public health problem in 
many parts of the world has been characterized by its 
close association with immune deficiency disorders, 
especially HIV infection, and with the identification 
of multiple drug-resistant strains.

Prior to the large movements of refugees in 
the Middle East, more than 85% of refugees origi-
nated from, or remained within, countries with high 
burdens of TB, such as Pakistan, DRC, Ethiopia, 
 Myanmar, Kenya, Afghanistan, and South Sudan 
(WHO & UNHCR, 2007). In populations displaced by 
conflict in the Middle East, TB has been a lesser prob-
lem. For example, TB screening of 69,000 Syrian refu-
gees in Jordan from January to June 2014 found only 
three smear-positive cases and a total of 33 culture- 
confirmed cases (Cookson et al., 2015).
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Tuberculosis control should be instituted only 
after mortality rates have fallen below 1 per 10,000 per 
day or when an emergency situation has stabilized and 
it is apparent that the displaced population will remain 
in its current location for at least 6 months. However, 
for individuals being treated for tuberculosis at the 
time of onset of the emergency, arrangements should 
be made to allow them to continue their treatment in 
an uninterrupted manner.

From a public health standpoint, the objectives 
of TB control are to treat patients so that they cannot 
infect others, and to restore health to infected individ-
uals. For this reason, only sputum smear–positive indi-
viduals are usually included in TB control programs 
initially, although individuals who are severely ill with 
noninfectious, extrapulmonary forms of TB should 
also be treated if they are identified. WHO guidelines 
for treatment stress directly observed therapy with a 
short course (6 to 8 months) of a combination of anti-
tuberculosis drugs (WHO & UNHCR, 2007). Because 
both infection with HIV and malnutrition are associ-
ated with TB, the presence of these conditions should 
be determined and dealt with appropriately.

Programs geared toward treating and preventing 
TB are complicated, and the decision to implement 
one should not be made unless there are clear written 
guidelines that will be followed. Laboratory facilities 
must be available and the regular provision of supplies 
ensured. Drugs must be stocked and their resupply 
guaranteed. Finally, a system for tracing those persons 
who are unable to adhere to treatment regimens must 
be in place so that they can be identified and assistance 
provided to ensure treatment completion. Ultimately, 
successful implementation of a TB control program 
requires a high level of community awareness, educa-
tion, and involvement. Every element of such a control 
program needs to be carefully and meticulously devel-
oped and nurtured over time. Agencies that intend to 
implement TB control programs in post-emergency 
settings should have a clear commitment to continue 
for at least 12 to 15 months, have an adequate budget, 
and have the personnel and material resources neces-
sary to run a successful program.

Other Communicable Diseases
Other communicable diseases that have occurred in 
emergency or post-emergency settings have had a 
relatively minor impact on refugees. In the individ-
ual setting in which they occur, however, they com-
mand an important allocation of resources and may 
be important contributors to morbidity and mortality. 
Yellow fever, typhoid fever, relapsing fever, Japanese B 

encephalitis, dengue hemorrhagic fever, typhus, and 
leptospirosis are all real threats. Outbreaks of cutane-
ous leishmaniasis have occurred in war-torn Syria. The 
last reservoirs of wild poliovirus are found in conflict- 
affected populations in Afghanistan, Pakistan, and 
Nigeria. Nevertheless, morbidity and mortality in CEs 
has been shown time and again to be due to the same 
conditions that are responsible for the bulk of the dis-
ease burden in LMICs in nonemergency settings.

 ▸ Noncommunicable Diseases
As noted earlier in this chapter, NCDs such as diabetes 
and hypertension have been the main cause of mor-
bidity and mortality among Syrian, and many Iraqi, 
refugees and IDPs. Research and evidence are lacking 
on how to best address care for NCDs in emergencies. 
To make interventions more effective and sustainable, 
further NCD-oriented research is needed (Perone 
et al., 2017). Given the lack of sophisticated medical 
resources in most emergency settings, it is suggested 
that NCDs be addressed through a primary healthcare 
setting combining health education messages with 
clinical monitoring of patients.

Another important element of a humanitarian 
response is to address mental health issues. A grow-
ing body of evidence has been used to inform effective 
mental health programs in emergencies, and inter-
agency guidelines have been developed (Inter-Agency 
Standing Committee, 2007).

 ▸ Role of International, National, 
and Nongovernmental 
Organizations

The vast and complex array of organizations involved 
in the various stages of humanitarian emergency pre-
paredness and response reflect the complexity of the 
international community itself. It is difficult to imag-
ine any other situation that attracts such a range of 
players: heads of state; diplomats; celebrities; bilateral 
foreign assistance agencies; UN political, social, eco-
nomic, and technical organizations; military forces; 
and a broad variety of nongovernmental organiza-
tions, including an increasing number of commercial 
interests.

The UN Security Council plays a critical role in 
determining how and when the world will respond 
to the conflicts that lead to CEs and how emergency 
humanitarian assistance programs will be protected 
from the forces that fuel the conflicts themselves. 
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Security Council decisions are, in turn, determined 
by the leaders of its member states—in particular, 
the permanent members (the United States, Russia, 
France, the United Kingdom, and China). The UN 
Office for the Coordination of Humanitarian Affairs 
(OCHA) coordinates emergency preparedness and 
response within the UN system and is steered by an 
Inter-Agency Standing Committee of relevant UN 
agencies, including UNHCR, WHO, UNICEF, the 
World Food Programme (WFP), and UNFPA, as well 
as NGOs. OCHA launches joint appeals for funds to 
support coordinated UN agency response programs; 
however, these may sometimes compete with appeals 
launched by individual agencies.

The UN Refugee Agency, UNHCR, is responsible 
for the protection and care of all refugees who cross 
international borders. In some emergency situations, 
such as the crises in the former Yugoslavia, the UN 
secretary-general has designated UNHCR as the lead 
relief agency; UNHCR has referred to those who do 
not qualify for assistance as refugees as “persons of 
interest.” Nowadays, UNHCR is the primary agency 
responsible for the care of most IDP populations.

In general, UNHCR and other lead relief agencies 
need to be invited to provide assistance by the govern-
ment of the affected country. In situations of internal 
conflict, the Security Council may authorize involve-
ment by a UN agency without the approval of the host 
government, as was the case concerning the displaced 
Kurdish population in northern Iraq in 1991. The lead 
UN agency is mandated to coordinate the activities of 
other relief agencies, including NGOs, in cooperation 
with the host government where that type of collab-
oration is appropriate. However, in certain chaotic 
emergency settings, individual NGOs have sometimes 
negotiated involvement directly with government 
authorities and ignored efforts by the lead agency to 
coordinate activities.

United Nations Reforms
Between 2005 and 2010, the United Nations insti-
tuted a set of humanitarian reforms. The three major 
points of the reforms, which are intended to improve 
the coordination of humanitarian relief efforts and 
to streamline the chaotic funding streams, are dis-
cussed here.

First, the reforms call for the appointment of a 
humanitarian coordinator in every situation from 
which an appeal for emergency funds will emanate. 
Every UN agency, and NGOs that wish to partici-
pate, can submit an estimate of its financial needs to 
the humanitarian coordinator, who aggregates these 

requests into a single consolidated appeal. Ideally, this 
should reduce the level of competition between the 
individual UN agencies, and between the UN agencies 
and the NGO community, and provide donors with 
a clear and agreed upon approximation of financial 
needs for the relief effort.

Second, the United Nations established the United 
Nations Central Emergency Response Fund (CERF). 
CERF was created by the United Nations General 
Assembly in 2005. CERF is, essentially, a bank account 
into which donors deposit funds that the Emergency 
Relief Coordinator (ERC) of the UN, who is also an 
Under-Secretary-General of the United Nations and 
the director of OCHA, can draw upon to provide 
funds to UN agencies in a timely and efficient man-
ner when humanitarian relief needs arise. Since its 
inception, CERF has provided, on average, more than 
$400  million per year for humanitarian relief in all 
kinds of emergencies—natural disasters and conflict, 
acute and protracted. In addition, CERF funds can be 
used, at the discretion of the ERC, to address “chron-
ically underfunded” or “silent” emergencies, such as 
those that have plagued central Africa for most of the 
past decade.

Third, a system of technical “clusters” has been 
developed to bring a systematic approach to a pre-
viously cluttered humanitarian scene. For a range of 
technical areas, a UN agency has been assigned to 
function as the “lead agency” to bring together donors, 
NGOs, other UN agencies, and other interveners 
to develop and review policy, to formulate plans for 
coordinated responses, and to review and evaluate 
past performance. The current global clusters include, 
but are not restricted to, health (WHO lead), logis-
tics (WFP), shelter (UNHCR), water and sanitation 
(UNICEF), nutrition (UNICEF), and food security 
(WFP). In the field, each cluster is co-chaired by an 
NGO that, together with the appropriate UN agency, 
works in cooperation with and under the guidance 
of the host country’s government. The performance 
of the clusters has been variable to date, and external 
evaluation will, it is hoped, bring about improvements 
to what is a promising system, but one that is difficult 
to implement.

Host Country Role
In many emergencies, especially those involving large 
refugee populations, the host government has granted 
temporary asylum to the refugees and has become 
actively engaged in the relief effort. Many countries 
have coordinating bodies, such as relief commis-
sions, that take a lead role in mobilizing, organizing, 
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and delivering relief services. For example, in Soma-
lia in the early 1980s, the Ministry of Health formed 
the Refugee Health Unit (RHU), which coordinated 
public health and nutrition assistance to the 800,000 
 Ethiopian refugees scattered in 35 camps throughout 
the country. NGOs wishing to provide assistance to 
refugees had to agree to follow the technical guidelines 
developed by the RHU and sign a tripartite agreement 
with the RHU and UNHCR. During the tsunami relief 
effort of 2004–2005, the picture was more mixed. In 
India and Thailand, most of the relief effort was run 
entirely by national authorities. In contrast, in Indo-
nesia and Sri Lanka, a combination of national and 
international organizations collaborated on policy 
development and on the day-to-day implementation 
of relief services.

The International Committee of the Red Cross 
(ICRC), based in Geneva, Switzerland, is mandated to 
carry out the protection and care of civilian populations 
during armed conflict, as outlined in the Geneva Con-
ventions. The ICRC relies on low-key and confidential 
negotiations with all parties to a conflict to allow it to 
provide humanitarian assistance. The ICRC is com-
mitted to carrying out its mission with independence, 
impartiality, and neutrality. Although it was once the 
only organization to operate within areas affected by 
conflict, in recent years many other NGOs have joined 
the ICRC in taking on this challenge. Some of these 
NGOs, while providing relief impartially to all those in 
need, believe that they should also speak out in the face 
of gross human rights abuses and have become advo-
cates for more effective international responses. This 
action may sometimes jeopardize their ability to remain 
in the affected area, so it is not taken lightly. One of the 
most hotly debated issues within NGOs is whether to 
provide humanitarian relief and remain silent about 
human rights abuses and the diversion of relief resources 
or to speak out and risk having to leave the area.

Many NGOs are engaged in providing humani-
tarian assistance in emergencies; they include national 
Red Cross and Red Crescent societies, international 
secular and religious agencies, and local churches and 
community-based organizations in the affected coun-
try. Specialized public health agencies such as the U.S. 
Centers for Disease Control and Prevention, a govern-
ment agency, and the Paris-based Epicentre, the epi-
demiology arm of Médecins sans Frontières, provide 
technical advice to a range of bilateral, UN, and non-
governmental operational agencies. The level of tech-
nical skills, experience, management, and logistics 
capacity within NGOs varies enormously. In an effort 
to promote coordination and the implementation of 
best practices among NGOs, a number of initiatives 
have been introduced, including the Code of Conduct 

for the International Red Cross and Red Crescent 
Movement and NGOs in Disaster Response and the 
Humanitarian Charter and Minimum Standards in 
Disaster Response (Sphere Project, 2011). In addition 
to relief NGOs, an increasing number of human rights 
advocacy NGOs have been active in recent years, 
including Amnesty International, Human Rights 
Watch, and Physicians for Human Rights.

Funding for international humanitarian assis-
tance programs generally comes from the govern-
ments of high-income countries, such as the United 
States, Japan, members of the European Union, and 
other OECD states. The generosity of such govern-
ments varies enormously. Although the principle of 
“humanity”—the provision of assistance to those in 
need—should govern their commitments, in reality 
the size and sustainability of foreign aid often depends 
more on the perceived geopolitical importance of the 
conflict than on the actual needs of the affected pop-
ulations. High-profile media, such as CNN, The New 
York Times, Al Jazeera, and the BBC, often play an 
influential role in determining the size of the response 
to an emergency. For example, the blanket media 
coverage of emergencies in the Middle East ensures 
that relief programs targeting this region are relatively 
well funded. By comparison, the conflict in Central 
African Republic has largely been ignored. What is 
certain is that until there is a consistent response to 
conflict-related emergencies around the world, the 
quality and timeliness of humanitarian responses will 
be unpredictable.

Rehabilitation, Repatriation, and Recovery
In countries emerging from conflict, the costs of 
reconstruction may be staggering. In the immediate 
aftermath of the first Gulf War, it was estimated that 
Iraq would require $110 billion to $200 billion and 
Kuwait $60 billion to $95 billion to repair the war 
damage from the actions of the United States–led coa-
lition (Lee & Haines, 1991). Initial estimates for the 
reconstruction of Afghanistan were on the order of 
$1 billion to 2 billion per year for at least a decade. As 
these conflicts have dragged on toward the end of the 
second decade of this century, those projections have 
fallen by the wayside, and there is no end in sight.

A particularly important issue for those engaged in 
dealing with the aftermath of conflicts is to determine 
the extent to which the prior health system will be sim-
ply reestablished along the lines of its previous existence, 
or whether it will be reformed in an effort to improve its 
efficiency, effectiveness, and equity. The usual response 
is to seek to reconstruct what has been destroyed in the 
conflict, although the mantra for the reconstruction 
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of Haiti and subsequent natural disasters has been to 
“build it back better.” This apparently logical response 
may be deeply flawed, however. One key impediment 
is that the resource base available for reconstructing 
and operating the health system may be vastly inferior 
to what it was previously. In Uganda, the post-conflict 
resource base was less than 10% of that available prior 
to the civil war, making simple reestablishment of prior 
services totally unfeasible. Furthermore, much changes 
during the period of ongoing conflict: the range of pro-
viders operating, the role of the state, the attitudes and 
demands of the community that uses services, and the 
approach of the international community and key donor 
organizations. Members of the last group, for example, 
may seek to promote a radically different state—one 
that functions as a steward of the health system, run-
ning the civil service, setting policies, establishing 
evaluation frameworks, and so on, but not providing 
services, and that adopts cost- effectiveness and value 
for money as its core concerns. This has been the case 
in Afghanistan since 2003: All health services, except 
those in Kabul, have been contracted out to NGOs that 
promise to provide a standard basic package of health 
services. During the post-conflict phase, international 
financial institutions and donor governments may 
greatly influence policy direction, and frequently do so 
in favor of reducing state expenditures and enhancing 
the role of the private sector.

In the period between the onset of conflict and 
its resolution, which may last decades, approaches to 
the nature of health services and who purchases and 
provides them may change dramatically. In many con-
flicts, other providers enter the scene to fill the gap left 
by retreating and undermined state-provided health 
services—these include for-profit and not-for-profit 
providers, as well as the indigenous and traditional 
sector. There has been little documentation of how 
and why the private sector emerges to play an import-
ant role in these settings. Nor is there any clarity about 
how best to control and regulate such activities in the 
interests of ensuring that minimum standards are 
adhered to and that the medical treatment offered by 
different providers does not compromise public health 
goals and objectives. The emergence and chang-
ing role of the nonprofit, nongovernmental sector is 
easier to appreciate: It fills gaps resulting from with-
ering state services and is often supported by donor 
country funds that ensure that humanitarian relief 
services are provided in acute emergencies and that 
development-oriented services are offered where suit-
able funding and partner organizations, including the 
government, can be identified.

A major weakness of NGO-provided services is 
that they are often poorly coordinated, act in parallel 

with the state systems, have a different vision of the 
system they are seeking to bolster or reestablish, and 
compete for partners, resources, and publicity. During 
CEs, failure to support the indigenous capacity may 
increase the risk of little being left behind when human-
itarian agencies withdraw from the area; increasingly, 
there is debate regarding how best such services could 
interface with host government services and policy 
and could reinforce the limited capacity often present. 
A particularly important and difficult challenge is to 
establish the policy framework within which health 
services and the health system will operate.

Key issues to be debated in the aftermath of peri-
ods of conflict include the financing of health services, 
the extent to which those services can and should be 
decentralized, the role of the private sector, and the 
priority to be accorded to issues of equity. These con-
cerns need to be addressed within the broader context 
of promoting and consolidating the peace, reestab-
lishing the economy, facilitating the demobilization 
of troops and their absorption into the economy, and 
facilitating the return of refugees and internally dis-
placed people. Ensuring that, to as great an extent as 
possible, existing inequities in distribution and access 
to health services are resolved in the aftermath of con-
flict may assist in lowering tensions between groups. 
Promoting the development of a more equitable 
health and social system may provide an important 
opportunity for bringing together different groups 
within affected populations, and may provide early 
opportunities to stimulate debate, exchange of ideas, 
and the rekindling of trust.

Gender inequalities permeate many societies; in 
the post-conflict environment, it may be possible to 
address these inequities given that the conflict itself 
may have changed gender relations and modified 
the traditional roles of men and women. Conflict 
often leads to women taking on a more important 
role in relation to making household decisions and 
controlling household resources, given that even in 
patriarchal societies, men will often be absent during 
periods of conflict and women will absorb a multitude 
of usually male-dominated roles.

An initiative to focus on the health system chal-
lenges facing countries emerging from conflict has 
identified a number of key priorities for intervention 
in this setting (Zwi, Ugalde, & Richards, 1999):

 ■ Maximizing the contribution of both government 
and donors to the formulation and development 
of health policy

 ■ Developing a clear conceptual framework, 
informed by multidisciplinary approaches, to 
guide health system development
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 ■ Establishing inclusive processes that involve a 
range of stakeholders in a participatory and trans-
parent process of identifying needs and priorities 
and agreeing on models and approaches to health 
system development

 ■ Appreciating the limitations and constraints oper-
ating upon the range of stakeholders (government 
at central and local levels, UN agencies, NGOs, 
traditional public- and private-sector providers) 
involved in financing, providing, and overseeing 
health services

 ■ Promoting evidence-based policy and planning 
to ensure that more good than harm results from 
interventions and that resources are used as equi-
tably and efficiently as possible

The Role of the Military and Other 
Humanitarian Actors
Traditionally the domain of international agencies and 
not-for-profit nongovernmental humanitarian orga-
nizations, CEs have evolved into major geopolitical 
theaters in which many diverse and disparate actors 
have sought to carve out new roles for themselves. 
Because an increasing number of CEs have been 
precipitated by armed conflict within and between 
nations, third-party military forces, especially those of 
Western nations, have been prominently involved in 
recent relief operations. In addition, during the 21st 
century, interstate warfare has become less common 
and the rise of nonstate militias bent on using noncon-
ventional warfare methods has introduced new com-
plications to the provision of humanitarian services to 
beleaguered populations.

Following the Gulf War of 1991, an extensive 
international humanitarian effort for the Kurdish 
population of northern Iraq was coordinated by the 
U.S. military, which operated under the auspices, but 
not the command, of the United Nations. For almost 
the first time, NGOs were to a large degree depen-
dent on Western military forces (including those 
from  Germany, the United Kingdom, France, and the 
 Netherlands, in addition to the United States) for secu-
rity, transportation, and logistics. The establishment 
of a secure operational area and the delegation of the 
delivery of relief services to the humanitarian com-
munity were important elements in bringing about a 
rapid response to the plight of the internally displaced 
Kurds. However, many NGOs, including the ICRC, 
were uncomfortable working so closely with the mil-
itary and were forced to confront and reassess their 
notions of political neutrality. In addition, although 
their presence was positive in a number of ways, the 
military authorities proved to be novices when it came 

to humanitarian relief. They were ignorant of its basic 
principles, unfamiliar with appropriate relief services, 
and unable to promptly deliver essential supplies, such 
as measles vaccine, to meet the public health needs of 
a civilian population where maternal and child health 
problems were the main priority.

The military intervention in Somalia by the allied 
armed forces, including the U.S. military, in 1992 was 
launched for humanitarian reasons, with the assent 
of the UN Security Council. In a chaotic situation 
characterized by general lawlessness, severe factional 
combat, and the total collapse of governance, com-
pounded by crop failure and ensuing famine, the only 
way to secure the delivery of essential relief was with 
the protection of armed forces. From a military stand-
point, the intervention was perceived as a fiasco. How-
ever, many humanitarian organizations believed that 
the military operation contributed to decreasing the 
high mortality rate, at least initially. Prior to this epi-
sode, military forces had steadfastly maintained that 
their role should be limited to providing security for 
humanitarian supplies; following the Somali experi-
ence, they began to review in earnest the broader role 
of the military in humanitarian relief.

Following the invasion of Iraq by the United States 
in 2003 and the overthrow of the Saddam Hussein 
regime, private contractors hired by the U.S. Depart-
ment of Defense assumed much of the relief and recon-
struction burden. For the first time, NGOs were for the 
most part sidelined. This event has been the subject of 
intense debate in the humanitarian community, and it 
is not clear whether this episode is an exceptional one 
or whether the entire nature of humanitarian relief is 
in the process of tumultuous change.

Important lessons for current and future peace 
and stability operations can be found in the experi-
ences of Provincial Reconstruction Teams (PRTs) in 
Afghanistan. PRTs are small, joint civilian–military 
organizations whose mission is to promote gover-
nance, security, and reconstruction throughout the 
country. They are managed by the United States and 
other members of the International Security Assis-
tance Force (e.g., the United Kingdom, Italy,  Germany, 
France, Australia, the Netherlands). The U.S. PRTs 
have stressed governance, force protection, and quick 
impact development projects to “win hearts and 
minds.” Their contribution to long-term health devel-
opment is dubious.

In 2017, the World Health Organization, in an 
attempt to provide better access for health services 
providers, especially emergency trauma teams, to 
civilian populations trapped in fighting that was tak-
ing place in Mosul, Iraq, embedded health profession-
als from both for-profit and nonprofit organizations 
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with Iraqi security forces. This allowed for the early 
evacuation of wounded civilians to trauma services, 
but also rendered relief personnel indistinguishable 
from one of the fighting parties. Again, this represents 
a clear lack of respect for the existing humanitarian 
principles of neutrality, impartiality, and indepen-
dence, even while it may have resulted in reducing the 
loss of life. The ICRC and Médecins sans Frontières 
have argued against this clear collaboration between 
a UN agency and bilateral armed forces, while others 
have suggested that the nature of war has changed to 
the point that the classical humanitarian principles, as 
enunciated in the Geneva Conventions and other doc-
uments from which international humanitarian law is 
derived, may be outdated and in need of revision.

In addition to the military and other partici-
pants listed earlier in this chapter, other important 
agencies in addressing humanitarian issues have 
emerged in recent years. Organizations that special-
ize in monitoring, detecting, and publicizing human 
rights abuses and prosecuting their perpetrators have 
become increasingly active during CEs. These include 
the Office of the UN High Commissioner for Human 
Rights; regional organizations such as the Office for 
Security and Cooperation in Europe; private orga-
nizations such as Amnesty International, Human 
Rights Watch, and Physicians for Human Rights; and 
national committees supporting the international war 
crimes tribunals. In some situations, spanning from 
the Rwanda genocide in 1994 through the ongoing 
fighting in Syria, where human rights abuses were 
extremely common, these organizations have tried 
to ensure that public health assistance programs 
addressed the sequelae of these abuses.

Finally, there has been increasing criticism of 
existing relief organizations because of their perceived 
inability to implement relief programs on the scale 
that is frequently necessary. Some have suggested 

that the rapid construction, maintenance, and man-
agement of large refugee camps, global logistical sup-
port, organization of healthcare services for delivery 
to large populations, and even the provision of secu-
rity services might be done more effectively, rapidly, 
and efficiently by commercial companies contracted 
by governments or the United Nations. This challenge 
to the existing relief mechanisms, based as they are 
on the humanitarian motive, has yet to be resolved. 
In many ways it could lead to the transformation of 
humanitarian relief into a business enterprise—one 
that might inevitably become more closely linked to 
the donor agencies and used by them as agents of for-
eign policy. This has been the experience of bilateral 
development programs.

Professionalization
Partly to stave off this challenge, and partly to correct 
perceptions of incompetence and amateurism, efforts 
have been made to establish certain minimum stan-
dards of performance for relief workers (EXHIBIT 12-4). 
Due to the transient nature of NGO relief programs 
and the high personnel turnover both in the field and 
at headquarters, experiences are not easily institu-
tionalized and lessons need to be learned repeatedly. 
Limited field experience, a poor understanding of the 
public health priorities of emergencies, and inade-
quate skills to carry out the most essential tasks, such 
as organizing large-scale vaccination and ORT pro-
grams, have been frequently observed problems. After 
what is widely regarded as an initially ineffective relief 
effort in Goma in 1994, major efforts were undertaken 
to improve the technical abilities of relief workers in 
the public health sector. 

A number of short-term training courses have 
been developed and implemented by schools of pub-
lic health, government disaster relief agencies, and the 

EXHIBIT 12-4 The Sphere Project

Perhaps the largest single effort to establish minimum standards of care in emergency settings has been the Sphere 
Project (www.sphereproject.org). Launched in 1997 by a group of private humanitarian agencies, Sphere recognized that 
humanitarian relief would be increasingly required for many years and that the existing capacity to respond with high-
quality interventions was, for the most part, lacking. To address this situation, a large consortium, including more than 228 
private humanitarian organizations from around the world, participated in the development of the Sphere Humanitarian 
Charter and Minimum Standards in Disaster Response. First published in 1999, and undergoing a third revision in 2018, 
these standards are intended to govern the overall conduct of relief NGOs and to provide benchmark levels of performance 
in the areas of water supply and sanitation, food security, nutrition, food aid, shelter and site management, and health 
services, including mental health and sexual and reproductive health. The Sphere Project does not intend to establish new 
standards, but rather seeks to consolidate and reach agreement based on existing information. Standards will continue 
to be developed and existing standards will be modified in accordance with new findings, both from research and from 
experience gained in the field.

Role of International, National, and Nongovernmental Organizations 589

http://www.sphereproject.org


NGOs themselves. Master of public health programs 
in humanitarian assistance and public health in CEs 
have been established in schools of public health in the 
United States and Europe. Although emergency public 
health workers are not yet required to have accredited 
qualifications, the quality of health care may improve 
as more of these training courses become available 
and as more people complete them.

Research
The acquisition of new knowledge relevant to pub-
lic health practice in displaced populations has been 
scant. Although most emergency public health pro-
grams rely on the safe and effective interventions that 
already exist (e.g., vaccines, ORS, water purification, 
essential drugs, and the like), the implementation 
of these interventions in emergency settings may be 
affected by the size of the populations and the urgency 
of the circumstances. Little is known about the impact 
of rapid, forced migration on human behavior, disease 
transmission, and the delivery of effective services 
in emergency settings. For many years, it had been 
considered unethical to conduct research of any kind 
among emergency-affected populations, who could 
be characterized as the most vulnerable members 
of the world’s population. More recently, however, it 
has been acknowledged that without applied research 
studies designed specifically to address operational 
issues in the context of emergencies, it will be difficult 
to reduce morbidity and mortality levels from their 
current, excessively high levels.

Existing standards are largely based on field expe-
rience; few are based on rigorously designed and eval-
uated observational field trials. Although policies in 
some areas, such as measles vaccination and aspects 
of food and nutrition, are based on field research, 
this is not the case in other important public health 
areas, such as reproductive health and the control of 
sexually transmitted infections. Similarly, little reliable 
information is available on which to base policies and 
programs to promote psychosocial health, despite its 
rapid emergence as a consistent major public health 
problem. Of course, research is truly useful only where 
there is genuine concern for improved performance.

Unfortunately, much of what is learned in 
humanitarian response is rapidly lost from the short-
lived knowledge base. Of the many people who have 
worked in the field, few forge careers in humanitar-
ian assistance. Data that are collected and reported 
by field workers are often either discarded or filed in 
internal agency reports and never seen again. There is 
no professional society for humanitarian public health 

workers, and few peer-reviewed journals in which 
the results of high-quality studies can be published. 
Although the number of people affected by CEs con-
tinues to grow, a solid body of research on which to 
base policy and practice is still sadly lacking. Without 
such a database, relief policies will remain relatively 
uninformed, and mistakes will continue to be made. 
The relatively new Research for Health in Human-
itarian Crises (R2HC) initiative, funded by the U.K. 
Department for International Development, the U.K. 
Department of Health and Social Care, and the Well-
come Trust, is a potentially important contributor 
to the generation of new knowledge regarding what 
works in humanitarian relief (http://www.elrha.org 
/r2hc/home/).

 ▸ Conclusion
Significant progress has been made during the past 
two decades toward the provision of effective, focused, 
needs-based humanitarian assistance to conflict- 
affected populations. Greater emphasis is now placed 
on the impact, including health outcomes, of interna-
tional aid. The quantity of aid delivered is no longer 
considered a valid indicator of effectiveness; instead, 
its relevance, quality, coverage, and equitable distribu-
tion are accepted as more pertinent factors. As public 
health in emergency settings has developed as a spe-
cialized technical field, a number of relief agencies, 
especially NGOs, have developed technical manuals, 
field guidelines, and targeted training courses geared 
toward improving performance in this area. Ability 
to meet the standard performance indicators devel-
oped recently by the Sphere Project and adherence 
to the international NGO code of ethics are arguably 
valid criteria by which to assess the quality of specific 
agencies.

Although a considerable body of knowledge has 
accumulated specifically relating to the health needs 
of emergency-affected populations, many areas 
require further development. Donor agencies should 
acknowledge the need to support applied health 
research in emergency settings if more effective inter-
ventions are to be developed against both old prob-
lems, such as cholera, and emerging issues, such as 
noncommunicable diseases, TB, mental health, and 
reproductive health.

In planning for responses to future humanitarian 
emergencies, there is a need to recognize that improv-
ing the technical and management capacity of opera-
tional agencies will not be sufficient. Recent experience 
has dramatically demonstrated that populations in 
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need will not benefit unless the international com-
munity ensures that there are mechanisms to permit 
secure access by those agencies. The means by which 
this access is provided is critical and most likely to 
be the central focus of international policy dialogue. 
The varied nature of the responses to emergencies in 
Iraq, Somalia, Bosnia, Rwanda, Kosovo, Sierra Leone, 
East Timor, Darfur, Syria, Central African Republic, 
Yemen, and many others demonstrates the lack of 
consistency and predictability of CE-related human-
itarian relief.

Finally, there remains the issue of primary preven-
tion. The perceived differences between communities 
are generally tolerated in prosperous societies; con-
flict and all its consequences tend to arise in times of 
economic distress and political instability. Although 
programs in good governance proliferate, the reality 
is that governments everywhere today are perceived 
to have failed to provide for the basic needs of their 
peoples. Unless these root causes of conflict are seri-
ously addressed, all that will be accomplished is the 
perpetuation of a perennial relief industry that inevi-
tably will experience only patchy success.

Discussion Questions
1. What are the major objectives in the initial 

management of a refugee emergency?
2. What does the word complex as used in the term 

complex emergency imply?

3. What is the best indicator of the general health 
of a refugee population during an emergency?

4. Why are female-headed households in refugee 
camps at special risk of food scarcity?

5. What are the minimum standards in emergency 
relief operations for the provision of water and 
latrines?

6. What roles do general rations, supplementary 
feeding programs, and therapeutic feeding pro-
grams play in maintaining population nutrition?

7. At what age should children in emergency- 
affected populations be vaccinated against 
measles?

8. What are the immediate measures that can be 
taken in an emergency-affected population to 
prevent HIV/AIDS?

9. How adequate are the existing international 
legal statutes in protecting internally displaced 
persons?

10. What roles may community health workers play 
in an emergency public health program?

11. What are the immediate interventions that 
should be in place to address the reproductive 
health needs of both women and men?

12. Which population-based interventions have 
been developed to address the mental health 
needs of emergency-affected populations?

13. If there is conflict between adhering to humani-
tarian principles and saving lives, what are pos-
sible options to resolve the dilemma?
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CHAPTER 13

The Design of Health Systems
Anne J. Mills, Melisa Martinez-Álvarez, and M. Kent Ranson

Health systems are the means whereby many 
of the programs and interventions discussed 
in other chapters in this text are planned and 

delivered. They are a crucial influence on the extent to 
which countries are able to address their disease bur-
den and improve overall levels of health and the health 
of particular groups in the population.

A health system comprises all organizations, 
institutions, and resources that produce actions 
whose primary purpose is to improve health (World 
Health Organization [WHO], 2000). The healthcare 
system consists of those organizations, institutions, 
and resources that deliver health care to individuals. 
Health systems are examples of “complex” systems, 
wherein the overall system contains numerous sub-
systems, each with its own characteristics, meaning 
that the outcome of various interacting subsystems is 
unpredictable (Adam & De Savigny, 2012).

Health systems vary greatly from country to coun-
try. Unlike in the study of disease, there is only limited 
standardized terminology or methodology for study-
ing and understanding health systems. Each country’s 
health system is the product of a complex range of fac-
tors, especially its historical patterns of development 
and the power of different interest groups (Balabanova 
et al., 2013). Nonetheless, it is possible to identify com-
mon features, and knowledge is increasing regarding 
which design features are associated with which out-
comes, thereby facilitating cross-country learning.

It is extremely important to study and understand 
how health systems function and how they can be 

changed, given their importance in global and national 
economies. Health tends to consume a growing share 
of a country’s gross domestic product (GDP) as income 
increases. On a worldwide basis, total expenditures on 
health care grew from 3% of world GDP in 1948 to 
8.7% in 2006 (WHO, 2009). More recent trends for the 
period 2010 to 2015 show the same indicator increas-
ing for high-income countries from 6.5% to 7.83%, and 
for low- and middle-income countries (LMICs) from 
5.4% to 6.4% (WHO, 2017). Nevertheless, countries at 
similar income levels differ greatly in how effectively 
they look after the health of their populations. The 
health-related differences between countries of similar 
income can be enormous. For example, Bangladesh, 
with a 2016 GDP per capita of $1,030, has an under-5 
mortality rate of 34 deaths per 1,000 live births, whereas 
Cote d’Ivoire has a 2016 GDP per capita of $1,553 and 
under-5 mortality rate of 92 deaths per 1,000 live births 
(World Bank Data, 2018a, 2018b). By comparison, in 
two somewhat richer countries, Thailand, with a GDP 
per capita of $5,902, has an under-5 mortality rate of 12 
deaths, whereas South Africa, with only a slightly lower 
GDP per capita of $7,489, has a mortality rate of 43 
deaths. It is challenging to disentangle the contributions 
of the health system to health outcomes relative to other 
determinants such as income, education, and diet (see 
the Understanding and Acting on Social Determinants of 
Health and Health Equity chapter), but it is clear that the 
health system is an important determinant of health.

The global attention given to achieving the health- 
related Millennium Development Goals (MDGs) by 
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2015 focused attention on the state of the health systems of 
many LMICs. Disease- and  program-specific initiatives 
such as the GAVI Alliance (supporting immunization) 
and the Global Fund to Fight AIDs, TB and Malaria 
realized that the achievement and maintenance of their 
disease-focused goals was not possible in countries 
with weak and fragile health systems. Research pointed 
to the multiple problems affecting the health systems of 
low-income countries and many middle-income coun-
tries, and analyzed the multiple constraints they face in 
scaling up needed interventions to high levels of cov-
erage (Mills & Hanson, 2003). There has recently been 
increasing recognition of the need for health systems 
resilience, so that such countries can prepare for and 
respond to crises effectively (Gilson et al., 2017; Kruk, 
Myers, Varpilah, & Dahn, 2015).

In the current age of the Sustainable Development 
Goals (SDGs), health systems remain a key theme, 
but are now strongly linked to the target of universal 
health coverage (UHC). Based on a review of evidence, 
McIntyre, Meheus, and Rottingen (2017) estimated 
that countries progressing toward UHC should aim 
at a target of government spending on health that 
amounts to at least 5% of GDP, and a per capita target 
of $86, to promote universal access to primary care in 
low-income countries.

Understanding health systems and how they can 
be changed is an endeavor that can benefit from the 
insights of a number of disciplines—most notably, eco-
nomics, sociology, anthropology, history, political sci-
ence, and management science. In the recent past, and 
not least because concerns regarding resource scarcity, 
cost inflation, and efficiency have been uppermost in 
policy makers’ minds, the discipline of economics 
has dominated the study of health systems. How-
ever, with the emergence of health policy and systems 
research as an important area of inquiry (Gilson &  
WHO, 2013), other disciplines have been making 
growing contributions to effort, especially political 
science (contributing to understanding of the polit-
ical and policy process) and the behavioral sciences 
(insights into the behavior of people and organiza-
tions). The importance of embracing other perspec-
tives on health systems is also apparent in the report 
of the health systems knowledge network of the Com-
mission on Social Determinants of Health (Gilson, 
Doherty, Loewenson, & Francis, 2007). This chapter 
draws strongly on economics to review key features of 
the design of health systems, but brings in learnings 
from other disciplines where they add critical insights.

The section that follows provides an overview of 
the health system and its key elements, and presents 
criteria for evaluating health systems. A brief review 
of the historical development of health systems is 

followed by a section addressing the fundamental and 
controversial question of the role of the state. Subse-
quent sections then consider each of the key functions 
of health systems in turn and recent reform trends: 
regulation, financing, resource allocation, and provi-
sion. Current topical issues in health systems are then 
reviewed. Throughout, the discussion is illustrated 
by country examples, with a core set of illustrations 
drawn from Tanzania, Sierra Leone, India, Mexico, 
and Thailand being chosen to illuminate key differ-
ences in health systems across the world.

It should be noted that the Public Health Infra-
structure chapter focuses on the public health branch 
of a health system, including both its structure and its 
capabilities. This chapter addresses generic issues con-
cerning the financing and organization of the system 
as a whole, as well as the more specific issues relevant 
to what is often called the healthcare system, referring 
to that part of the health system concerned largely 
with personal health services, which consume the 
great majority of health system funding.

 ▸ Understanding the Health 
System

Since the seminal study of Kohn and White (1976), an 
expanding body of literature has been attempting to 
systematize the discussion of the various elements of 
health systems, categorize health systems into a lim-
ited number of types, develop performance indicators, 
and look at health systems less as economic entities 
and more as social institutions. These four issues are 
discussed in turn in this section.

Elements of Health Systems
Roemer (1991) identified five major categories that 
facilitate a comprehensive description of a country’s 
health system:

 ■ Production of resources (trained staff, commodi-
ties such as drugs, facilities, and knowledge)

 ■ Organization of programs (by government min-
istries, private providers, and voluntary agencies)

 ■ Economic support mechanisms (sources of funds, 
such as tax, insurance, and user fees)

 ■ Management methods (planning, administration, 
regulation, and legislation)

 ■ Delivery of services (preventive and curative per-
sonal health services; primary, secondary, and ter-
tiary services; public health services; and services 
for specific population groups, such as children, 
or for specific conditions, such as mental illness)
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More recently, WHO (2007) has developed a sys-
tem for describing and categorizing health systems 
based on six “building blocks”:

 ■ Service delivery
 ■ Health workforce
 ■ Information
 ■ Medical products, vaccines and technologies
 ■ Financing
 ■ Leadership and governance (stewardship)

These types of categorization are helpful for 
describing health systems; indeed, Roemer (1991, 
1993) applied his approach to a large number of 
countries. However, such categorizations are less 
helpful for understanding how well health systems 
perform. Making this determination requires much 
more detailed subcategories and greater elaboration 
of the relationships, not just within each category 
but particularly between categories (e.g., between 
economic support mechanisms and organization of 
programs).

Typologies of Health Systems
To make comparisons based on how different types 
of health systems perform, it is necessary to group 

countries and their health systems into distinct types. 
There have been various attempts to do this. Coun-
tries can be classified according to the following 
criteria:

 ■ The dominant method of financing (e.g., tax, 
social insurance, private insurance, out-of-pocket 
payments)

 ■ The underlying political philosophy (e.g., capital-
ist, socialist)

 ■ The nature of state intervention (e.g., to cover the 
whole population or only the poor)

 ■ The level of gross national product (GNP) (e.g., 
low, middle, high)

 ■ Historical or cultural attributes (e.g., industrial-
ized, nonindustrialized, transitional)

A key difficulty, however, is that countries do not 
fit neatly into these categories. In particular, the health 
systems of LMICs tend to be fragmented, with dif-
ferent arrangements for different population groups 
(McPake & Machray, 1997). As an illustration of these 
differences, EXHIBIT 13-1 summarizes the structure of 
the health systems in five countries.

The Organization for Economic Cooperation 
and Development (OECD) has developed a typology 
that is helpful for categorizing not only the economic 

(continues)

EXHIBIT 13-1 Illustrations of the Structure of Health Systems

Sierra Leone (GNI per capita $490;  low-income country)
The public sector plays a leading role in Sierra Leone’s health system, along with a large informal sector as well as high-tech 
Western-style private hospitals, faith-based and nongovernmental providers, independent private biomedical providers, 
drug sellers, and traditional healers (F. Martineau, personal communication, July 31, 2017). The primary health sector 
is managed at the district level by district health management teams, with decentralized funding provided through 
district or city councils. This organization was implemented as part of a broader push toward decentralization following 
the civil war (which ended in 2002) and has had mixed results. In particular, although health funding is supposed to be 
ring-fenced, in practice it can be extremely difficult for district medical officers or hospital superintendents to access 
funds. Secondary care is managed by hospital superintendents, who report directly to the country’s Ministry of Health. 
There are four tertiary facilities focusing on different specialties, all located in the capital. The most important recent 
health system reform was the national rollout of free health care for children younger than 5 years, pregnant women, and 
lactating women. People living with disabilities, as well as Ebola survivors, are also legally entitled to free government 
care. To complement the free health initiative, performance-based financing was introduced for those sectors that deal 
most commonly with children and with pregnant and lactating women, including extra salary for staff members and 
discretionary funds to improve facilities.

Tanzania (GNI per capita $900; low-income country)
The public sector plays a leading role in Tanzania’s health system, owning approximately 64% of all health facilities and 
covering all levels of care from primary to tertiary (Mtei et al., 2007). Relative to neighboring countries, the public system is 
quite decentralized, with public services managed at the district level. Mission (church) services are an important source 
of care outside the main towns, providing the same number of hospitals as the government, and are subsidized by 
the state. Private doctors practice in the main cities, and there is a large informal sector of traditional practitioners and 
drug sellers. The majority of health expenditures flow through the government; most of the remainder consists of out-
of-pocket expenditures. The two largest health insurance arrangements are the National Health Insurance Fund (NHIF),  
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dimensions of health systems in OECD countries,  
but also the directions in which reforms are tak-
ing them (OECD, 1992). The key categories are as 
follows:

 ■ Whether the prime funding source consists of 
payments that are made voluntarily (as in private 
insurance or payment of user fees) or are compul-
sory (as in taxation or social insurance)

 ■ Whether services are provided by direct owner-
ship (termed the integrated pattern, in which a 
ministry of health or social insurance agency pro-
vides services itself), by contractual arrangements 
(in which a ministry of health or social insur-
ance agency contracts with providers to deliver 

services), or simply by private providers (paid by 
direct out-of-pocket payments)

 ■ How services are paid for (prospectively, where 
financial risk is transferred to providers, or retro-
spectively, where the cost of care is reimbursed)

 ■ The basic insurance package (population covered, 
services included, and degree of cost sharing)

 ■ The degree of reliance on centralized “ command- 
and-control” systems to steer demand and supply  
of health services, versus market mechanisms,  
which rely on private provision financed on a  
fee-for-service basis, competition among private  
providers driven by user choice, and private 
insurance

 ■ The existence of a gatekeeper and user choice

a mandatory scheme offering comprehensive benefits to the formal sector, and the Community Health Fund (CHF), now 
managed by the NHIF, which is a voluntary scheme for the informal sector in rural areas, offering limited benefits in lower-
level public facilities. In 2016, total coverage of insurance schemes (including a small private insurance sector) was 25.8% 
of the total population (Health Policy Project, 2016).

India (GNI per capita $1,680; lower-middle-income country)
India’s public sector is large in absolute terms, providing all levels of care. Health care is in general a state-level function, 
with central government involved mainly in overall policy and specific disease-control programs. There is a large formal 
private sector, providing both ambulatory and inpatient care, and an even larger informal sector consisting of unlicensed 
and unqualified practitioners and drug sellers. There is a limited formal interaction between public and private sectors. 
A compulsory state insurance system covers lower-paid, formal-sector workers, while another scheme covers senior 
government officers. An additional health insurance scheme was launched by the government of India in 2008, targeted 
at the 300 million people who live below the poverty line. As of 2017, this scheme covered some 41 million informal-sector 
workers and their families (RSBY, 2017). In addition to these measures, many states have introduced financial protection 
schemes for specific types of tertiary care such as cardiac surgery, cancer therapy, and neurosurgery.

Thailand (GNI per capita $5,640; upper-middle-income country)
Both the public and private health sectors are quite large in Thailand, providing all levels of care. There is widespread 
use of private-sector resources, especially for outpatient care. Compulsory social insurance covers those employees with 
formal private employment and finances care provided by public and private health facilities (chosen by the insured). Civil 
servants have their own medical benefit scheme, which pays for care mostly at public hospitals. Since 2001, the remainder 
of the population—who formerly could get a low-income card exempting them from fees if they were poor, purchase a 
voluntary health insurance card, or pay out of pocket for care—has been covered by a universal coverage arrangement 
in which individuals register at a local facility and can then access a wide range of free healthcare benefits (Towse, Mills, &  
Tangcharoensathien, 2004).

Mexico (GNI per capita $9,040; upper-middle-income country)
Both the public and private sectors play an important role in financing and provision of healthcare services in Mexico. 
Formal-sector employees are covered by various social insurance institutions. The poor receive care through government 
facilities or private providers (allopathic and traditional). There is little interaction between the public and private sectors, in 
the form of either regulation or contracting for service delivery. Concern about duplication and waste of resources within 
the three subsystems (i.e., social security, other government, and private) and lack of protection against the burden of 
healthcare costs, especially for the poor, have led to reforms based on decentralization, managed market principles, and 
a voluntary insurance scheme called Seguro Popular. Between Seguro Popular and its social security institutions, Mexico is 
reaching universal health coverage (i.e. 100% of the population covered by health insurance) (Knaul et al., 2012), although 
some estimate that more than 20% of the Mexican population remains unaffiliated with an insurance plan (CONEVAL, 2012).

Note: GNI (gross national income), calculated using the World Bank Atlas method, is in 2016 prices.

EXHIBIT 13-1 Illustrations of the Structure of Health Systems (continued)
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More recent OECD analysis has organized the 
various dimensions into six different types of health 
system (OECD, 2011). This categorization is most 
relevant to countries at a relatively advanced stage of 
development, where the coverage of the health sys-
tem is universal or consists of a limited number of 
arrangements, as opposed to poorer countries, where 
the health system is fragmented.

Given the lack of an agreed typology for LMICs, 
the content of this chapter is based on a simple frame-
work (shown in FIGURE 13-1) that identifies four key 
actors and four key functions required in any health 
system. The actors are as follows:

 ■ The government and professional bodies that gov-
ern, structure, and regulate the system

 ■ The population, including patients, who as indi-
viduals and households ultimately pay for the 
health system and receive services

 ■ Financing agents, who collect funds and allocate 
them to providers or purchase services at national 
or lower levels

 ■ The providers of health services, who themselves 
can be categorized in various ways, such as by 
level (primary, secondary, tertiary), service type 
(curative, preventive), ownership (public; private, 
for-profit; private, not-for-profit), degree of orga-
nization (formal, informal), or medical system 
(allopathic, ayurvedic)

The functions are as follows:
 ■ Governance and regulation
 ■ Financing (through taxes, premiums, and direct 

payments)
 ■ Resource allocation
 ■ Providing services

Evaluation of Health Systems
WHO (2000) has argued that the health system has 
three main objectives, which are intrinsically valuable:

 ■ Good health (both its absolute level and its distri-
bution across the population)

 ■ Fairness in financial contribution
 ■ Responsiveness to peoples’ expectations (both 

level and distribution)

In assessing the actual performance of health sys-
tems, criteria of efficiency and equity are frequently 
applied, so it is important to understand their vari-
ous meanings. Efficiency has a number of different 
dimensions:

 ■ Macroeconomic efficiency refers to the total costs 
of the health system in relation to overall health sta-
tus; countries differ in how efficiently their health 
systems convert resources used into health gains.

 ■ Microeconomic efficiency refers to the scope 
for achieving greater efficiency from existing 
resources. It is of two types:
• Allocative efficiency: Devoting resources to 

the mix of activities that will have the greatest 
impact on health (i.e., is most cost-effective).

• Technical efficiency: Using only the minimum 
necessary resources to finance, purchase, and 
deliver a particular activity or set of activities 
(i.e., avoiding waste).

Equity refers to the fair distribution of the costs 
of health services and the benefits obtained from their 
use among different groups in the population. It is 
inherently a question of values, with views differing 
as to what constitutes fairness of financing or access 
to health care. However, indicators of who pays for 
health services and who receives benefits provide evi-
dence that serves as the basis for judgments about the 
degree of equity achieved by particular health systems. 
Equity is commonly expressed in two different ways.

 ■ Horizontal equity refers to the equal treatment of 
equals. With respect to financing and resource allo-
cation, this type of equity implies that the charge lev-
ied by all agents or providers for a particular good or 
service should be the same for households with equal 
ability to pay (regardless of gender, marital status, 
and so on). Horizontal equity is therefore assessed 
by the extent to which contribution levels are sim-
ilar between those with similar ability to pay. With 
respect to provision of services, horizontal equity 
means that individuals with the same health condi-
tion should have equal access to health services.

 ■ Vertical equity is based on the principle that indi-
viduals who are unequal in society should be 
treated differently. Vertical equity in the financing 
and purchasing of health services means that con-
sumers should be charged for the same good or 
service according to their ability to pay.

Population/
patients

Direct payments
Providers of

services

Government/
professional

body

Regulation
Resource
allocation

Regulation

Financing
agents

Taxes and
premiums

Insurance
coverage

Claims

Health services

FIGURE 13-1 A map of the health system.
Modified from World Health Organization (WHO). (1993). Evaluation of recent changes in the financing of health services. Geneva, 
Switzerland: Author. Retrieved from http://apps.who.int/iris/bitstream/10665/41528/1/WHO_TRS_829.pdf. Copyright ©1993. 
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TABLE 13-1 demonstrates how equity and efficiency 
criteria can be used to guide the financing, allocation 
of resources, and provision of health services and to 
evaluate performance. In the literature, Mills et al. 
(2012) provide an example of financing and benefit 
incidence analysis to evaluate the equity of health sys-
tems in Ghana, South Africa, and Tanzania.

In WHO’s (2000) Health Systems: Improving Per-
formance study, a conceptual framework, based on 
the goals and functions listed earlier, was applied to 
country data to assess and understand country health 
system performance. Countries were ranked in rela-
tion to their attainment of the individual goals, in 
relation to overall goal attainment, and in terms of 
performance on level of health and the functioning 
of the overall health system. Although the concep-
tual framework and new databases have proved use-
ful, the ranking was extremely controversial (e.g., see 

Almeida et al., 2001; Coyne & Hilsenrath, 2002) and 
has not been continued in subsequent World Health 
Reports.

Health Systems as Social Institutions
A number of health systems frameworks have been 
put forward since 1945 that build on the notion of 
health systems as social institutions, especially frame-
works drawing on political theories. A review by van 
Olmen et al. (2012) found that the evolution of think-
ing about health systems over time is not a result of 
accumulation of knowledge, but rather a function of 
the policy context and dominant actors. In the 1950s, 
WHO and UNICEF were the dominant actors, and 
the scope of global health was increased from a medi-
cal focus to one of Health for All at the Alma Ata dec-
laration. In the decades that followed, the World Bank 

TABLE 13-1 Equity and Efficiency Criteria Applied to Financing, Resource Allocation, and Provision of Health Care

Functions

Efficiency Equity

Allocative Technical Horizontal Vertical

Financing Maximize the 
proportion of 
resources raised 
that are actually 
available for 
purchasing health 
care (e.g., reduce 
the overhead costs 
of collecting taxes)

Equal payment by 
those with equal 
ability to pay (e.g., 
same insurance 
premium for same 
income group)

Payment in relation 
to ability to pay (e.g., 
progressive income 
tax rates)

Allocating resources Purchase the mix 
of interventions 
that provides the 
greatest health 
gains

Maximize the 
proportion of 
resources spent 
by agents that are 
actually available for 
providing health care

Services purchased 
for similar groups 
(e.g., the elderly) 
should be the 
same in different 
geographic areas

Services purchased 
should reflect the 
different needs of 
different groups 
(e.g., the elderly 
versus children)

Providing services Provide those 
interventions that 
return the greatest 
value for money 
(e.g., in a poor 
country, antenatal 
care should be 
provided before 
radiotherapy for 
cancer)

Make the best 
use of resources 
in providing 
interventions 
deemed worthwhile 
(e.g., have nurses as 
opposed to doctors 
provide most 
antenatal care)

Equal access for 
equal need (e.g., 
equal waiting time 
for treatment for 
patients with similar 
conditions)

Unequal treatment 
for unequal need 
(e.g., unequal 
treatment of those 
with trivial versus 
serious conditions)

Data from Donaldson, C., & Gerard, K. (1993). Economics of health care financing: The visible hand. London, UK: Macmillan Press.
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became a more active player in health, and the scope 
of frameworks was narrowed to a special package 
of essential services that was deemed more realistic. 
Since 2000, health systems thinking has been shaped 
by a change in the number and type of global health 
actors (with the introduction of global health initia-
tives and private philanthropies), WHO’s attention to 
performance of health systems, and the recognition of 
the complexity of health systems made up of dynamic 
relationships.

Gilson (2003) has called for health systems to 
be conceptualized beyond “delivery points for bio- 
medical interventions”—that is, as complex geopo-
litical institutions, underlined by different sets of 
relationships, including relationships between patient 
and provider, between employer and employee, and 
between different providers. A key influence in these 
relationships is the concept of trust, whose formation 
and maintenance require adequate managerial and 
organizational practices and political processes, and a 
focus on equity and justice.

Building on the view of health systems as social 
institutions, a number of recent studies have concep-
tualized health systems as a demonstration of social 
solidarity. For instance, Kruk et al. (2010) view invest-
ment in health systems as a state-building activity in 
post-conflict settings; they suggest that such invest-
ment can promote social cohesion, restore account-
ability, strengthen the social contract, and strengthen 
government capacity. Social solidarity has also been 
argued to underpin European models of health system 
financing.

Backman et al. (2008) developed a set of indi-
cators to assess the health systems of 194 countries 
from a human rights perspective. These indicators 
included recognition of the right to health, the avail-
ability of a national health plan, the degree of partic-
ipation, discrimination, health information, access to 
health services, and distribution of human resources, 
among others. Building on this work, Gruskin 
et al. (2012) identified four priority areas for incor-
porating human rights in health systems frameworks:  
(1) including client interaction at all stages of health 
system design and implementation, (2) promoting 
equality and nondiscrimination, (3) systematically 
addressing laws and policies negatively affecting 
health and health service utilization, and (4) strength-
ening accountability.

A historical perspective on the development of 
health systems, provided in the next section, adds to 
the understanding of health systems as complex insti-
tutions that have developed over time in particular 
ways in response to local and external influences.

 ▸ Historical Development of 
Health Systems

As indicated by archaeological evidence, medicine 
has had a role in all cultures and civilizations (e.g., in 
ancient Mesopotamia and Egypt). It has also been a 
concern of the state throughout the ages. For example, 
the law code of Hammurabi (1792–1750 BC) specified 
the fees for an operation to be paid to a healer on a 
sliding scale, depending on the status of the patient, 
and also specified penalties for failure. The Romans 
built hospitals for domestic slaves and soldiers in per-
manent forts in occupied territories such as England. 
Despite these efforts, the origins of the modern hos-
pital lie primarily in the spread of Christianity and of 
ideas of Christian charity and caring for all who might 
be in need after the conversion of Constantine (died 
337 AD) made Christianity an official imperial reli-
gion (Porter, 1996a). Hospitals were founded in the 
main cities of the Christian world, often associated 
with churches or monasteries. The Islamic world also 
developed hospitals, and by the 11th century there 
were large hospitals in every major Muslim town. 
Such hospitals were intended for sick individuals 
who lacked families or servants to care for them—for 
example, the poor, travelers, and those working away 
from home.

In Europe by the Middle Ages, a multiplicity of 
institutions and organizations had developed with 
pretensions to authority over medicine: the church, 
guilds, medical colleges, town councils, and power-
ful individuals. In Brussels, for example, a board of 
clergy, doctors, and midwives licensed midwives in 
the 15th century. The arrival of the plague—the Black 
Death—which in its first wave killed approximately 
25% of Europe’s population, stimulated growing state 
involvement in protection of health through mea-
sures such as imposing quarantines and isolating the 
sick.

From the early 19th century onward, the scientific 
basis of Western medicine was increasingly estab-
lished, with scientific training becoming essential for 
the practice of medicine (Porter, 1996b). The 18th 
and 19th centuries saw a vast expansion of hospitals 
in Europe and the United States, supported both by 
philanthropy and by public funds, especially hospi-
tals for persons with infectious diseases and the men-
tally ill (Porter, 1996a). The charitable and voluntary 
basis for the funding of hospitals in many countries 
faced a crisis, however, as medicine became more 
elaborate and expensive. The enormous increase in 
the number of surgical procedures performed and 
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the development of technology led to both much 
larger numbers of patients and much higher costs per 
patient. In the face of these trends, voluntary hospi-
tals ran into financial difficulties. In the United States, 
hospitals developed business strategies based on 
insurance that could attract more affluent patients. In 
the United Kingdom, where insurance was much less 
well developed, hospitals were eventually brought 
into public ownership. In Scandinavia, local author-
ities had had responsibility for providing hospital 
services since the late 19th century, so these facilities 
developed largely as a public service. 

The development of the discipline of public health 
in the 19th century was a response to the disease 
hazards of the urban environment. In England and 
 Germany, public health measures focused on safe 
water supply and drains.

Over the 18th and 19th centuries, modern forms 
of medical regulation developed. Trends in countries 
in which medicine was dominated by free markets 
(such as the United States) converged with trends in 
countries in Europe with strong state control (such as 
Germany) to produce the closely regulated medical 
markets that exist today. However, the degree of state 
involvement in the provision of health services var-
ied enormously between countries, as remains true 
today.

A key development was the increase in collective 
arrangements for funding health services. State ser-
vices developed in all Western countries to provide 
health services for those persons who could not afford 
to purchase them themselves. In addition, mutual 
insurance schemes emerged in Europe and the United 
States as means to protect workers against financial 
losses, with these plans often including medical care. 
Such mutual insurance schemes were encouraged by 
the German states and ultimately developed into a 
national program of health insurance. In the United 
Kingdom, in contrast, they were nationalized as part of 
the expansion of state welfare. Other European coun-
tries also saw the development and expansion of com-
pulsory financial arrangements for health services, 
whether through the extension of insurance arrange-
ments for medical care (the Bismarck model, named 
after the German chancellor who introduced the first 
compulsory insurance scheme) or through general 
taxation (the Beveridge model, named after the Brit-
ish minister of health who is regarded as the founder 
of the U.K. National Health Service). Since World 
War II, all high-income countries—except the United 
States, where progress has been slower ( Gaffney & 
McCormack, 2017)—have extended mechanisms for 
protection against the financial risks of ill health, to 

the point where they can be said to have achieved uni-
versal coverage.

Another key development in the creation of the 
modern health system was the development of orga-
nized systems of medical care, as opposed to fragmented 
and competing individual doctors and hospitals. World 
War I marked a turning point in Europe, when the  
need to organize medical care on a massive scale high-
lighted the advantages of a large, coordinated system. 
In the United Kingdom, the  Dawson report in 1920 
designed a system of district health services based on 
general practitioners and health centers, with referral 
upward to hospitals (WHO, 1999). The later develop-
ment of the philosophy of national economic plans 
and of a strong government role in many sectors of the 
economy also supported the development of organized 
health systems. Even in those countries with less of a 
tradition of a strong state role in health services, cost 
escalation in recent decades has forced greater state 
involvement in this realm.

In the late 19th century Western medicine spread 
around the world, often as part of the process of colonial 
expansion (Zwi & Mills, 1995). Medicine acted in part 
as an agency of Western imperialism, with organized 
health services being a notable component of British, 
French, German, and Belgian colonization. These ser-
vices were initially intended for the military, settler, 
and civil service communities, but it rapidly became 
apparent that protecting the health of expatriates 
required addressing health needs among the colonized 
peoples. In addition, health services were introduced 
by commercial interests if they believed that these ser-
vices would improve their economic returns, and by 
the church as part of missionary activities. To a much 
greater extent than was the case in the home countries 
of the colonizers, the provision of health services in 
the colonies became associated with the state. This was 
accentuated in the postcolonial era by the prevalent 
ideologies of state-led growth and state responsibility 
for the welfare of all inhabitants. In the most extreme 
form of these ideologies, socialist countries such as 
Tanzania, China, and Vietnam banned private prac-
tice. More generally in Africa and Asia, the attention of 
policy makers focused on extending publicly financed 
and provided services to the whole population, while 
neglecting the often large private sector and the even 
larger traditional medicine sector.

Developments in Latin America were somewhat 
different. As in Africa, the earliest Western health 
services were developed by the colonists, especially 
for the armed forces and the police. Major employers 
provided health services, particularly where enter-
prises were remote from urban centers. Some religious 
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hospitals were built to care for the poor. These hospi-
tals were later supplemented by government hospitals 
and clinics, especially in areas lacking charitable hos-
pitals. A key difference between Latin America and 
most of Africa and Asia was the early development of 
compulsory insurance arrangements for workers in 
the formal sector. Because medical care infrastructure 
in this region was lacking, the insurance agencies often 
built and ran their own services, thereby contributing 
to the evolution of the parallel health systems still seen 
today in many Latin American countries.

The historical development of health services in 
many countries resulted in a health infrastructure 
that was biased toward hospitals. Attempts to reori-
ent services culminated in 1978 in the Declaration 
of Alma Ata, which emphasized the importance of 
primary health care, involving the delivery of cura-
tive and preventive services at the community level. 
This perspective encouraged strong emphasis on the 
building up of integrated health services, involving 
 community-based health workers. Nonetheless, a rival 
approach argued in favor of selective primary health 
care, to include those interventions that addressed the 
greatest disease burden and were most cost-effective 
(Walsh & Warren, 1979). Services for children were 
a key priority in this approach, and, together with 
the emphasis on family planning that resulted from 
the preoccupation of many donors with world popu-
lation growth, meant that peripheral health services 
in many low-income countries were targeted primar-
ily at women and children. Only recently has there 
been greater emphasis on achieving a more integrated 
approach to the delivery of health services at periph-
eral levels, and on addressing the health needs of ado-
lescents and adults. The need to develop services to 
support human immunodeficiency virus (HIV) treat-
ment, and then to deal with the growing incidence of 
noncommunicable diseases, has further highlighted 
the importance of continuity of care (Beaglehole 
et al., 2008).

A marked development in the 1980s and 1990s 
was greater questioning of the government’s role in 
health systems. The most radical changes occurred 
in countries formerly under strict communist rule, 
where a market economy was introduced and mar-
ket forces were allowed to influence health services 
(see Saltman & Figueras, 1997, for a discussion of 
such developments in eastern and central Europe). 
Social insurance arrangements were introduced for 
those in formal employment, health profession-
als permitted to have private practices, the devel-
opment of private markets in pharmaceuticals was 
encouraged, and much greater costs fell directly on 

household budgets. In China, for example, approx-
imately 71% of the  population—including 48% of the 
rural  population—had some insurance protection in 
1981; by 1993, the overall insurance coverage in that 
country had dropped to 21%, with only 7% cover-
age of the rural population (WHO, 1999). Although 
changes were less dramatic in other parts of the 
world, governments were forced by economic crises 
in the 1980s and 1990s to consider how they could 
best prioritize what they do and ration services to 
those most in need; many introduced revenue gener-
ation schemes, such as user fees. This reconsideration 
was also forced by rapidly growing private markets in 
medical care.

Most recently, in the 21st century, there has been 
a marked increase in development assistance for 
health, in part associated with the movement sur-
rounding the MDGs but also driven by the interna-
tional response to the HIV pandemic and the entry of 
new sources of funding such as the Bill and Melinda 
Gates Foundation and new funding mechanisms 
such as the Global Fund for HIV, TB and Malaria. 
Funding streams became increasingly stratified by 
disease or health programs, in marked contrast to 
the primary healthcare ethos of earlier decades. By 
2009, this shift in perspective was producing a strong 
reaction, with analyses highlighting how the suc-
cess of disease-specific programs was hampered by 
overall weak health systems (Travis et al., 2004), and 
calling for much greater investment in health system 
strengthening. This trend culminated with the inclu-
sion of universal health coverage as a target in the 
SDGs.

 ▸ The Role of the State
The preceding historical review indicates that one 
of the key issues in the design of health systems is 
the role assigned to the state. This section examines 
the economic arguments commonly put forward to 
specify the state’s role in health and then considers 
other explanations for the roles observed in prac-
tice. Health economics textbooks set out the argu-
ments in more detail; see, for example, Chapter 7 in 
McPake,  Normand, and Smith (2013), and Chapter 3 
in  Donaldson and Gerard (2005).

The first main economic justification lies in expla-
nations of market failure. The efficient outcomes of 
private markets depend on a number of conditions 
being met. Because of the particular characteristics of 
health and health services, this may not be the case in 
the health sector.
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First, the presence of externalities means that the 
optimal amount of health services may not be pro-
duced or consumed. Externalities are costs or benefits 
that are not taken into account in the transactions of 
producers or consumers. For example, an individual’s 
decision on whether to be immunized will be related 
to the value of the protection to that individual, 
rather than the value of such protection that may be 
accorded to others and that reduces the pool of sus-
ceptible individuals.

Second, for goods that are public goods, the 
market may fail to produce them at all. Such goods 
are those where consumption is nonrival (i.e., con-
sumption by one person does not reduce the con-
sumption of another) and nonexcludable (i.e., a 
consumer cannot be prevented from benefiting 
from the good—for example, through requiring 
payment). Control of mosquito breeding sites to 
reduce malaria transmission is an obvious example: 
All people living in the area will benefit from such 
interventions regardless of whether they have paid 
for them. Information can also be seen to be a pub-
lic good because it is nonrival; it is not nonexclud-
able, but the cost of providing information to extra 
people is often low. This applies to knowledge gained 
through research, for example.

Third, monopoly power can lead to market failure, 
because it enables the provider to charge more than if 
the market were competitive. Monopoly power may 
be held by a hospital in a particular geographic area, 
by a pharmaceutical firm, or even by a profession as a 
whole (such as the medical profession).

These arguments provide a rather weak justifi-
cation for state intervention in the entire health sys-
tem, since the range of services they apply to is quite 
limited. The arguments are most relevant to public 
health services and preventive care, and less relevant 
to the bulk of curative services. Moreover, problems 
such as monopoly are not unique to health and are 
commonly dealt with by regulation rather than by 
state provision of services. A more powerful argu-
ment for a large state role in health systems relates to 
the asymmetry of information between provider and 
consumer. Medical consultations are often sought 
precisely because patients do not know what is wrong 
with them: They are therefore ill informed, in contrast 
to the normal assumption in economics of perfectly 
informed consumers. Hence, in medical care, provid-
ers are in an unusually strong position. Although they 
may act as perfect agents for the consumer, it is also 
possible, especially when the consumer’s income level 
is related to the care provided, that the personal inter-
ests of the providers may enter into decisions made on 

treatment. The poor and less educated are particularly 
vulnerable to unscrupulous profit seeking by private 
providers.

Another characteristic of health care is its uncer-
tain nature, and the potential for high costs. This 
makes health care an obvious candidate for insur-
ance, but it is generally accepted that private insur-
ance markets do not work well in this realm (McPake 
et al., 2013). Individuals who purchase insurance may 
indulge in activities that put their health more at risk 
than if they were not insured, or once ill may consume 
more health care. This phenomenon, which is known 
as moral hazard, tends to raise the cost of insurance, 
making it unaffordable for some. Another problem is 
that those persons who are at greatest risk of need-
ing care will be more likely to seek insurance, but due 
to asymmetries of information between insurer and 
insured, it is often difficult for the insurer to tailor 
the premium charged to the nature of the risk. This 
process, known as adverse selection, means that the 
insurer ends up with a more costly risk pool, premi-
ums rise, and the healthier individuals opt out. In 
addition, insurance becomes more expensive, so that 
people who cannot afford the increased premiums 
are excluded from the market. Although the result is 
clearly inequitable, it is also inefficient because there 
will be people unprotected who would be willing and 
able to purchase insurance if the market worked well.

Other arguments in favor of state involvement 
are distinct from the arguments related to market 
failure. For example, one might argue that some 
types of health services are merit goods—that is, 
goods that society believes should be provided, but 
that individuals, if left to themselves, might under- 
consume because they are not the best judge of what 
is in their own or the public’s interest. This argument 
is strongest for health services for children and the 
mentally ill.

Another argument is founded on equity princi-
ples: Namely, even with perfectly operating private 
markets for health services and health insurance, 
there will inevitably be individuals who are too poor 
to afford to access them. Although it could be argued 
that this problem could be addressed by income redis-
tribution policies, equitable access to health services 
remains a concern; hence, it can be argued that pro-
viding benefits in kind is appropriate.

Although these are the standard arguments used 
to explore the appropriate role of the state in health 
services, the judgment of their significance differs 
greatly among economists, leading to radically dif-
ferent policy prescriptions. Even though much of this 
debate has focused on the relative merits of the U.S. 
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health system versus the Canadian or British health 
systems, it has also influenced the nature of the debate 
concerning the reform of health systems in LMICs, 
as noted later. Underlying this debate are alternative 
views on the ethical basis of a health system. One 
view sees access to health services as similar to access 
to other goods and services, and dependent on an 
individual’s success in gaining or inheriting income. 
The other perspective sees access to health services 
as a right of citizenship that should not depend on 
individual income or wealth. According to the first 
view, the state’s role in health should be confined to 
regulation of the market, public health measures, and 
public welfare for the poor to provide a minimum 
acceptable level of services, but nothing like the level 
of services available to those who are financially better 
off. According to the second view, the role of the state 
should be to ensure equal access to health services, 
meaning that access does not differ depending on eco-
nomic or social status.

Although economic arguments provide justifica-
tion for state involvement, they provide little guidance 
on the precise nature of intervention. In particular, 
they do not necessarily imply that the state should itself 
provide health services (as opposed to purchasing ser-
vices from others). A key change in recent decades 
in thinking about public management has been the 
recognition that the state need not provide services 
itself directly, but instead could play an enabling role 
(Walsh, 1995).

An important influence on this position is a rec-
ognition that in many countries the state has failed in 
its policies to provide good-quality public services, 
including health services, for everyone. These argu-
ments derive from a number of strands of economic 
thinking, especially public choice theory and prop-
erty rights theories. The former is concerned with 
the nature of decision making in government. That is, 
public choice theorists argue that government officials 
are no different from anyone else in pursuing their 
own interests. Thus, politicians will be concerned 
with maximizing their chances of being reelected, 
and bureaucrats will serve their own interests (e.g., 
maximizing their budgets because their own rewards 
[salary, status] are related to that). The result is that 
the public sector is wasteful because politicians and 
bureaucrats have no incentive to promote allocative or 
technical efficiency.

In contrast, property rights theorists argue that 
the source of inefficiency in the public sector is the 
weakening of property rights. In the private sector, 
it can be argued, entrepreneurs or shareholders have 
a strong interest in the efficient use of resources. In 

contrast, in the public sector, there is little obvious 
threat to an enterprise if staff perform poorly; hence, 
incentives for efficient performance are weak.

These theories underlie what has been termed 
the “new public management,” which seeks to expose 
public services to market pressures, without necessar-
ily privatizing them (Walsh, 1995). Such approaches 
change the nature of state involvement, with policies 
of opening up services to competitive bids or put-
ting services out to contract on a competitive basis; 
introducing internal markets where public providers 
have to compete for contracts from public purchas-
ers; devolving financial control to organizations such 
as individual hospitals; spinning off parts of govern-
ment into separate public agencies, such as an agency 
to manage government health services; and increasing 
the choice and influence of consumers by giving them 
resources in cash or kind, such as vouchers for treat-
ing sexually transmitted disease). This last approach, 
termed demand-side financing, enables consumers to 
purchase healthcare services from their chosen (usu-
ally accredited) provider.

Although theories justifying particular roles of 
the state feature prominently in writings on health 
systems, it is clear in practice that the actual role of 
the state in any particular country is shaped by a wide 
variety of influences. Most notable are the history of 
state involvement in health services and the rationale 
for its involvement over time, the extent to which pri-
vate providers and insurers developed early in the his-
tory of the health system and thus were able to play a 
prominent role, and the attitude of the medical profes-
sion toward an increased state role (Mills et al., 2001). 
One key issue has been the extent to which the state 
took on itself the responsibility for providing services 
to the whole population, or instead concerned itself 
only with the poor and indigent.

EXHIBIT 13-2 summarizes the role of the state in 
five countries’ health systems. In these countries, the 
government’s financial contribution to health can be 
assessed against the commonly suggested benchmark 
of contributing 5% of GDP (McIntyre et al., 2017), 
and for Africa, the pledge of the African Union mem-
ber states to set a target of allocating at least 15% of 
their annual budgets to improve the healthcare sector 
(WHO, 2011). In Tanzania, India, and Sierra Leone, 
the state’s aims have historically been to provide 
 services free at the point of use to the whole popu-
lation. In contrast, both Mexico and Thailand have 
established specific schemes that cater to the poor and 
indigent, although in 2001 Thailand extended finan-
cial protection to the whole population through its 
“universal coverage” policy (Towse et al., 2004).
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 ▸ Governance and Regulation
The governance function for health systems encom-
passes a set of rules guiding the roles and responsibil-
ities of political, economic, and institutional processes 
with the aim of achieving health-sector objectives 
(Brinkerhoff & Bossert, 2008). Health governance 
involves three sets of actors: state actors (health and 

nonhealth, including health ministry, health insurance 
and pharmaceutical procurement and distribution 
agents, ministry of finance, the judiciary, regulatory 
bodies), health service providers (public-, private-, and 
voluntary-sector hospitals, laboratories, pharmaceu-
tical companies, equipment suppliers, and education 
institutions), and beneficiaries (service users and the 
general public). Governance rules should ensure the 
accountability of key actors to the general public for 

EXHIBIT 13-2 Illustrations of the Role of the State

Sierra Leone
The public health sector consumes 1.9% of GDP in Sierra Leone, and general government expenditures on health amount 
to 10.8% of total government expenditures and 7% of total health expenditures. The private sector in Sierra Leone is 
underdeveloped, with private facilities operating on a fee-for-service basis. Data on the private sector are scant.

Tanzania
Health services for the whole population have traditionally been seen as the responsibility of the state in Tanzania. 
Government expenditures on health accounts for 2.6% of GDP (and general government expenditures on health are 
12.3% of total government expenditures), and 47% of total health expenditures are contributed by the government. More 
than 95% of hospital beds are owned either by government or by churches, while fewer than 5% are owned by the private 
sector (United Republic of Tanzania, Ministry of Health and Social Welfare, 2015). Independence brought in a government 
that was anti-private sector; even so, for at least the last 10 years, private-sector engagement has been an integral part of 
the country’s health policy. Public-sector reforms have decentralized public management and introduced fees for public 
services. The poor are reliant mainly on public and church services and the informal private sector.

India
The historical emphasis in India was on a strong state role in health services, but resources were never provided to make 
this a reality. Public expenditures account for 1.4% of GDP in India, and general government expenditures on health 
amount to 5.0% of total government expenditures and 30% of total health expenditures. Approximately 65% of total 
hospital beds are public. Public services are often of poor quality and are adversely affected by the private practices of 
government doctors. People in general distrust the state. The policies related to charging for public facilities vary by state, 
but income from fees is small. There is widespread use of the private healthcare services sector by all sections of the 
population, including the poor.

Thailand
The public health sector amounts to 3.2% of GDP in Thailand, and general government expenditures on health represent 
13.3% of total government expenditures and 77.8% of total health expenditures. In 2015, 79% of total hospital beds 
were found in public-sector facilities (Asia Pacific Observatory on Health Systems and Policies, 2015). Thailand has had 
a tradition of strong central government and laissez-faire economic policies. Historically, government policies have 
encouraged the private sector to grow through tax exemptions and public funding for private care for specific groups. 
With the introduction of the recent universal coverage policy, the government strengthened its commitment to inclusive 
social policies. Public services are of generally good quality; their main problem is considered to be lack of a consumer 
orientation.

Mexico
In Mexico, the public health sector makes up 3.3% of GDP, and general government expenditures on health account for 
11.6% of total government expenditures and 51.8% of total health expenditures. Approximately 66% of hospital beds are 
found in public facilities (OECD, 2016). The government’s primary role is that of owner of social security institutions, which 
account for some 55% of general government expenditures on health. The federal and state health ministries provide 
health care to those not covered by social security institutions, with state health ministries operating Seguro Popular, a 
program that provides free access to almost 300 healthcare interventions. There is dissatisfaction with the quality of public 
services in general, with those who can afford it preferring to use private services.

Note: Where not otherwise cited, expenditure data are from http://www.who.int/nha/country/en/.
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access to health services that achieve good health out-
comes, satisfaction for patients and the general public, 
and equity. Accountability mechanisms can include 
judiciary and regulatory processes, advisory commit-
tees, and transparency of information. Governance also 
involves a policy process wherein actors with compet-
ing priorities have a “level playing field,” with the aim 
of reducing unfair lobbying practices and corruption 
and increasing the voice of underserved populations.

States need to have sufficient capacity, power, and 
legitimacy to ensure effective governance. Yet min-
istries of health often lack the capacity to ensure a 
fair health policy process, which in turn undermines 
their legitimacy. This problem is particularly acute in 
fragile states (Brinkerhoff, 2007). A study in Nepal, 
Burma, and Afghanistan, for example, showed the 
link between service delivery and state fragility 
(Berry & Igboemeka, 2004). Civil society also needs 
to have sufficient capacity and power to engage in the 
health policy process, in its role as a representative 
of the broader public and as a watchdog of health 
services provision. In addition, an uneven distribu-
tion of power and external factors (either global or 
domestic) can hinder effective governance.

Within the broader concept of governance, reg-
ulation is traditionally defined as the imposition of 
rules by government, backed by the use of penalties, 
that are intended to modify the behavior of individ-
uals and firms in the private sector. With the creation 
of autonomous entities within the public sector (e.g., 
self-managing hospitals), regulation commonly now 
extends to those organizations. Regulation is a role 
that all governments must carry out, regardless of 
their degree of involvement in health services provi-
sion. The traditional rationale for regulation relates to 
the arguments of market failure outlined previously 
as well as to the desire of governments to meet other 
social objectives, such as equity. Market failure creates 
the need either to regulate to make the market work 
better (e.g., to limit the control any one pharmaceu-
tical firm may have over the market) or to prevent 
harmful effects (e.g., to ensure minimum quality stan-
dards for private clinics).

Although regulation is often thought of as action 
involving control, sanctions, and penalties, it can also 
take the form of incentives to encourage appropri-
ate behavior. In health services, where outcomes are 
difficult to observe (i.e., it can be difficult to relate a 
treatment to a change in health), it can be argued that 
incentives are particularly appropriate, although they 
can be complicated to design and predicting response 
can be difficult (Baldwin & Cave, 1999). In LMICs 
where capacity and resources for enforcement are often 
weak, it has been argued that the concept of regulation 

should be extended to encompass incentives in combi-
nation with other tools such as consumer information, 
contracting, and accreditation, and working through 
other actors such as consumer groups or nongovern-
mental organizations (NGOs) can offer policy makers 
a wider and softer approach to enforcement (Ensor 
& Weinzierl, 2007). Indeed, the prime motivation for 
examining regulation in LMIC health systems has 
usually been determining how best to engage with 
the private healthcare sector. In this context, “pro-
hibit, constrain, encourage, or purchase” (Montagu & 
Goodman, 2016) have all been strategies considered. 
The first two of these approaches are considered here, 
and the remaining two in subsequent sections.

Regulatory action seeks primarily to influence the 
following factors:

 ■ Market entry and exit
 ■ Remuneration of providers
 ■ Quality and distribution of services
 ■ Standards and quality

Key mechanisms used in the health system to reg-
ulate the provision of health services are summarized 
in TABLE 13-2. Controls over market entry and exit are 
not shown separately because they also serve to influ-
ence quantities and quality.

Licensing of professionals to provide services is 
one of the key forms of regulation, with professional 
councils usually being empowered to carry out this 
function. As new professions arise or become more 
important, eventually they are brought within the 
scope of laws. Although such laws dictate entry into 
the market, their prime rationale from a government 
perspective is to maintain quality and protect the con-
sumer. However, actual experience demonstrates that 
licensing on its own is not adequate to ensure quality, 
since other factors affect professional behavior.

A second key type of regulation is licensing or reg-
istration of facilities, which is required before they can 
open. Legislation often specifies the requirements that 
particular categories of facility should meet, covering 
such aspects as trained staff, availability of equipment 
and supplies, and buildings. Because of the costliness of 
high technology, some countries have an approval pro-
cess for the purchase of major items of equipment. Entry 
to medical school may also be controlled with the same 
aim: Controlling costs by limiting supply. In a normal 
market, such action might be expected to raise costs, 
but it is considered justified in health because of the 
power physicians have to generate their own income or 
to prevail on the government to employ greater num-
bers of physicians than the country can really afford.

Often countries are concerned about the geo-
graphic distribution of providers, and controls and 
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incentives are used to influence where new providers 
can set up. For example, South African provinces have 
the authority to license the creation and expansion of 
private hospitals, depending on “necessity” (Doherty, 
2015). Certificate-of-need legislation has been used 
for many years to control the construction of new 
buildings and investment in new equipment in the 
United States (Certificate of Need State Laws, 2017).

Control of prices and reimbursement levels may 
have several purposes: To restrict incomes in the pri-
vate sector so that remuneration differences between 
public and private professionals do not get too great; 
to ensure that health services remain affordable for 

the not-so-wealthy; and to restrict the financial bur-
den placed on risk-pooling arrangements, such as 
social insurance or employer medical benefit schemes. 
However, given the power of the medical profession, 
there is a risk that price control will operate more in 
the interests of the profession than in the interest of 
the public; in addition, this practice can be difficult to 
enforce or monitor.

Control of quality is one of the prime concerns of 
regulation. Licensing and registration have this aim, 
as well as control of quantity. Doherty (2015) provides 
a mapping of these regulations affecting providers in 
seven sub-Saharan African countries. In Kenya, for 

TABLE 13-2 Examples of Regulatory Mechanisms for Healthcare Provision

Variable Mechanism Examples from LMICs

Quantities/
distribution

 ■ Bans on provision
 ■ Licensing of providers
 ■ Licensing of facilities
 ■ Controls on number and size of 

medical schools
 ■ Controls on location of facilities and 

technology
 ■ Incentives to practice in underserved 

areas and specialties
 ■ Requiring capitation or case-based 

payment to control the supply of 
services

 ■ Abortion services (many countries)
 ■ Universal for main professional groups
 ■ Increasingly common for hospitals and clinics
 ■ Common (e.g., Latin America)

 ■ South Africa: private hospitals; Tanzania pharmacies

 ■ Many countries for doctors, often in the form of 
compulsory rural service

 ■ Social insurance in Korea (case payment) and 
Thailand (capitation)

Prices  ■ Negotiation of salary scales
 ■ Fixing of charges (e.g., for lab tests; 

drugs markup)

 ■ Negotiation of reimbursement rates

 ■ Zimbabwe: nursing salaries; Argentina: doctors
 ■ South Africa: drugs markup for medical schemes’ 

reimbursement; Niger: wholesale and retail drugs 
markups

 ■ Many social insurance schemes (e.g., Chile)

Quality  ■ Licensing of practitioners
 ■ Registration of facilities

 ■ Control on who provides which 
services

 ■ Accessibility

 ■ Required complaints procedures
 ■ Required provision of information  

for monitoring quality
 ■ Control of training curricula
 ■ Requirements for continuing 

education of physicians
 ■ Accreditation

 ■ Universal for main professions
 ■ Increasingly common; specifies structural 

standards
 ■ Restrictions on drug sales by unqualified staff 

(many countries); on drug dispensing by general 
practitioners (e.g., Zimbabwe); on a range of 
procedures (clinical officers, Kenya)

 ■ Hospitals legally obliged to provide emergency 
care irrespective of patient financial status 
(Thailand, Malaysia)

 ■ Consumer laws applicable (India)
 ■ Many countries

 ■ Many countries
 ■ Increasingly being introduced

 ■ Increasingly being introduced (e.g., schemes in 
Taiwan, Kenya, and Thailand)

Data from Bennett, S., & Ngalande-Bamda, E. (1994). Public and private roles in health: A review and analysis of experience in sub-Saharan Africa. Geneva, Switzerland: World Health Organization.  
Retrieved from http://apps.who.int/iris/bitstream/handle/10665/62173/WHO_ARA_CC_97.6.pdf?sequence=1&isAllowed=y

610 Chapter 13 The Design of Health Systems

http://apps.who.int/iris/bitstream/handle/10665/62173/WHO_ARA_CC_97.6.pdf?sequence=1&isAllowed=y


example, a private clinic must be kept in good order 
and state of repair, and must have a spacious consul-
tation room, a sheltered waiting room, a treatment 
room, access to toilets, and transport.

Regulations often seek to control the nature of 
services provided, both to ensure that services are 
within the competence of a particular type of provider 
and to limit the scope for excessive service provision. 
Regulations usually specify which type of health pro-
fessional can prescribe which type of drug, limiting, 
for example, the range of drugs that can be given by 
low-level health workers. It is quite common for pri-
vate practitioners to be allowed to dispense medicines 
only if there is no pharmacy nearby. Where this rule 
does not exist, drug dispensing is often a major source 
of private physicians’ income, leading to predictable 
concerns about overprescribing.

Control of training curricula is fundamental to 
ensuring quality, and is often one of the functions given 
by law to professional bodies. A trend in high-income 
countries, which is also becoming apparent elsewhere, 
is the requirement for professionals to receive regular 
refresher training to merit continued licensing. Such a 
provision is demanding on regulatory bodies, because 
it requires the introduction of monitoring procedures, 
training programs, and relicensing arrangements.

Accreditation is a process of certifying that a facil-
ity meets a certain standard. It is usually applied as a 
self-regulating procedure that is voluntary and man-
aged by an independent body. In practice, it may act 
more as a regulatory device than as a peer review pro-
cess, especially when accreditation is required for hos-
pitals to be eligible for reimbursement from a social 
insurance scheme, as in Taiwan (Lu & Chiang, 2011).

Governments also regulate other markets with 
considerable relevance to health services, includ-
ing the health insurance and pharmaceutical mar-
kets. Regulation of both of these markets has unique 
features. In the case of insurance, regulations may 
impose a particular approach to risk pooling (e.g., 
requiring schemes to give lifetime coverage or to use 
community risk rather than risk rating). In the case 
of pharmaceuticals, regulations may establish which 
drugs can be imported and which can be sold over the 
counter or require a doctor’s prescription; they may 
also specify quality control procedures for imported 
and locally made drugs.

Separate consideration may be given in reg-
ulatory structures to not-for-profit providers. On 
the one hand, they may be treated more strictly. 
For example, their fee structures may be regulated, 
they may be required to provide a certain amount 
of free care to the poor, and requirements to pro-
vide information may be stricter. On the other hand, 
they may benefit from their not-for-profit status. For 
example, tax exemptions are often available to these 
organizations.

In practice, regulation encounters a number of key 
problems (Doherty, 2015; Mills et al., 2001; Sheikh, 
Saligram, & Hort, 2013). EXHIBIT 13-3 highlights these 
issues for the five exemplar countries. One problem 
is that laws are frequently outdated and are diffi-
cult to change. For example, many LMICs have laws 
they inherited from colonial regimes that have not 
kept pace with the development of the private sector, 
resulting in whole categories of facilities that may be 
completely unregulated. Private laboratories are often 
a case in point.

(continues)

EXHIBIT 13-3 Key Regulatory Problems in Selected Countries

Sierra Leone (Frederick Martineau, personal communication, July 31, 2017)
 ■ Informal payments for care that should be free remain common.
 ■ Large numbers of volunteer health workers work in the government sector for many years before being officially 

recognized with a salary.
 ■ Drug procurement and distribution are particularly problematic, with frequent stock-outs requiring patients to visit 

private pharmacies.
 ■ Informal practitioners are largely unregulated and unknown to the state.

Tanzania (Mtei et al., 2007)
 ■ The country relies on legal instruments rather than complementing them with other approaches to regulation.
 ■ There is a limited capacity to enforce regulations, especially with respect to drug prescribing and sales.
 ■ The regulations covering private providers permit the health minister to set maximum prices for medical treatment, 

but on a practical level private hospitals are free to charge what they like.
 ■ The registrar of private hospitals has a mandate to inspect private facilities, but there is little evidence such 

inspections are done.
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Another problem is that regulation requires sub-
stantial knowledge on the part of the regulatory bod-
ies. However, it is common in LMICs for even basic 
information, such as lists of providers and facilities, 
to be incomplete. Moreover, the poorer the coun-
try, the greater the proportion of providers that are 
small and informally organized, making it difficult to 
require any regular provision of information by those 
organizations.

A third problem is that of regulatory capture: The 
body meant to be doing the regulating in practice oper-
ates in the interests of those being regulated, rather 
than in the public interest. This is a common problem 
in the case of regulation of professional groups, which 
is often done by the profession itself, leading to slow 
processing of complaints and concerns related to pro-
fessional negligence. Moreover, the overlap of public 
and private interests can make it extremely difficult 
to introduce new regulations or change existing laws. 
In India, as in a number of countries, it is common 
to find government-employed doctors with private 
practices—with or without legal sanction—and senior 
Ministry of Health officials, as well as politicians, hav-
ing financial interests in private-sector health services 
(Mills et al., 2001). Thus, a clear distinction between 
the regulators and those being regulated is lacking.  

In India, the consumer rights law provides an alter-
native channel for pursuing complaints, but consumer 
forum officials interviewed by Sheikh et al. (2013) 
reported that it was difficult to rule against doctors 
because of the subjective nature of medical cases and 
a perception that doctors were doing “fundamentally 
noble work” (p. 51).

A fourth problem is the inadequacy of the 
resources provided to the regulatory bodies to apply 
the laws effectively. Quality monitoring, in partic-
ular, requires regular inspection to ensure laws are 
being followed. This places great demands on the lim-
ited staff capacity of regulatory agencies, especially 
in regard to monitoring of drugs and clinics, whose 
outlets are numerous and widely dispersed. A further 
problem may be that low-paid staff seek illicit pay-
ments instead of carrying out their jobs effectively. An 
extreme form of this failure to monitor was found in 
China: Because government subsidies to public health 
activities were severely cut, environmental health 
units were dependent on revenue generation for much 
of their income and, therefore, tended to inspect those 
firms that were more able to pay their fees (Liu & 
Mills, 2002). Those that were less profitable, and in 
turn likely to have worse safety and hygiene practices, 
went uninspected.

India (Mills et al., 2001)
 ■ Few states require any registration and inspection of private hospitals.
 ■ Practice by unqualified personnel is widespread.
 ■ Unethical practices (e.g., payments between hospitals and general practitioners to encourage referrals) are 

widespread.
 ■ No database of private providers exists.
 ■ There is little ability to enforce regulations.
 ■ Regulatory bodies lack resources.

Thailand (Teerawattananon, Tangcharoensathien, Tantivess, & Mills, 2003)
 ■ The regulatory framework is largely complete, but its application is weak.
 ■ Regulatory bodies lack resources for enforcement.
 ■ There is insufficient information on activity in the private sector.
 ■ It is difficult to control unethical practices (e.g., turning away emergency cases).
 ■ Professional council regulation is largely ineffective.

Mexico (David Lugo Palacios, personal communication, July 31, 2017)
 ■ Private hospitals are not subject to a strict process of accreditation that verifies their capacity to provide an 

acceptable standard of care.
 ■ Public facilities are used by physicians for treating their own private patients.
 ■ The private sector resists providing epidemiologic and other information.
 ■ Some people are covered by two, or even three, public health insurance schemes, which in principle is not allowed 

by the Seguro Popular regulation. For example, more than 14% of Seguro Popular beneficiaries are also covered by 
social security institutions (FUNSALUD, 2012).

EXHIBIT 13-3 Key Regulatory Problems in Selected Countries (continued)
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A final problem is a lack of institutional struc-
tures to back up the regulatory process. Strong con-
sumer groups, media, professional associations, and 
insurance agencies all have important roles to play 
in ensuring regulations are respected and enforced 
(Brinkerhoff & Bossert, 2008). The consumer role is 
particularly important, because consumers can iden-
tify problems through complaints procedures and legal 
action and also levy pressure more broadly through 
consumer groups. However, the common imbalance 
in power and access to resources between consumers 
and professionals suggests that complementary pres-
sures are also important. One source of this type of 
influence can be purchasing agencies, which are con-
sidered in depth later in this chapter.

As part of efforts to strengthen their health sys-
tems, many countries have amended out-of-date legis-
lation and sought to ensure that new private activities 
are brought within the scope of the law. Countries 
that previously banned or strictly controlled the pri-
vate healthcare sector, such as countries in eastern and 
central Europe, some countries in Africa, and Vietnam 
and China, now allow and in some cases even encour-
age private-sector services through tax subsidies. 
However, much of the expansion of the private sector 
has taken place without deliberate planning, and often 
with little regulation. The challenges of both design-
ing and implementing regulations have encouraged 
an emphasis on interventions that incentivize private 
providers to improve the quality and coverage of their 
healthcare services (Montagu & Goodman, 2016), 
including social marketing and vouchers (found to 
be successful) and accreditation and contracting (less 
evidence of success).

 ▸ Financing
This section lays out a conceptual model for the 
financing of health services, and describes and eval-
uates the major sources of health financing in LMICs.

Conceptual Model
Financing refers here to the raising or collection of 
revenue to pay for the operation of the health system. 
This definition is narrower than that used by WHO, 
for example; WHO considers the financing building 
block to encompass raising money, pooling funds, and 
paying providers. Financing agents are those entities 
that collect money to pay providers on behalf of con-
sumers. Financing agents may be publicly or privately 
owned, and may provide health services directly (e.g., 
the ministry of health through public hospitals and 

health centers) or purchase health services from pro-
viders (e.g., a private insurer may purchase inpatient 
care from a variety of hospitals).

There is some variation in the literature as to the 
definition of “sources” of financing. Sources may be 
defined as the entities that provide funds to financ-
ing agents. In this sense, individuals and firms can be 
thought of as the primary sources of funds. Individu-
als generate income in the form of wages or salaries, 
while businesses may earn a profit on capital invest-
ments or rent on properties owned. Resources may 
pass through several levels of sources before reaching 
the agents. For example, the ministry of finance can 
be thought of as a secondary-level source insofar as it 
generates funds by taxing the incomes of households 
and businesses and then transfers these resources to 
other government agencies to purchase health ser-
vices. A single entity may act both as a source and as 
an agent of financing. For example, households com-
monly pay for health services both indirectly (through 
taxation, contributions to social and private insur-
ance, donations to charities, and so on) and directly 
(through out-of-pocket payments).

More often, however, the term “source” is applied 
to the method whereby an agent mobilizes or collects 
resources. For example, the sources of financing for 
the ministry of health include personal and business 
taxes, and donations, loans, and grants from domes-
tic and foreign agencies. The sources of financing for 
private insurance agencies are premiums paid by the 
enrollees in these schemes. In this chapter, the term 
“source” is used with this definition in mind unless 
otherwise indicated.

Description and Evaluation of 
Predominant Sources
This section defines the most commonly used sources 
of financing and briefly discusses the efficiency, 
equity, and revenue-generating ability of each source. 
TABLE 13-3 summarizes the relative merits of each 
source.

Efficiency with respect to a source of financing 
involves a number of elements, including administra-
tive (or technical) efficiency, stability, and flexibility. 
Administrative efficiency relates to the cost of the sys-
tem’s management and is the difference between gross 
yield (all funds that are collected) and net yield (that 
portion of the gross yield that is actually available for 
the purposes of health services delivery). This differ-
ence results from the costs of revenue collection, allo-
cation, and distribution; advertising and promotion; 
and funds lost to corruption and fraud as well as the 
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cost of fighting that corruption and fraud. The stabil-
ity of an agent is determined by the degree to which 
revenue raising varies with changes in economic or 
political conditions. Finally, for a financing agent to 
be efficient, there must be flexibility in terms of the 
allocation of funds to different expenditure catego-
ries. The least flexible sources of financing are those 
pledged to a specific activity. Public-sector sources 
tend to be less flexible than private-sector sources due 
to the rules and regulations that are often applied to 
government spending, as well as the political con-
straints on reallocation.

The concepts of horizontal and vertical equity 
of financing were introduced earlier. With respect to 

vertical equity, a progressive system is one in which 
lower-income groups pay a smaller proportion of their 
income to fund services compared to higher-income 
groups. A regressive system is one in which lower- 
income groups pay a higher share of their income for 
this purpose than do higher-income groups. A pro-
portional or neutral system is one in which all income 
groups pay the same percentage of their income for 
financing purposes.

Apart from problems of inefficiency and inequity, 
health systems in many LMICs face the difficulty of 
simply not being able to generate sufficient funds to 
ensure that the entire population has access to a min-
imal package of health services. Thus, a goal of the 

TABLE 13-3 Evaluation of Health Financing Sources

Efficiency Equity

Revenue 
Generation

Administrative 
Efficiency Stability Flexibility Horizontal Vertical

Public Sources

General tax 
revenues

Highı Low Low High Progressive High

Retail sales taxes High High Low High Regressive Low

Lotteries and 
betting

Low High Low High Regressive Low

Deficit financing Low Low Low Depends Depends Depends

External grants Low Low Low High Progressive Low

Social insurance Low High Low High Regressive Depends 
on size 
of formal 
sector

Private Sources

Households Low High High Low Regressive High

Employers Low to 
medium

High Variable Low Depends Low

Private insurance Low High High Low Regressive Low

Voluntary 
organizations

High Variable Variable High Progressive Medium
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financing function of health systems is to increase the 
availability of funds for the purchase and provision of 
health services. As countries become richer and the 
demand for high-technology, hospital-based interven-
tions increases, the goal generally shifts from generat-
ing funds to constraining the financial flow through 
the health system (i.e., cost containment).

Public Sources of Financing
Direct taxes are paid directly by individuals or orga-
nizations to government and include personal income 
tax, property and land taxes, taxes on domestic busi-
ness transactions and profits, duties on imports and 
exports, and property taxes. Some portion of these 
resources may then be allocated to the annual budget 
for health services. The most commonly quoted exam-
ple of general tax financing for health services is the 
United Kingdom’s National Health Service.

Direct tax revenues should have relatively high 
net yields, though this will depend on the overhead 
costs of the government bureaucracy needed to col-
lect, allocate, and disburse them. They may not be 
a particularly reliable or stable source of financing, 
because the health sector must compete directly with 
other social and economic programs for a portion 
of the government’s budget; as such, this source may 
fluctuate depending on the economic and political cli-
mate. Furthermore, this source of financing is likely to 
be inflexible because it is controlled by public-sector 
agents that are constrained by rules and regulations 
and the political feasibility of reallocations.

Direct taxation achieves horizontal equity insofar 
as taxes on individuals are usually not related to char-
acteristics other than income. Income tax is generally 
a progressive form of revenue raising across the world, 
including in LMICs (Asante, Price, Hayen, Jan, & 
Wiseman, 2016), because income tax rates usually rise 
as a person’s taxable income increases. Direct taxes 
are typically progressive, as in Bangladesh, the Philip-
pines, Sri Lanka, and Thailand, where direct taxes are 
almost exclusively paid by the better-off members of 
society (O’Donnell et al., 2008). Notably, however, the 
ability of taxation to redistribute resources from the 
rich to the poor is hindered when the wealthy are able 
to evade the payment of taxes.

Ability to mobilize resources is another strength of 
direct taxation. Although most developing countries 
are restricted in their ability to collect income taxes 
and indirect taxes (due to limited infrastructure and 
small formal sectors), the government has many other 
options for generating tax revenue, including prop-
erty, business, and import and export taxes. For exam-
ple, taxes on international trade in 2016 accounted for 

24% of central government revenues in Bangladesh, 
13% in Russia, and 33% in Namibia (World Bank, 
2017), but overall these proportions have been declin-
ing over time.

Indirect taxes pass through an intermediary en 
route to government coffers. Such taxes are incor-
porated into the selling price of a good or service; 
they include sales and value-added taxes (taxes on a 
broad variety of items) and excise duties (imposed on 
the sale of specific items, such as tobacco products, 
beer, and liquor). Revenues generated in this man-
ner are often allocated to finance specific programs. 
Taxes that are pledged to a specific sector or activity 
are described as “hypothecated,” and the practice is 
known as earmarking.

As with direct sales taxes, the net yield of indi-
rect taxes will vary depending on the efficiency of the 
government agency responsible for collecting them. 
Indirect taxes are likely to be reliable when they are 
earmarked for the health sector, or even specific proj-
ects within the health sector. The flexibility of this 
source may be constrained by the government rules 
and regulations that guide revenue allocation.

Indirect taxation, and excise duties in particu-
lar, is generally considered to be regressive, because 
poorer households often spend a higher percentage of 
their income on the goods being taxed (e.g., alcohol 
and cigarettes). As in higher-income countries, this 
has been found to be the case in LMICs, especially for 
value-added taxes (VAT) (Asante et al., 2016). In an 
exception to this pattern, Mills et al. (2012) found that 
VAT was progressive in Ghana and Tanzania, reflect-
ing the types of goods and services liable for VAT and 
the local consumption patterns in poorer groups.

Lotteries and betting may also serve as sources of 
earmarked income for health services, although these 
methods are not often used. They have low net yields 
because they are costly to administer. As with indirect 
taxes, the resulting revenues are likely to be reliable 
because they are earmarked, but inflexible because 
they are administered by public agents. Like retail 
sales taxes, lotteries and betting tend to take a particu-
larly heavy toll on the earnings of the poor, because of 
their popularity among lower-income groups.

National authorities can augment general tax 
revenues through domestic and international defi-
cit financing (loans) and through grants. Deficit 
financing means that funds are borrowed for a spe-
cific project or activity and have to be paid back to 
the source over some future period of time. Domes-
tic deficit financing is usually achieved through the 
issuance of debt certificates, or bonds, with guaran-
teed interest rates. International borrowing typically 
takes the form of loans from bilateral and multilateral 
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organizations. External grants are transfers to gov-
ernments made in cash, goods, or services by foreign 
governments or organizations; they do not have to be 
repaid.

In 2008, the World Bank noted that there were 
more than 100 international entities providing devel-
opment assistance for health. Total official develop-
ment assistance to health reached nearly $24 billion 
in 2013, up from $7.6 billion in 2003 (Grollman et al., 
2017). According to the same source, only 9.6% of all 
development assistance for health was spent on health 
system strengthening and general health-sector sup-
port. Major sources of grants include bilateral donor 
agencies (such as Britain’s Department for Interna-
tional Development [DFID] and the U.S. Agency for 
International Development [USAID]), the Bill and 
Melinda Gates Foundation, and the Global Fund to 
Fight AIDS, Tuberculosis and Malaria. One of the 
largest financiers of health services in LMICs is the 
World Bank, which provides two main types of loans. 
The first type is intended for developing countries that 
are able to pay near-market interest rates. The second 
type of loan goes to the poorest countries in the world, 
many of which are in Africa. These loans carry little 
or no interest, and are long term (generally 40 years, 
including 10 years’ grace). Loans that bear an inter-
est rate substantially below market interest rates are 
termed soft loans.

The costs of processing and administering donor 
assistance in the health sector can be quite high, par-
ticularly when the aid to a country is spread among a 
large number of donor projects. Fragmentation is com-
mon: According to a recent study, a typical recipient 
country received aid for reproductive, maternal, new-
born, and child health from an average of 15 donors 
between 2008 and 2013, although some countries had 
as many as 30 donors. In addition, it results in officials 
spending a large amount of their time meeting donors’ 
requirements (Martinez-Álvarez et al., 2017). The sta-
bility of this financing source is also limited, insofar as 
external funds are typically of short duration, with no 
guarantee of renewal. 

The flexibility of loan and grant financing is vari-
able. At one time, it was common for external funds 
to be made available for specific, free-standing health 
projects; decisions on expenditures were usually made 
prior to the funds’ disbursement. Later, encouraged by 
high-level declarations on aid effectiveness in the early 
2000s (Rome, Paris, and Busan), donors increasingly 
chose to disburse aid as program-based approaches. 
These have the characteristics of being led by the 
recipient country, with a single program and budget 
framework; they promote donor coordination and 

use of country public financial management systems 
(Martinez-Álvarez, 2014). Program-based approaches 
include aid delivered as general or sector budgetary 
support, sector-wide approaches, and basket funds 
(where donors pool their funds and jointly agree 
with governments on the priorities and management 
procedures). More recently, disillusioned with a lack 
of progress and under increasing pressure to show 
results, donors have favored vertical project-based 
funds over program-based approaches.

The equity of deficit financing will depend entirely 
on how the loan is ultimately paid back. If, for exam-
ple, funds generated through direct taxation are used 
to pay back a loan, then their impact may be progres-
sive. External grants should be equitable since they are 
provided by wealthy nations and should be used to 
establish and run projects in remote or underserved 
areas (though this is by no means always the case). 
However, the extent to which they actually achieve a 
progressive redistribution of resources will depend on 
the extent to which the government shifts its spending 
as the result of the grants.

The displacement effect that one source of finance 
may have on others is termed fungibility, and the 
introduction or expansion of one source of financ-
ing may have an impact on the efficiency, equity, or 
revenue-generating ability of other sources. This may 
be especially important when large external grants or 
loans are introduced into a health sector. For example, 
it might seem that a large external grant earmarked 
for the treatment of tuberculosis (TB) among the rural 
poor would be equitable. However, in response to such 
a grant, the ministry of health may shift resources 
that would have been spent on this activity toward 
high-technology, hospital-based services. Thus, the 
positive impact that the new source of funding has 
on equity might be counterbalanced by the negative 
equity impact of displacement. 

Despite debates about the existence and impact 
of fungibility, in reality little is known about the 
actual extent to which this practice occurs (Martinez- 
Álvarez, 2014), partly due to data limitations. Current 
estimates of health-sector fungibility range from a 
decrease of $0.27– $1.65 to a $1.50 increase in response 
to a $1 increase in development assistance for health. A 
country case study in Tanzania found some evidence 
of substitution of development assistance for health 
from the health sector to the education sector, per-
haps reflecting a budget allocation process operating 
under conditions of scarcity and rational behavior by 
the government (Martinez Álvarez, Borghi, Acharya, 
& Vassall, 2016). Fungibility is one of the rationales for 
program-based approaches.
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Only limited resources are generated through 
external loans and grants except in the poorest coun-
tries: Low-income countries spend, on average, $37 
per capita on health; of this amount, 28% comes from 
development assistance (WHO, 2017). In specific 
countries, however, external funding can represent a 
much higher share of total health expenditures—for 
example, 49% in Mozambique.

Social insurance premiums are mandatory insur-
ance payments made by employers and employees in 
the formal sector, usually as a percentage of wages; 
hence, they are often called payroll taxes. Social insur-
ance payments can have relatively low net yields due 
to the cost of processing claims. According to WHO 
(2010a), over the period 2000–2007, administrative 
costs in high-income country social insurance funds 
amounted to approximately 4%. Data on LMICs are 
sparse, but the share attributable to administrative 
costs has been found to range from 1% to 27%, with 
an average of 23% noted in middle-income countries. 
The monies generated are likely to be stable because 
they are earmarked for the health sector; however, 
they may not be flexible, again related to government 
restrictions and requirements.

While the value of social insurance premiums is 
generally based on income, social insurance contribu-
tions tend to be regressive in countries with universal 
systems, such as France, Japan, the Netherlands, Spain, 
and South Korea (O’Donnell et al., 2008; Wagstaff 
et al., 1999). This situation arises because contribu-
tions are typically subject to a ceiling. Social insurance 
premiums may be progressive if ceilings can be elim-
inated or if low-income groups are exempt from con-
tributions. In LMICs, where social insurance tends to 
include only wealthier, formal-sector workers, contri-
butions are progressive. This is the case, for example, 
in China, Indonesia, and the Philippines (O’Donnell 
et al., 2008). In these countries, however, the insur-
ance coverage is largely restricted to the better-off seg-
ments of the population.

The coverage achieved by social insurance schemes 
in many LMICs has been limited, because premiums 
can be readily collected only from formal-sector 
employees. In addition, achieving high compliance of 
employers can be challenging—as found, for example, 
in a study in Laos (Alkenbrack, Hanson, & Lindelow, 
2015). The limited coverage has given rise to much 
criticism of the equity of social insurance arrange-
ments, since a relatively small proportion of the pop-
ulation has access to better services than much of the 
rest of the population, and sometimes also benefit 
from government subsidies to the social insurance 
program. One response to this problem has been to 

use income from general taxes to expand coverage of 
health services for those people outside the formal sec-
tor. For example, this has been the policy in Thailand 
(Tangcharoensathien et al., 2011). Over time, funding 
schemes for different population groups can be made 
more comparable, with some countries, such as Costa 
Rica, the Republic of Korea, and Taiwan, achieving 
universal or near-universal coverage by combining 
funds from social insurance contributions with gen-
eral tax revenues in a single national scheme, so as to 
ensure that all population groups have access to the 
same types and levels of care. 

Another response, for countries at an earlier stage of 
health system development, has been to allocate public 
subsidies to voluntary health insurance in an effort to 
expand enrollment. As explained later,  community-based 
health insurance schemes have generally stayed small, 
but a few countries—notably Rwanda, Ghana, and 
China—have seen considerable gains in population cov-
erage by subsidizing local schemes and bringing them 
into a national set of arrangements. Rwanda rapidly 
scaled up coverage of its “Mutuelles de Santé,” China 
reached universal coverage of basic medical insurance 
in 2011, and Ghana has scaled up district-based health 
insurance schemes as part of the National Health Insur-
ance Scheme, to the point that approximately 40% of 
the total Ghanaian population held valid member-
ship cards in 2016 ( Alhassan, Nketiah- Amponsah, & 
 Arhinful, 2016). India has employed a different insur-
ance approach: The introduction of heavily subsidized 
state schemes largely intended for those persons below 
the poverty line, through contracts with insurance com-
panies that arrange the provision of care and payment 
(RSBY, 2017). In general, increases in population cover-
age have proved easier to achieve than reductions in out-
of-pocket payments, due to limited benefit packages, 
continued exposure to fees, and in some cases quality of 
care concerns.

Private Sources of Financing
Direct household expenditures include all out-of-
pocket payments or user fees paid by the consumer 
of health services directly to the provider (including 
private practitioners, traditional healers, and private 
pharmacists). Even services provided by the govern-
ment or an insurance program may include some ele-
ment of copayment, which may take a variety of forms. 
Coinsurance means that the consumer is responsible 
for paying for a certain percentage of the costs of all 
services received. Limited indemnity means that the 
insurer covers health service costs only up to a pre-
specified absolute amount (or ceiling), above which 
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the consumer is responsible for paying. A deductible is 
a specific amount that must be paid by the consumer, 
after which reimbursement starts.

The administrative efficiency of direct house-
hold expenditures is low, due to the labor-intensive 
task of collecting fees from individuals. The stability 
of household spending on health will vary according 
to household income, but it is likely to be fairly sta-
ble unless economic crisis causes widespread poverty. 
Household spending is extremely flexible and will be 
allocated to the most pressing health needs as they are 
perceived by members of the household. Such spend-
ing is horizontally inequitable, since it varies according 
to factors such as distance lived from health facilities 
and individual preferences. It also demonstrates verti-
cal inequity: For example, Asante et al. (2016) found 
that out-of-pocket payment was regressive according 
to all studies included in their systematic review, with 
the exception of Zambia, where it was proportional.

There are, however, ways in which user fees can be 
made more equitable. For example:

 ■ Full-cost charges can be levied on patients who 
bypass the referral system by going directly to 
hospitals without being referred or having a gen-
uine emergency.

 ■ Charges can be levied for private rooms at govern-
ment hospitals that charge for the full costs.

 ■ Clinics at government facilities can be opened 
outside normal working hours for those who are 
willing to pay and want to avoid queues.

Direct employer financing occurs when firms 
pay for, or directly provide, health services for their 
employees. Employers as agents are likely to be more 
efficient than households, though less efficient than 
compulsory purchasers of care (such as social insur-
ance schemes) due to the former’s fragmentation. 
While employer financing may be reliable (in the 
absence of economic crisis), it is relatively inflexible 
because employers are biased toward specific types of 
health services (e.g., curative care). Direct payment by 
employers contributes to horizontal inequity in the 
health system as a whole because employed workers 
are disproportionately young and healthy. Because the 
benefits of employer financing are generally restricted 
to employees within the formal sector, this method of 
financing is likely to have little impact on the redistri-
bution of resources among different income groups. 
The quantity of resources mobilized by employers 
can be significant in some countries; for example, 
in Zambia, financing provided by private employers 
accounted for roughly 9% of the country’s total health 
expenditures (World Bank, 2012). As governments 

implement social insurance schemes, these tend to 
replace employer financing of health services.

Voluntary health insurance consists of two main 
types. Private commercial insurance involves payment 
of regular premiums to private insurance companies 
in return for coverage of prespecified health service 
costs. This insurance typically does not cover the costs 
of frequent, predictable events (such as pregnancy). 
Experience rating means that premiums are based on 
an individual’s actuarially determined likelihood of 
illness. Community rating means that the premium is 
based on the pooled risk of a defined group of people 
(e.g., inhabitants of a geographic area or employees of 
a firm).

Private commercial insurance tends not to be an 
efficient method of mobilizing funds for the health 
sector (Donaldson & Gerard, 2005). Its net yield is low 
because of the costs involved in assessing risk, setting 
premiums, designing benefit packages, distributing 
the insurance, marketing, processing claims, reinsur-
ing, and detecting fraud. Indeed, the administrative 
costs of private insurers in high-income  countries were 
found to be, on average, 12%—three times the corre-
sponding costs of social insurance schemes (WHO, 
2010a). In unregulated markets, administrative costs 
plus profits may account for a substantial share of the 
premiums. Private health insurance is a stable agent 
of financing because it is not subject to political allo-
cation processes, and it must be flexible to respond to 
consumers’ needs and to attract clientele.

Private commercial insurance premiums are an 
example of a horizontally inequitable source. Experi-
ence rating means that premiums will vary according to 
factors that are considered by the insurer to be related 
to risk of illness, such as age, sex, and occupation. Pri-
vate insurance tends to be regressive because rates are 
adjusted for risk, and the poor are at highest risk of fall-
ing ill. The ability to mobilize resources through private 
commercial insurance is limited in poorer countries 
because these schemes are targeted to a small (although 
well-off) segment of the  population—less than 2% of 
the population in most cases. 

The second type of voluntary health insurance 
consists of community-based schemes targeting the 
informal, usually rural, sector. Although a num-
ber of such schemes exist in various countries, they 
have struggled to grow in size and scope. Historically, 
they were an important stage in the development of 
universal coverage of health services in Europe and 
Japan. Today, however, few LMICs have schemes that 
are sufficiently developed to offer this sort of promise 
in the near future—with the exception of those dis-
cussed earlier, which have developed as part of social 
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insurance arrangements. Voluntary health insurance 
contributions for those in the informal sector are gen-
erally found to be regressive (Asante et al., 2015).

Charitable contributions are contributions made 
in cash or in kind. Examples include cash contribu-
tions from wealthy families, business enterprises, or 
religious organizations; community labor for con-
struction and maintenance of local health facilities, 
including clinics and environmental sanitation proj-
ects; and local help in specific disease eradication cam-
paigns. Voluntary organizations or NGOs have high 
net yields, although their ability to generate funds may 
be unpredictable. The flexibility will vary from one 
voluntary organization to another, but generally these 
sources prefer to fund specific types of health services, 
not necessarily those most suitable for the community 
being served. Voluntary organization funding should 
be progressive, in that such organizations raise reve-
nue from the better-off segments of society, although 
their ability to mobilize resources is limited.

Mixes of Financing Sources
No one source of financing stands out as being supe-
rior in terms of all the outcomes considered, nor is 
there an optimal mix of sources that can be prescribed 
for all countries. Countries vary in terms of the num-
ber of different financing agents and methods that 
are used, and the mix can change over time within a 
country. The mix of sources used will depend in part 
on the relative importance that policy makers place on 
the various objectives described previously and in part 
on the mix of sources historically used in that country. 
Most LMICs have more pluralistic health financing 
structures than are found in high-income countries 
(FIGURE 13-2). Low-income countries typically finance 
the bulk of their healthcare expenditures through 
(1) direct household expenditures, (2) general taxa-
tion, and (3) external financing. The most important 
financing agents are typically the ministry of health 
(and other government agencies), households, and 
firms. As countries grow richer, external concession-
ary financing disappears, an increasing share of health 
expenditures is pooled, and a decreasing share comes 
from out-of-pocket payments.

Although using a variety of sources may increase 
the resources available for health care and allow for 
better adaptation to the diverse social and economic 
conditions that may exist within a country, it makes the 
pursuit of health policy goals more complex than in a 
system where one source of financing dominates. The 
greatest risks in a pluralistic health financing system 
are those of duplication, overlap, and inconsistency in 

functions and coverage. These problems can adversely 
affect both efficiency, because of duplication and com-
petition for scarce human resources between differ-
ent arrangements, and equity, because of limited risk 
pooling and lack of cross-subsidies among various 
income groups.

Reform of health financing has been high on the 
policy agenda of many countries for many years. In 
the 1990s, the introduction (or raising) of user fees 
was advocated, on the grounds that they offered a 
significant source of additional revenue, with their 
harmful effects on access being countered by exemp-
tion policies. Expectations are now less sanguine and 
opposition to user fees is widespread: Administrative 
difficulties of fee collection have been significant; abil-
ity to pay has been a significant barrier to use, and 
exemption schemes have not been effective; and even 
if there is ability to pay, people have been unwilling to 
pay if service quality does not improve. As a conse-
quence, attention has turned to other ways of seeking 
to ensure that public funds are targeted to the poorest 
segments of the population (a topic considered in the 
next section, in the discussion of resource allocation).

The introduction of social health insurance was a 
core element of health system reforms in central and 
eastern Europe following the collapse of the Soviet 
Union, and has also been a key financing strategy in 
the rapidly industrializing countries of Southeast Asia. 
Social health insurance has also been of considerable 
interest in a number of African countries and in the 
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Caribbean. Most recently, the focus has shifted to the 
financing strategies appropriate for making progress 
toward universal health coverage, with continuing 
debate over the relative merits of insurance contribu-
tions and general tax funding as means to incorporate 
the informal sector into pooled funding arrangements 
(Tangcharoensathien et al., 2011).

 ▸ Resource Allocation
The significance of processes of resource allocation in 
a health system has been clearly acknowledged only 
in the past two decades or so. Financing agents, such 
as government bodies at various levels (ministries of 
health and provincial offices), social insurance agen-
cies, and private insurers, have always been one of 
the components of a health system, channeling funds 
from sources (taxpayers, payers of insurance premi-
ums) to health services providers. A more recent trend 
is the emphasis on their role as active purchasers of 
services rather than as passive allocators of funds 
(Figueras, Robinson, & Jabowski, 2005; RESYST, 
2014). For government bodies, such as ministries of 
health, this shift has required the creation of a clear 
distinction between their role as purchasers of health 
services and their role as providers of health services. 
For other financing agents, this separation of respon-
sibilities requires them to take a much more active role 
in decisions about which services should be paid for 
and how they should be paid for.

The Purchasing Role
An emphasis on the purchasing role has arisen for a 
number of reasons:

 ■ Integrated systems of purchasing and provision, 
such as those created in 1948 in the United King-
dom’s National Health Service and existing in 
many similar public systems across the world, are 
thought to operate more in the interests of provid-
ers than in the interests of the general public and 
to lack incentives to be technically efficient. High-
lighting purchasing as a separate function helps 
redress the balance and strengthen the power of 
managers.

 ■ Patients, who in markets for other goods and ser-
vices would be the purchasers, are believed—for 
the reasons laid out earlier—to be in a weak posi-
tion to be active purchasers.

 ■ In health systems such as that in the United States, 
where there has been considerable third-party 
payment (i.e., insurance agencies pay providers), 
cost escalation has been a major problem because 

patients choose their health provider, who is then 
reimbursed by the insurer. Although the insurers 
fund a large volume of services, traditionally they 
did not use this power to influence either the quan-
tity or the price of services provided. The develop-
ment of the managed care approach has led to an 
emphasis on the role of the purchaser as managing 
the provision of health services and ensuring that 
there are incentives for efficiency and cost con-
tainment (and also for equity, where the purchaser 
has public responsibilities). “Strategic purchasing” 
has included, for example, strict control over uti-
lization, especially of specialists and of inpatient 
care; controlling drug costs by creating drug for-
mularies and using generic medications; and dis-
ease prevention and management programs.

Purchasers may be of different types and sizes. 
The most limited role would be that assumed by an 
insurance agency, whose concerns are solely the 
patient group it cares for and ensuring it maintains its 
position in the marketplace. The most extensive role 
occurs when a purchaser has responsibilities for the 
health services of the population of a defined geo-
graphic area, and hence can plan services on a popula-
tion basis. This is the position of public purchasers in 
health systems where the roles of purchaser and pro-
vider are distinguished. Agreements with providers 
define the services needed; these agreements may be 
formal legal contracts (and need to be, where provid-
ers are private bodies) or, alternatively, may simply be 
management agreements.

An important issue in the design of a purchasing 
role is whether there should be a single purchaser or 
a number of purchasers that compete with each other 
for clients. Private insurance agencies compete for cli-
ents, and it can be argued that this competition creates 
pressures for efficiency and services that meet client 
preferences. It remains an open question for tax-
funded and social insurance–funded health systems 
whether a single purchaser or multiple purchasers 
is desirable. Reasons for caution about encouraging 
competition among purchasers include the following:

 ■ If the system of allocating funds does not provide 
adequate compensation for meeting the costs of 
the health risks covered, the purchaser will have 
an incentive to avoid enrolling those individuals 
who are considered more expensive risks; this 
problem is known as cream skimming. In reality, 
it is difficult to predict the health service needs of 
a given population and compensate purchasers 
appropriately.

 ■ It can be difficult for individuals to choose between 
competing purchasers: The more superficial 
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aspects of the promised package of health services 
may influence them, rather than technical qual-
ity, which is more difficult to judge. This would 
then lead purchasers to compete on the superficial 
aspects.

 ■ If there are economies of scale in purchasing, 
these may be lost.

 ■ Transactions costs—the costs of agreeing on 
arrangements for purchasing services—may be 
higher.

Whatever the number of purchasers, information 
systems are crucial in enabling purchasers to carry out 
their role. Government health systems traditionally 
have poor information on cost and quality, so new 
systems have to be developed to underpin the pur-
chasing function. Insurance agencies often have much 
information since they are paying for services, but 
rarely exploit these data to monitor providers. Pur-
chasers need information to act as active purchasers, 
including information on provider performance (e.g., 
waiting times, specific health outcomes where this can 
clearly be related to services provided) and adherence 
to standard treatment protocols (e.g., with respect to 
use of antibiotics).

Payment Mechanisms
A key influence on the success with which the pur-
chasing role is carried out is the method chosen to 
pay providers, whether these be bodies responsible for 
services for specific populations, individual providers, 
or specific facilities. Although financial remuneration 
is not the only influence on provider performance, it is 
certainly a powerful one.

Authorities responsible for the provision of ser-
vices to a specific population can be assigned a global 
budget. A key issue, then, is how that budget is deter-
mined. There has been increasing interest in using 
a resource allocation formula to calculate the bud-
get appropriate to the populations of different geo-
graphic areas. The most well-known example is found 
in the United Kingdom, where funds have been allo-
cated from the national level to regions using a for-
mula that reflects the need for health services of each 
region, as proxied by indicators such as size of pop-
ulation and standardized mortality ratios (Depart-
ment of Health and Social Security, 1976). Similar 
formulas have been used in South Africa and Zam-
bia to allocate funds geographically. This approach is 
combined with various methods of paying providers 
and facilities within each geographic area, and can 
be the means to ensure funding distribution reflects 
equity goals.

Providers can be paid by salary, fee for service, cap-
itation, or bundled payment (Porter & Kaplan, 2016). 
Salary represents a fixed annual payment unrelated to 
workload. Salary scales allow an individual’s remuner-
ation over time to be increased. Although in theory 
pay raises can be given on the basis of performance, 
in practice it is common for years of service alone to 
determine pay increases and promotions, thus under-
mining providers’ incentives to work hard. Another 
problem with salary payment that is not inherent in 
the method is the level of the salary. In low-income 
countries, healthcare providers often have low sala-
ries, further weakening their incentive to work hard 
or to work the required number of hours, and encour-
aging staff members to find additional ways of gener-
ating income, such as demanding informal payments 
from patients.

Additional elements can be added to salary pay-
ments to encourage good performance. These can be 
financial, as when an element of performance-related 
pay is included (e.g., a pay increase or end-of-year 
bonus can be based on a performance assessment), or 
nonfinancial (e.g., award of certificates or other ways 
of giving recognition to high performers).

Salary is the basis for remuneration in public sys-
tems, especially in hospitals and in privately owned 
facilities for nonmedical staff and even for physicians 
in some high-income countries. Although evidence is 
scanty, it is probably not uncommon in LMICs for at 
least some of the physicians in private hospitals to be 
salaried.

Fee for service has traditionally been the pay-
ment method for general physicians and specialists in 
a number of countries in continental Europe and in 
North America and Japan. It has also been adopted 
in some new social insurance schemes in Asia and 
eastern Europe. Physicians usually prefer this method 
of payment because it does not involve an employer/
employee relationship—a factor that explains its per-
sistence despite known problems with this payment 
mechanism. Where a financial agent pays the bill, 
there will be agreement on the fee schedule, which is 
usually negotiated with the medical association.

From a patient’s perspective—particularly a 
patient covered by insurance—the fee-for-service pay-
ment scheme is attractive. It readily permits free choice 
of doctors, since payment can follow the patient. It 
encourages the doctor to be responsive to the patient, 
and there is no incentive to underprovide. However, 
from a purchaser’s perspective, fee-for- service pay-
ment may encourage doctors to provide more con-
sultations and more expensive procedures, especially 
where an ethical framework for medical practice is 
not strongly established. Administrative costs can be 
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higher because of the need to monitor claims, and 
some degree of fraudulent claims is inevitable.

Some adjustments can be made to fee-for-service 
methods of payment to address some of these prob-
lems. For example, the overall budget can be fixed, as 
in Germany, so that volume of services in excess of 
that budgeted for will cause the fee per item of ser-
vice to fall. Alternatively, copayments can be required 
from patients, although there is little good evidence 
that these act as a constraint on physicians’ behavior; 
indeed, copayments may simply render care unafford-
able for lower-income groups in the population.

Capitation is the most common payment strategy 
for primary care services and involves a fixed payment 
per year per person registered with the provider. It 
may differ depending on the nature of the patient—
for example, a higher payment may be provided for 
the elderly and children, reflecting their greater needs 
for health services. Capitation payment has been the 
traditional form of payment for general physicians in 
much of Europe, sometimes supplemented by extra 
payments to encourage particular aspects of primary 
care services (such as primary care teams) or priority 
services (such as preventive care).

This payment system supports continuity of care 
and an emphasis on preventive services, not just cura-
tive care; it makes the general physician a gatekeeper 
for hospital care, thereby encouraging the provision 
of services at the lowest possible level. The capitation 
payment scheme leaves the doctor substantially free 
to practice medicine and to organize the primary care 
service with little interference and with minimum 
administration. From the patient’s point of view, cap-
itation can ensure a personal relationship with a doc-
tor and a personal medical record, although changing 
doctors may be difficult. However, because payment 
does not depend on the number of times a patient 
is seen, it can also encourage doctors to minimize 
the volume of services given to patients and to refer 
patients to the hospital unnecessarily, subject only 
to the need to keep patients sufficiently satisfied that 
they do not change doctors. Doctors may also try to 
avoid registering the more demanding and expensive 
patients. The extent to which this is a problem will 
depend on how much of the cost of services is cov-
ered by the capitation fee (e.g., whether drugs are paid 
for separately) and to what degree the capitation fee is 
adjusted for the risks of specific patient groups, such 
as the elderly.

Hospitals may be paid a fixed annual budget 
(often called a global budget) or in a variety of ways 
that reflect workload. Fixed budgets have tradition-
ally been paid to public hospitals, but some countries 

have introduced them even for private hospitals that 
are paid by an insurance fund. Budgets are a highly 
effective means of cost containment and can provide 
a manager with great flexibility if discretion is allowed 
on line-item expenditures. However, there can be lit-
tle incentive to have a high turnover of patients (since 
this increases costs) or to provide good-quality ser-
vice. These problems can be addressed by good mon-
itoring systems.

Payments to hospitals that reflect workload can be 
based on itemized bill, daily rate (including all recur-
rent costs), average cost per patient, case adjusted for 
diagnosis, types of services, or block and volume con-
tracts. These payment models range from the most 
detailed—and therefore the most demanding and 
costly to administer—to the least detailed and the 
simplest to administer. All have their own particular 
advantages and disadvantages.

Payment by itemized bill has the same inherent 
problems as fee for service for doctors: It can encour-
age excessive procedures and hospital stays. Per diem 
rates discourage excessive procedures but encourage 
unnecessary stays. Average cost per patient discour-
ages long length of stay but does not encourage tech-
nical efficiency. Case-based payment, particularly as 
developed in the United States with the diagnosis- 
related group approach, reimburses hospitals for the 
“average” case but provides an incentive to classify 
patients in more expensive groups or to shift patients 
out of the hospital earlier. Case-based payment is also 
information intensive and hence costly to administer. 
Bundled payment has developed to address the issues 
of case-based payment, notably by “bundling” all care 
needed for a particular episode in one payment, and 
making payment contingent on patient outcomes.

The introduction of contracts into the United 
Kingdom health system was accompanied in the 
early years mainly by block and volume contracts. In 
the former, a provider is contracted to deliver one or 
more services (e.g., acute hospital services) to a given 
population for a fixed sum—it is, in effect, a capita-
tion payment. A block contract transfers financial risk 
to the provider, so it may encourage cream skimming 
and the provision of too few services. This type of pay-
ment, which is often risk adjusted to a certain extent, 
is increasingly being used in managed care arrange-
ments and between social insurance agencies and 
providers, as in Thailand. In contrast, volume con-
tracts are appropriate where the purchaser wishes to 
limit the number of procedures paid for (e.g., elective 
surgery). Purchasers can use these contracts to take 
advantage of economies of scale that can be achieved 
by larger units with high volume.
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These many different payment methods provide a 
confusing range of options. The key issues relate to the 
risks of undesirable consequences; they are summa-
rized in TABLE 13-4. In particular:

 ■ What are the incentives to overprovide or under-
provide services to patients within the facility?  
A key issue is whether the purchaser or the 
 provider bears the financial risk.

 ■ What are the incentives to be technically efficient?
 ■ What are the incentives to exclude altogether cer-

tain types of patients?
 ■ Given these incentives, what are the administra-

tive costs of the payment system together with the 
monitoring required to prevent abuse?

This provides a rather crude basis for evaluating 
methods—not least because financial remuneration, 
although important, is not the only factor affecting 
the behavior of providers. The effects of a method in 
practice will also depend on the system and context 
within which it is introduced—for example, the extent 
to which the following characteristics are present:

 ■ Purchasers or patients can change providers.
 ■ Strict ethical standards are adhered to and moni-

tored by the medical profession, thereby limiting 
cream skimming and both under-provision and 
over-provision of services.

 ■ The media are active in publicizing cases of med-
ical negligence.

 ■ Consumers are well informed and able to exercise 
their right to choice effectively.

Because each payment approach has its advantages 
and disadvantages, which also depend on the context 
in which it is introduced, it is difficult to be prescrip-
tive. In practice, some of the problems with any one 
method may be addressed by combining methods (e.g., 
using capitation payment but with additional fees for 
certain procedures). Perhaps the strongest conclu-
sion that can be drawn is that fee-for-service payment 
should be avoided as the main payment approach. 
Ensor et al. (1997) concluded that providing care on a 
fee-for- service basis costs one-third more than using 
capitation, without substantial differences in health 

TABLE 13-4 Key Payment Methods and Their Consequences

Payment Method Unit of Services Paid For Key Undesirable Consequences

Salary Usually one month’s work Restrict number of patients and services 
provided

Fee for service Individual acts or visits Expand number of cases seen and service 
intensity; provide more expensive services 
and drugs

Capitation/block contract All relevant services (e.g., primary care; 
hospital care) for a patient in a given 
time period

Attract more healthy registered patients 
and avoid less healthy ones; minimize 
contacts per patient and service intensity

Fixed budget All services provided by a facility in a 
given time period

Reduce number of patients and services 
provided; keep patients in hospital longer

Daily rate Patient-day Expand number of bed-days (through 
longer stays or more admissions)

Case payment Cases of different types Expand the less serious cases seen; 
decrease service intensity; provide less 
expensive services

Bundled payment linked to 
patient outcome

Single payment, contingent on 
outcomes, for all care required to treat 
condition, regardless of who provides 
care and where

Lack of clarity over episodes of care for 
chronic conditions; discourage necessary 
specialty care 

Data from Bennett, S. (1997). Health-care markets: Defining characteristics. In S. Bennett, B. McPake, & A. Mills (Eds.), Private health providers in developing countries (pp. 85–101). London, UK: Zed Books.
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outcomes, and that fee-for- service payment for outpa-
tient care is associated with 11% higher expenditures 
in OECD countries. Other points are that no payment 
method will work well if providers think they are seri-
ously underpaid, and the more complex the payment 
method, the greater the need is for a sophisticated 
information system that organizes payment and moni-
tors provider behavior.

Innovations in Resource Allocation
Many countries have introduced changes to tradi-
tional approaches to allocating resources and paying 
providers. One of the most common features of health 
system strengthening programs has been the introduc-
tion of a purchaser–provider split in public systems 
that were previously integrated. For example, in Thai-
land, the social security office acts as a purchaser on 
behalf of the insureds and accredits and monitors the 
hospitals that they use. Along with the specification of 
the purchaser’s role has come an emphasis on contrac-
tual arrangements between purchasers and providers. 
At one extreme, these arrangements may be seen as 
no more than the formalization of a management rela-
tionship, as where annual contracts are agreed upon 
between the ministry of health and a regional health 
authority (Trinidad), or between a province and a dis-
trict (South Africa, Zambia, and Zimbabwe). At the 
other extreme, the contracts may be awarded on a 
competitive basis and may be legally binding. Despite 
the popularity of this type of reform, its value has not 
been well established, and reforms have experienced 
considerable implementation difficulties, especially 
where they were accompanied by a policy to decen-
tralize employment contracts of health workers.

Another development has been the use of out-
sourcing or contracts—usually with NGOs, though 
sometimes with commercial providers—to improve 
or expand service provision in contexts where gov-
ernments function poorly or have limited capacity 
(Liu, Hotchkiss, & Bose, 2008). The experiments with 
contracting district health services in Cambodia are 
widely quoted, and similar arrangements have been 
tried in Afghanistan and Rwanda, for example. Con-
tracting with NGOs has also been used widely to 
expand availability of disease-specific services such as 
HIV prevention and TB treatment.

Health system reforms have commonly involved 
changes to traditional modes of payment, although 
the nature of the reforms has depended on the start-
ing point and can be severely constrained by power-
ful interest groups; hence, a great variety of reforms 
are apparent in practice. Although, in general, 

fee-for-service methods of payment are seen to be 
undesirable, countries such as those in eastern and 
central Europe that previously provided salaries to 
primary care providers have sought to raise remu-
neration levels and encourage greater productivity by 
using a mix of salary, fee for service, and capitation. 
Indeed, capitation appears to be one of the areas where 
there is the most experimentation worldwide. Tradi-
tionally an approach for paying primary care provid-
ers, capitation has been extended to pay for hospital 
services as well (e.g., in Thailand) and is the basis for 
payment in many managed care arrangements.

Global budgets for hospitals have been a feature in 
Europe under different funding regimes. Concern that 
they do not provide incentives for efficiency has led to 
the introduction of mechanisms that relate payment 
to measures of hospital activity, such as bed-days, 
cases, or even specific services. Some similar reform 
trends can be seen elsewhere; Thailand, Taiwan, and 
Korea have all tried case-based payments, with Thai-
land adopting the approach nationwide.

“Pay for performance” (also known as P4P and as 
results-based financing) to both individual workers 
and facilities has also attracted considerable interest. 
It can be distinguished from fee-for-service or case-
based payment by its aim to use measures of perfor-
mance rather than merely activity, though in practice 
this distinction may not be clear. Many individual 
studies have been done of various P4P schemes, and 
various systematic reviews are available as well. For 
example, Oxman and Fretheim (2009) concluded that 
there is good evidence that financial incentives tar-
geting recipients and providers can be effective in the 
short term in achieving well-defined behavioral goals, 
such as increased provision of specific primary care 
services. There is less evidence that they can sustain 
long-term change. There is also concern, and some 
evidence, of unintended consequences, including 
reducing the provision of non-incentivized services 
and gaming of the system (e.g., false reporting).

Concern that the poorest members of a popula-
tion often do not benefit from public funding has led 
to the use of various approaches to improve targeting, 
including geographic targeting through resource allo-
cation formulae, focusing additional funding on spe-
cific programs targeted at populations with the least 
access, equity funds that reimburse health facilities 
for exemptions, social funds that often involve local 
communities in decisions on spending (World Bank, 
2003, 2004), and vouchers or cash payments that 
channel purchasing power directly to those in need, 
such as vouchers for pregnant women that reduce 
the price of an insecticide-treated mosquito net, or 

624 Chapter 13 The Design of Health Systems



cash to pregnant women to help cover the costs of 
accessing safe delivery services. An evaluation of one 
of the world’s largest financial incentive programs 
( Powell-Jackson, Mazumdar, & Mills, 2015) found 
that such cash payments to women in India were asso-
ciated with increased use of maternity services, but 
not with reduced neonatal deaths, possibly because 
women predominantly sought care from faculties that 
were not equipped to handle complex cases.

In those countries introducing compulsory insur-
ance and those engaged in reforming their existing 
systems, a key—and controversial—issue has been 
whether to encourage competition between insurance 
funds and to encourage choice of insurer. In Colom-
bia and Argentina, for example, there is competition 
among insurers to enroll individuals in social insur-
ance, with insurers compensated by a risk-adjusted 
capitation payment (Londoño & Frenk, 1997). A 
study in Colombia found some evidence of sickness 
fund selection based on health status, confirming fears 
that cream skimming can be a problem in the pres-
ence of competitive pressures on insurers (Trujillo & 
McCalla, 2004). In India, the huge RSBY scheme uses 
competitive bidding to identify the insurer that will 
manage the scheme at the district level; this insurer is 
then required to enroll eligible households within the 
district (RSBY, 2017).

A trend that is likely to accelerate in the future is 
the increasing prominence of healthcare companies 
interested in breaking into LMIC markets. Options for 
involvement include contracting with governments or 
social insurance agencies to manage health programs 
for particular population groups, covering groups that 
are allowed to opt out of social insurance arrangements, 
or simply taking advantage of the growing demand for 
private hospital care, especially in South and East Asia. 
These developments are addressed in more detail in 
the International Trade and Health chapter.

The specification of basic or essential packages of 
interventions, which purchasers require providers to 
make available, was first proposed in the World Bank’s 
World Development Report 1993. This approach 
involves analyzing the burden of disease and the 
cost-effectiveness of interventions, so as to identify 
high-priority interventions that governments should 
ensure are universally available. It has been followed 
by the Disease Control Priorities Project, which in 
2017 completed its third iteration. This project has 
introduced several new features, most notably system-
atic assessment of priorities for intersectoral interven-
tions as well as health-sector interventions, and for the 
latter, allocation to five platforms—population-based 
care, community-level care, health center, first-level 

hospital, and referral hospital (Jamison et al., 2018). 
A “model” concept of essential universal health cov-
erage has 244 interventions that provides a starting 
point for country-specific analysis of priorities. Of 
these interventions, a total of 104 are considered to 
constitute a model highest-priority package.

While the global analyses have been replicated in 
a number of countries, shifting allocation of public 
subsidies away from lower-priority services such as 
tertiary hospital care has proved politically difficult, 
and there is as yet inadequate evidence of the success-
ful implementation of this approach to priority set-
ting. Perhaps as a consequence, attention has turned 
to the institutions needed by countries to support the 
priority-setting process and embed health technology 
assessment processes in routine public decision mak-
ing. Both NICE (the U.K. National Institute for Health 
and Care Excellence) and HiTAP (the Thai Health 
Intervention and Technology Assessment Program) 
have provided examples of how this aim might be 
achieved (Tantivess, Teerawattananon, & Mills, 2009).

 ▸ Provision of Services
Health service providers in LMICs can be categorized 
into seven main groups:

1. Government-run health services for the 
general public (including the services of the 
ministry of health and those services com-
ing from other government ministries, such 
as local government and education).

2. Services run by social insurance agencies 
for the insured and their dependents.

3. NGO services, including those run by 
church organizations and charitable groups.

4. Occupational healthcare providers (medi-
cal services provided by employers for their 
employees). This includes services for the 
armed forces and police, which come under 
government ministries. Universities may 
also provide services for their own staff.

5. Private, for-profit allopathic providers, both 
individuals and facilities.

6. Traditional systems of medicine, such as 
Ayurveda, homeopathy, and Chinese medi-
cine; and traditional healers of various types, 
including traditional birth attendants.

7. The informal sector of drug peddlers and 
unqualified practitioners.

In general, the richer a country, the more orga-
nized and structured and the less diverse the system 
of health services provision. For example, over time 
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government-run services may be brought under the 
aegis of a single structure, as they were in the United 
Kingdom under successive rounds of reorganization; 
alternatively services of the ministry of health and 
social insurance agency may be amalgamated, as they 
were in Costa Rica. As government services and ser-
vices for the insured improve, there is less reason for 
employers’ health services to provide general medical 
care. Moreover, as regulatory structures strengthen, 
the informal sector becomes much smaller. Finally, 
as the availability and quality of prepaid health care 
improve, there is less reason for households to pur-
chase care directly.

Information on the physical supply of health ser-
vices in LMICs is sorely lacking, and indeed these data 
resources are much weaker than information on the 
demand side. At an aggregate level, for example, there 
is information on beds and health professionals. The 
number of hospital beds (acute and chronic) per 1,000 
people ranges from 0.10 in Mali and Iran, to 13.7 in 
Japan, and the number of physicians per 1,000 peo-
ple ranges from .01 in Liberia to 7.74 in Qatar (Index 
Mundi, 2017). But interpreting such data is difficult: 
The type and quality of health service inputs are var-
ied, and there is no agreed benchmark for what con-
stitutes under-provision or over-provision of services.

Another lens that can be used to examine the sup-
ply of health services is the level of use. This informa-
tion is more readily available from country surveys, 
but difficult to summarize because health services 
comprise many different types of services aimed 
at different age groups. However, countries can be 
assessed by, for example, the extent to which groups 
with specific needs, such as women and children, have 
high levels of coverage of antenatal care, immuniza-
tions, and so on. The Countdown to 2015 (now the 
Countdown to 2030), for example, has systematically 
assessed country performance on health outcomes 
and services for women and children (Countdown 
to 2015, 2015), and WHO is now tracking universal 
coverage progress including basic hospital access and 
health worker density (ratios of beds and physicians 
to population).

One of the key issues in health services provision 
has been what is called the public–private mix—that is, 
the relative numbers and performance of providers in 
the public and private sectors and how the two sectors 
interact. McPake (1997) has suggested that there may 
be at least three different patterns. Among the lowest- 
income countries, the formal private, for-profit sector 
is small, but especially in Africa there is a rather larger 
NGO sector. The informal sector is large, consisting of 
unregistered allopathic providers, drug sellers, and a 

variety of traditional practitioners. Most formal health 
services are provided by the government, but health 
workers often have their own private practice.

In some LMICs, especially in Asia, the private, 
for-profit sector plays a much more important role 
in health services delivery; this constitutes the sec-
ond pattern. For example, in India 70% of total health 
expenditures comes from private sources, and of this 
amount 89% takes the form of out-of-pocket pay-
ments (WHO, 2017). An estimated 93% of hospitals 
and 63% of hospital beds are privately owned, mainly 
by individual physicians (Peters et al., 2002). Large 
and concentrated populations may be one explanation 
for this pattern; another may be a longer history of 
Western health services and training of professionals, 
together with government health services that have 
never extended to provide coverage of the whole pop-
ulation. However, even in these countries, private pro-
vision is still concentrated at lower levels of the health 
system. For example, in India, private- sector provid-
ers are generally lacking at the tertiary care level, and 
the private sector provides 79% of outpatient care for 
those persons below the poverty line, much of it of low 
quality and provided by untrained providers including 
drug sellers.

McPake (1997) has also identified a third pattern 
of provision, in countries with rather higher per cap-
ita GNP. This pattern usually includes a major role 
for social insurance (funding services either through 
its own facilities, as is common in Latin America, or 
through mixed public and private providers, as is more 
common in Asia) and a private sector that is playing 
an increasingly important role in healthcare provision 
(certainly at the secondary level and sometimes also at 
the tertiary level).

Because the relative roles of public and private 
sectors have been a key policy question, there has 
been much interest in whether private providers are 
more efficient than public providers. Basu et al. (2012) 
undertook a systematic review of this issue in relation 
to the themes of accessibility and responsiveness; qual-
ity; outcomes; accountability, transparency, and regu-
lation; fairness and equity; and efficiency. This review 
confirmed some existing views: Private providers had 
poorer medical standards of practice and patient out-
comes, but patients valued their more speedy care and 
greater responsiveness. Efficiency tended to be lower 
in the private sector than in the public sector, in part 
because of incentives in the former to provide unnec-
essary tests and drugs. Public-sector services were 
more likely to suffer from lack of resources: equip-
ment, drugs, and trained health workers. If the pri-
vate sector is defined broadly, to include unlicensed 
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and uncertified providers, more care was obtained in 
the private sector than in the public sector; however, 
if unlicensed healthcare providers are excluded, the 
majority of people accessed public-sector care.

This review demonstrates the challenge of com-
paring the public sector with a private sector that is 
enormously diverse, both within a country and across 
countries. In India, for example, at one end of the 
spectrum are private hospitals delivering services 
of international standard; at the other end are unli-
censed and unqualified practitioners using Western 
prescription drugs. In between are trained physicians 
and Western-style hospitals whose quality of care can 
be extremely poor (Bennett, 1997). Private clinics, 
although in theory run by doctors, in practice often 
depend on staff with little training because, in many 
countries, doctors will also have a public post where 
they spend at least some part of their time, as well 
as a stake in several clinics. Financial relationships 
between different types of facilities are also a concern 
in a number of countries; hospitals, laboratories, and 
diagnostic centers may pay general practitioners to 
refer patients to them or may pass a share of their fee 
to the referring physician.

While public-sector services show less extremes 
of performance, they also commonly demonstrate 
problems of inefficiency. While absolute lack of 
resources can limit their costliness, there is consider-
able  evidence of poor resource use, such as low staff 
productivity and waste of drugs and supplies (WHO, 
2010b). As in the case of private facilities, a variety of 
explanations can be posited for observed public pro-
vider inefficiencies, some of which do not relate to 
ownership per se. In particular, decision making may 
be centralized and staff at hospital level given little 
power to control resource use. Low salaries also con-
tribute to poor performance, because they reduce staff 
motivation, and staff may need to spend time gener-
ating income in other ways to ensure an income ade-
quate for survival.

Innovations in Service Provision
Initiatives to strengthen service provision have 
included decentralization, increasing competition and 
diversity of ownership, strengthening primary care 
services, and quality improvement.

Decentralization of management of services has 
been an almost universal theme for many years. At 
the national level, decentralization has taken the form 
of restructuring the role and functions of the min-
istry of health. For example, some countries have 
created executive agencies to take over management 

responsibility at the national level (e.g., Ghana), leav-
ing the ministry to concentrate on regulation, pol-
icy, and monitoring. Some form of decentralization 
to intermediate and local levels is also a common 
theme. Most countries taking this tack have chosen 
to decentralize services within a hierarchical struc-
ture with the ministry of health at the top, although 
there are some notable examples of devolution of 
health to local government (e.g., the Philippines). 
Finally, decentralization to the hospital level is a 
common trend in countries with centrally funded, 
 public systems of health provision (Mills et al., 2001). 
In the lowest-income countries, because of limits on 
management capacity, this reform may be confined 
to teaching hospitals, but in some countries, such as 
Indonesia, a wider range of hospitals have been made 
“autonomous” or “corporatized.”

Competition between providers is also being 
widely promoted as a means to encourage efficiency, 
albeit with rather more caution and doubts about 
its effects than in the case of decentralization. Like-
wise, diversity of ownership is promoted as a means 
to increase competitive pressures, especially within 
poorly performing public systems of provision. Afri-
can governments have been urged to give greater 
emphasis to NGOs. In a number of Southeast Asian 
countries, tax incentives have been provided for the 
construction of private hospitals (e.g., India, Philip-
pines, Thailand), although from the perspective of the 
health sector as a whole there are considerable doubts 
about the desirability of this policy (Mills et al., 2001).

Strengthening the role of primary care has long 
been a theme in reforms in many countries, although 
often without substantial changes in resource alloca-
tion patterns. Comparative historical studies of coun-
tries that have seen considerable improvements in 
the health status of their populations, while spending 
only a relatively modest amount per capita, have high-
lighted the role that an effective primary care system 
played in these health gains (Balabanova et al., 2013). 
The recent emphasis on universal coverage has also 
focused attention on the critical importance of ensu-
ing everyone has access at least to good-quality pri-
mary care and referral to a local hospital. The United 
Kingdom’s reforms of the 1990s, which gave funds 
to primary care doctors to purchase other services, 
have aroused much interest, although efforts to create 
high-quality primary care services, with a gatekeeper 
role for the primary care provider, do not as yet appear 
to feature strongly in reforms in most LMICs, with the 
exception of Thailand. Policies haves focused on more 
incremental changes, such as integrating disease- 
specific services into primary care.

Provision of Services 627



Included in many country plans have been mea-
sures to improve the quality of the services provided. 
In high-income countries, a range of approaches is 
being used, including evidence-based medicine, tech-
nology assessment, clinical guidelines, medical audits, 
quality assurance methods, and payment incentives. 
These are beginning to appear in less wealthy coun-
tries as well, but in the lowest-income countries more 
basic problems have been addressed, such as availabil-
ity of drugs and supplies, improvement of staff skills, 
and maintenance of equipment.

Increasingly, human resources are being high-
lighted as an area where improvements are most 
needed. In many of the poorest countries, the num-
ber of trained health providers is grossly inadequate to 
provide even a basic package of services to the whole 
population. The international brain drain has also 
had a devastating effect on some countries (Cometto, 
Tulenko, Muula, & Krech, 2013). Brain drain is one 
symptom of a widespread problem in many coun-
tries whose health systems are characterized by low 
financial remuneration of health workers, low moti-
vation, poor working conditions, and poor perfor-
mance. To remedy this problem, it has to be tackled by 
action on a number of fronts. Promising approaches 
include greater use of nonphysician clinicians and 
community-based workers; improved working and 
living  conditions; and support for circular migration, 
in which migrants are encouraged to return to their 
home country having gained valuable skills and expe-
rience elsewhere.

Countries have also sought to increase the 
influence of users and communities over health 
 providers—to encourage patient-centered care, and to 
hold providers accountable for good performance—
although there are few well-evaluated examples. In 
many of the poorest countries, local government 
structures are weak, ruling them out as an immedi-
ate means for ensuring local representation. Some 
reforms include the introduction of health or hospital 
boards with citizen representation. Often community 
involvement is seen to occur via NGOs rather than 
government health services. Little attention has been 
paid to patient rights, and patients tend to appear as 
the object of reforms, rather than as the subject.

 ▸ Performance of Different 
Types of Systems

The previous sections have demonstrated that the 
design of health systems varies greatly between coun-
tries, particularly with respect to the following:

 ■ The sources of funding (e.g., balance between 
general taxes, insurance contributions, and out-
of-pocket payments)

 ■ The number and degree of integration of financing 
agents and providers (are there large numbers of 
financing agents or one major one, such as a min-
istry of health or single social insurance agency; 
are financing agents and providers integrated or 
separated?)

 ■ The ownership of providers (public; private, not-
for-profit; private, for-profit)

 ■ The extent to which the whole population of a 
country has access to the same services, or differ-
ent groups in the population have different enti-
tlements and use different providers

Perhaps not surprisingly, these marked differ-
ences have led to intense debate over whether any 
one design can be shown to perform better—in 
terms of criteria such as efficiency and equity—than 
any other design. Attention has particularly focused 
on differences between the U.S., Canadian, and Brit-
ish systems. The United States has historically relied 
heavily on voluntary insurance organized largely 
through employers, plus publicly funded programs 
for low-income patients and older adults. Canada has 
a compulsory national insurance system, whereas the 
United Kingdom relies largely on general tax revenues 
to finance its health system. Whereas most services 
in the United Kingdom are publicly owned, privately 
owned services play an important role in Canada and 
especially the United States. 

TABLE 13-5 shows some key comparative indica-
tors for the United States and Canada for 2009 or 
a similar time frame (Folland, Goodman, & Stano, 
2013). As seen in the table, Canada had substantially 
lower per capita spending on health and GDP share 
than the United States. The United States spent 82% 
more on health care per capita than Canada, even 
though 19% of its population had no health insur-
ance in 2009. Health status indicators such as life 
expectancy were better in Canada. Studies of wait-
ing times and physician practice patterns show that 
in some instances Canadians got less health care or 
had to wait longer for services, but there were few 
observable effects on mortality and other outcome 
indicators.

Explanations as to why Canada spent less high-
lights two key differences between the U.S. and Cana-
dian health systems. First, physician fees and hospital 
costs were significantly lower in Canada, no doubt 
because these charges are regulated. Physician fees are 
negotiated between physician associations and prov-
inces, and hospital budgets are set by the provinces. 
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Second, the Canadian system had substantially lower 
administrative costs. Administrative costs accounted 
for an estimated 31% of total healthcare spending in 
the United States in 1999, as compared to 16.7% in 
Canada. Studies comparing expenditures in a larger 
number of rich countries have found that countries 
in which health services are financed primarily by 
private payments have the highest expenditures, but 
there is no evidence that this higher spending trans-
lates into better health status. Health systems where 
there is comprehensive risk pooling based on compul-
sory insurance or tax finance and covering the whole 
population appear to be more cost-effective (McPake 
et al., 2013).

Similar, detailed comparisons have not been done 
for LMICs. They can take two key lessons from richer 
countries:

 ■ A significant public share in financing enables 
greater control over expenditures, meaning that 
higher population coverage can be achieved at 
lower cost.

 ■ The greater the fragmentation of the health system 
and the greater the reliance on private insurance, 
the greater the proportion of total health expendi-
tures consumed by administrative costs.

However, rich countries demonstrate that there 
are a variety of ways in which a strong public role and 

TABLE 13-5 Comparative Data on U.S. and Canadian Health Systems

Indicators Canada United States

Population, 2010 (in millions) 33.6 309.1

GDP per capita, 2010 (2010 $US) 39,400 47,200

Per capita health expenditure, 2009 ($US PPP) 4,363 7,960

Health spending, 2009 (% of GDP) 11.4 17.4

Percentage of health spending, 2008:

Public expenditures 70.2 46.5

Inpatient care 27.3 24.5

Outpatient care 25.4 44.2

Pharmaceuticals 17.2 11.9

Acute care inpatient beds/1,000 population, 2007 1.8 2.7

Average length of stay, 2007 (acute care days) 7.5 5.5

Uninsured population, 2009 (%) 0.0 18.7

Out-of-pocket payments per capita, 2009 ($) 636 976

Private insurance expenditures on health, 2009 (%) 13.4 34.4

Life expectancy (years) at birth: females, 2005 83.0 80.4

Life expectancy (years) at birth: males, 2005 78.3 75.4

Note: Financial data are given in U.S. dollars.

Modified from Folland, S., Goodman, A. C., & Stano, M. (2013). The economics of health and health care (7th ed.). Upper Saddle River, NJ: Prentice Hall.
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coordinated health system can be achieved, and that 
the traditional model prevalent in many LMICs of an 
integrated public system financed from general taxa-
tion is only one approach.

 ▸ Universal Health Coverage 
and Global Health Security

Two themes are currently dominating health systems 
concerns in LMICs, and are considered here because 
they concern the system as a whole rather than the 
individual functions that were considered separately 
earlier in this chapter. These themes are universal 
health coverage and global health security.

In 2010, the World Health Organization urged its 
members to aim to provide affordable universal cover-
age and access, defined as ensuring that all people can 
use the promotive, preventive, curative, and rehabili-
tative health services they need, of sufficient quality to 
be effective, while ensuring that the use of these ser-
vices does not expose the user to financial hardship. 
This call to action accelerated a new global movement, 
which gradually became endorsed by all the major 
global players in global health. Universal health cov-
erage was recognized in the SDGs, with goal 3, target 
3.8, specifically assessing progress toward it. Existing 
initiatives relating to donor coordination and health 
system strengthening were built on to establish the 
International Health Partnership for UHC 2030. The 
WHO and World Bank support the global coordina-
tion of UHC 2030.

Universal health coverage requires countries to 
address health system weaknesses and limitations 
on a number of fronts. In terms of governance and 
regulation, two aspects are critical. First, govern-
ments need to commit to support the development 
of the social solidarity that is required to underpin a 
universal health coverage goal. Although universal-
ity is most likely to be achieved via a combination 
of arrangements and through prioritizing a lim-
ited range of services, it still requires governments 
to demonstrate a commitment to equity that has 
often not been visible in the past. Second, given that 
resources need to be deployed across both the public 
and private sectors, strengthening the regulatory role 
of government will be critical in enabling resources 
currently in the private sector to be deployed to sup-
port universal health coverage.

Financing poses major challenges given the cost 
of even a limited basic package of services. Jamison 
et al. (2018) calculate that achieving full implemen-
tation in 2030 (assuming 80% effective coverage) of 

their highest-priority package would cost $25–$45 (in 
2012 dollars) per capita per year on top of what low- 
income countries are already spending; implementing 
the essential package would cost $57–$103 per capita. 
Even the high-priority package would require low- 
income countries to spend an additional 3% to 5.5% of 
their current gross national income on health care. In 
 lower-middle-income countries, this increase would 
be 1.3% to 2.1%, a more affordable level.

While economic growth should help generate 
some of the resources, Ly et al. (2017) have identi-
fied a major challenge by analyzing the changes in the 
composition of health expenditures in sub- Saharan 
Africa from 1995—namely, the increase in govern-
ment expenditures on health since 1995 has not been 
sufficient to compensate for the reduction of devel-
opment assistance for health as countries “graduate” 
from low-income to middle-income status. Indeed, Ly 
et al. found that out-of-pocket expenditures increased 
during this transition. These authors argue for an 
approach to universal health coverage based on “pro-
gressive pragmatism,” consisting of governments and 
donors agreeing on feasible targets based on the eco-
nomic situation of the countries and donor finances, 
adapted to the sociopolitical realities at the national 
and global levels. Their list of recommendations for 
different countries demonstrates the changes also 
required in the resource allocation and provision 
functions to underpin universal health coverage, as 
well as in the broader economy:

 ■ Middle-income countries that can afford the 
resource package (such as South Africa) need to 
focus on governance, service quality, reduction of 
income inequality, and strengthening of tax sys-
tems to reduce dependency on natural resources.

 ■ Low-income countries that will soon graduate to 
middle-income status (such as Kenya) face the 
challenge of decreasing donor support before 
they have developed sufficient domestic resource 
mobilization strategies. Apart from agreeing on 
transitional amounts of external funding and 
improving domestic resource mobilization, these 
countries need to address issues of insurance pool 
fragmentation, management capacity, and the 
delivery of cost-effective, high-quality services.

 ■ Low-income countries that will not be able to 
afford an essential package of services by 2030 
(such as Madagascar and Sierra Leone) will still 
rely on donor financing, but should focus their 
attention on economic growth.

The second theme is that of global health security. 
During the 64th General Assembly in 2011, WHO 
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adopted a resolution to strengthen national health 
emergency capacities and health system resilience. 
Threats to health include emerging infectious dis-
eases, human-made and natural disasters, and con-
flicts. There is increasing recognition that to respond 
to health emergencies effectively, a health system 
needs to be resilient (Kruk et al., 2015). In a review of 
health system resilience, Bayntun et al. (2012) found 
that each of the health system building blocks includes 
elements to build resilience, but also important 
aspects that have not been considered. For instance, 
while there has been recognition of the importance 
of training health workers on disaster management, 
less attention has been paid to establishing the com-
mitment and ensuring the welfare of health workers 
during such events. Health workers are at high risk 
of infection in pandemics, for example, and need to 
be reassured that they will have access to the right 
equipment, prophylaxis, and treatment. Other areas 
that need improvement include incorporating ethi-
cal decision making into leadership and governance 
structures, improving the use of information systems 
and communication, carefully considering the suit-
ability of a mass vaccination campaign, having clear 
financing policies as part of disaster preparedness 
plans, investing in community preparedness capabili-
ties, and safeguarding medical records.

Despite these commitments and needs assess-
ments, the health systems of the three countries most 
affected by the 2013–2016 Ebola outbreak (Sierra 
Leone, Liberia, and Guinea) were weak and under-
funded (Kieny, Evans, Schmets, & Kadandale, 2014). 
Most external funding was given to support HIV, 
malaria, TB, and maternal health, with insufficient 
investment in health system capacity. Their health 
systems’ weaknesses had devastating consequences 
not just for the three countries’ capacity to diagnose 
and treat infected individuals, but also to cope with 
routine work such as deliveries, malaria, and chronic 
conditions.

A group of experts, reflecting on the aftermath 
of the Ebola outbreak in West Africa, conceptualized 
health security as both collective security (epidemics 
crossing national borders) and individual security 
(access to safe and effective health services, prod-
ucts, and technologies) (Heymann et al., 2015). In 
particular, the authors pointed to the importance of 
addressing the quality of drugs, better allocation of 
resources, and management of migration, and called 
for global action in achieving universal health cov-
erage. Health security and concepts of resilience are 
addressed in greater detail in the Public Health Infra-
structure chapter.

 ▸ Conclusion
This chapter has outlined the main components of 
health systems in LMICs. It has focused mainly on the 
healthcare system, with little attention (due to lack of 
space) given to the sectors that supply resources to the 
health system (such as education and training insti-
tutions, and the pharmaceutical, medical supplies, 
and medical equipment industries) or to broader 
influences on health, such as government policies on 
smoking, alcohol consumption, and transport—all 
of which have major impacts on health. Other chap-
ters of this text provide complementary material that 
addresses those topics.

The key functions of health systems are gover-
nance and regulation, financing, resource allocation, 
and health services provision, and the key actors as the 
government, populations, financing agents, and pro-
viders. Although these core elements can be identified 
in all systems, the number of bodies involved in each 
one, and the way they relate to each other, differs enor-
mously in practice, making it difficult to draw clear 
conclusions on whether any one arrangement of func-
tions and actors is better than any other.

The key problems of health systems in LMICs can 
be summarized as follows:

 ■ In many low-income countries, resources and 
funds are grossly inadequate to provide even a 
basic level of care for the population, with a num-
ber of sub-Saharan African governments spend-
ing less than $20 per capita on health services.

 ■ Levels of health produced by health systems are 
often lower than what is technically possible.

 ■ Many activities funded by the public sector are not 
cost-effective, and coverage of interventions that 
are highly cost-effective is inadequate (Jamison, 
2015). Conversely, too high a share of the budget 
is spent on hospital care, especially higher levels 
of hospital care.

 ■ Health systems operate with low or variable lev-
els of technical efficiency. Studies of facility costs 
invariably show great variation in costs across 
similar types of services, to an extent that is not 
easily explained by differences in quality but is 
more likely to be due to problems of managing 
resources.

 ■ Quality of services is poor in public facilities, 
especially in the poorer countries where funds 
are limited, health service inputs are in short sup-
ply, equipment is poorly maintained, and staff 
are poorly paid and hence poorly motivated; staff 
are often criticized for their lack of courtesy to 
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patients and lack of responsiveness to their needs. 
Many private services are also often of low quality 
and almost completely unregulated.

 ■ The possibilities for health interventions created by 
technological developments place ever- increasing 
demands on limited funds, accentuating the need 
for governments to consider ways of setting pri-
orities and defining limits on which services can 
be provided.

 ■ New problems, such as the growing importance of 
chronic diseases, are putting even greater pressure 
on health systems.

 ■ Numbers of healthcare workers are grossly inade-
quate in most countries, and their unequal distri-
bution means that rural services have even worse 
staffing levels.

 ■ Most LMICs fare poorly in terms of both equity 
of access to health services and equity of payment 
for services, with a few notable exceptions. Poorer 
households commonly use health services less fre-
quently, especially in rural areas where access is 
more difficult and expensive, and spend a much 
higher proportion of their income on health ser-
vices, partly because public subsidies do not meet 
their needs well.

In recent years, health systems have been charac-
terized by the following trends:

 ■ An emphasis on the regulatory and enabling role 
of the state

 ■ An emphasis on increasing public control over 
sources of funding and increasing risk pooling

 ■ More explicit prioritization of which services can 
be financed and provided, especially by the public 
sector and in terms of cost-effectiveness criteria

 ■ A desire to improve targeting of public subsidies to 
those persons most in need of healthcare services

 ■ A greater role of the private sector, especially in 
the provision of health services

 ■ Greater decentralization of the management of 
provision within the public sector

 ■ Creation of arrangements that encourage compe-
tition between providers, in an attempt to improve 
efficiency and quality

 ■ Greater emphasis on the role of consumers and 
patients, as informed purchasers, in patient- 
centered care, and as citizens to whom providers 
should be accountable

A 2011 study by the OECD concluded that “there 
is no single type of healthcare system that performs 
systematically better in delivering cost-effective health 
care, as both market-based and more centralised 
command-and-control systems have strengths and 
weaknesses. It seems to be less the type of system that 
matters, but rather how it is managed” (p. 221). How-
ever, there is a tendency for ideology rather than good 
empirical evidence to drive reform policies. While val-
ues do and should play an important role in decisions 
relating to health systems, the relatively limited empir-
ical evidence on how best to improve the performance 
of health systems makes it challenging to resolve ideo-
logical arguments by reference to evidence. Moreover, 
reforms affect the position of powerful interest groups, 
which are likely to mobilize to block change. Far greater 
understanding is needed of the best ways both to intro-
duce reforms and manage these various interests.

Discussion Questions
1. How can the concepts of efficiency and equity 

be used to assess the performance of a health 
system?

2. Access to health care can be viewed as similar to 
access to other goods and services—that is, as 
dependent on an individual’s success in gaining 
or inheriting income, or as a right of citizenship 
that should not depend on individual income or 
wealth. Debate the relative merits of these two 
positions.

3. What should be the respective roles of the gov-
ernment and the private sector in the health sys-
tem of a LMIC of your choice?

4. What are the relative strengths and weaknesses 
of the main financing sources in a LMIC of your 
choice?

5. Outline the pros and cons of pay-for- performance 
mechanisms.
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CHAPTER 14

Public Health Infrastructure
James Whitworth, Siobhan Leir, Sakib Rokadiya, Osman Dar, and David L. Heymann

 ▸ Introduction

Infrastructure is “the basic services of social cap-
ital of a country, or part of it, which make eco-
nomic and social activities possible” (Rutherford, 

1992). In the context of public health, infrastructure 
can be described as “formal and enduring structures 
that support public health, having both tangible and 
intangible aspects and existing inside and outside the 
government sector,” comprising three main elements 
(Powles & Comim, 2003):

1. Institutions and institutional capacity 
(encompassing both state and nonstate 
actors) appropriate to predict, prevent, and 
respond to health problems:

 ■ Public health activities require legal and 
regulatory frameworks to enforce pub-
lic health measures, coupled with the 
broader contribution of health-related 
civic organizations.

 ■ Public health institutions must have 
the capacity to monitor and respond to 
changing patterns and determinants of 
disease. For example, infectious disease 
surveillance requires appropriate labo-
ratory facilities to identify pathogens.

2. Knowledge, as acquired and put to use both by 
the general population and by professionals:

 ■ The capacity of a country to take up and 
apply knowledge is a powerful predictor 

of mortality decline. Countries must 
devise systems to harness and effec-
tively implement global technological 
and intellectual developments.

 ■ A capable and qualified health work-
force is a crucial component of a strong 
public health infrastructure. The quality 
of vocational and research training in 
public health disciplines is a key deter-
minant of staff competency. The ability 
of professionals to acquire and assimi-
late the latest knowledge and develop-
ments in public health—increasingly 
via the use of digital technologies—also 
determines their effectiveness.

 ■ A well-informed and well-educated 
general population brings health ben-
efits by contributing to changes in 
behavior.

3. Commodities: Resources or physical 
infrastructure

 ■ For example, diagnostic tests, effective 
sewers, and safe water supplies.

Perhaps the most widely accepted definition of 
public health was provided by Donald Acheson in 
the 1988 report on Public Health in England: “Pub-
lic health is the science and art of preventing dis-
ease, prolonging life and promoting health through 
organised efforts of society.” This definition captures 
the hallmarks of modern public health theory and 
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practice—an emphasis on collective responsibility for 
health and the key role of the state, a population-level 
perspective, a concern for the underlying socioeco-
nomic determinants of health and disease linked to 
an emphasis on prevention, and an underscoring of 
the notion of public health as a multidisciplinary sub-
ject (Beaglehole & Bonita, 2004). Successfully trans-
lating public health theory into practice requires the 
establishment of all three main elements of strong 
and reliable public health infrastructure as outlined 
previously.

A robust public health infrastructure provides 
part of the necessary foundation for a well- functioning 
health system. The World Health Organization (WHO, 
2000) has defined health systems as encompassing all 
activities whose primary purpose is to promote, main-
tain, or restore health. This broad definition captures 
both formal healthcare services focused on personal 
healthcare and public health capabilities focused on 
promoting health and preventing sickness. The public 
health branch of a health system, which is the focus of 
this chapter, has been defined as “all public, private, 
and voluntary entities that contribute to the delivery 
of essential public health services within a jurisdic-
tion” (Centers for Disease Control and Prevention 
[CDC], 2014). It is important to distinguish between 
the two components of a health system, yet one must 
also understand that both must work effectively 
and synergistically to give rise to a well-functioning 
health system. These two components are inextricably 
linked. To illustrate, in the case of an infectious disease 
outbreak, a healthcare system without the support of 
strong public health capabilities will lack the ability to 
monitor disease trends and predict impending threats 
and, therefore, will be unable to plan and mobilize the 
response required (Heymann et al., 2015). Conversely, 
a public health system without strong primary and 
secondary healthcare services lacks both the “radar 
screen” to pick up the initial cases and the delivery 
system to execute an effective response (Commission 
on a Global Health Risk Framework for the Future, 
2016). Thus, both sets of services and capabilities are 
necessary to address public health threats. Indeed, 
healthcare systems require the flexibility to be scaled 
up in times of crisis. Meaningful investment in both 
health system branches is critical; however, in most 
countries, healthcare services—preventive, curative, 
and palliative interventions—account for the bulk of 
expenditure and activity (WHO, 2000). As discussed 
in the “Strengthening Public Health Systems” section 
of this chapter, it is generally agreed that there is a 
need to seek a better balance.

The WHO framework describing health sys-
tems in terms of six core components or “building 

blocks”—that is, service delivery, health workforce, 
health information systems, access to essential med-
icines, financing, and leadership/governance (WHO, 
2010)—does not help ensure that public health 
receives the appropriate attention. Indeed, it obscures 
the dynamic links between each component. It also 
fails to acknowledge the differences between the 
healthcare and public health branches of a health 
system, suffers from the lack of a community focus, 
and does not address either the underlying social and 
economic determinants of health or the role of non-
health- sector actors.

Adoption of the Sustainable Development Goals 
(SDGs) by the United Nations in 2015 presented an 
opportunity to develop an ambitious agenda for global 
health system reform grounded in intersectoral coop-
eration, resilience, human rights, and country own-
ership (Schäferhoff, Suzuki, Angelides,  & Hoffman, 
2015). The SDGs place people at the center, and one 
goal (SDG 3) relates explicitly to health: To “ensure 
healthy lives and promote wellbeing for all at all 
ages” (United Nations, 2015). Recognizing the broad 
determinants of health, attainment of the health tar-
gets contained within SDG 3 is dependent not only 
on actions within the health sector, but also on eco-
nomic, social, educational, and environmental factors. 
The field of public health practice is well placed to 
address these complex, multidisciplinary challenges. 
Indeed, it can be argued that each of the 17 SDGs has 
significant public health implications; thus, the SDGs 
can be interpreted as an agenda for public health to 
create the conditions in which people can be healthy 
( Bellagio District Public Health Workshop Partici-
pants, 2016; Fried, 2015).

Chapter Outline
In this chapter, we take a systems approach first to 
define essential public health functions, and then to 
review current practice and initiatives to strengthen 
the public health capabilities of health systems in 
low- and middle-income countries (LMICs). This 
discussion includes universal health coverage; 
global, regional, and community-based initiatives; 
laboratory capacity; human resources; and consid-
eration of responding to disasters and emergencies. 
We then examine the International Health Regula-
tions, the Global Health Security Agenda, and Joint 
External Evaluations. These derive from a public 
health perspective of health security, whereas the 
early sections of the chapter assume a human rights 
perspective. Most of the new funding for public 
health in recent years has been focused on these 
health security initiatives, and this is where much 

638 Chapter 14 Public Health Infrastructure



of the progress in strengthening public health infra-
structure has been seen.

 ▸ Essential Public Health 
Functions

Public health requires effective action by many dif-
ferent organizations and players at all levels of gover-
nance, whether local, national, or international. While 
the balance of responsibility will vary by context, the 
basic functions or services that must be assured in 
every locality remain broadly constant. The “10 Essen-
tial Public Health Functions,” first described by the 
CDC in 1994, serve as benchmarks for the activities 
that all public health agencies should undertake, and 
are organized under the three core functions of public 
health: assessment, policy development, and assur-
ance (CDC, 2014). These functions, which are listed 
in EXHIBIT 14-1, are discussed in more detail in the 
remainder of this section. The consensus is that coun-
tries and regions should adapt this list to produce a set 
of context-specific essential public health functions 
based on local stakeholder input (Bettcher,  Sapirie, & 
Goon, 1998; Bishai et al., 2016).

It is imperative that public health services moni-
tor and measure the health status of the community 
they serve. An accurate and periodic assessment of the 
population’s health through surveillance of disease and 
risk factor trends underpins the promotion of health 
and prevention of sickness. This may involve the use of 
a variety of methods and technologies to collect, store, 

interpret, and communicate data. Effective monitoring 
and analysis of trends allow for the timely identifica-
tion and investigation of potential health threats. Fur-
ther, a functioning health information system allows 
for future health needs to be anticipated, thereby 
enabling preventive measures to be implemented. The 
ability to respond effectively to an emerging health 
problem rests upon the availability of quality diagnos-
tic services, including laboratory capacity, and appro-
priate action plans to address major health threats. 
Mechanisms should also be in place to disseminate raw 
data and research results that may have value in com-
bating the health threat. This sharing of information 
facilitates a coordinated response and helps to ensure 
that any actions taken are informed by the evidence.

Public health activities cannot function effectively 
without community participation and buy-in from an 
informed, educated, and empowered population. A 
key component of the public health infrastructure, this 
support may be established through the implementa-
tion of initiatives to build knowledge and skills and 
by promoting the adoption of behaviors associated 
with favorable health outcomes. It is also necessary to 
stimulate the community to take appropriate actions 
to address health issues and ensure conditions pres-
ent in the community are conducive to good health. 
Communities can be engaged in this way through the 
mobilization of formal or informal community part-
nerships to support public health. Education at the 
individual and community levels is critical, as many 
public health problems are associated with human 
behaviors and lifestyles.

EXHIBIT 14-1 The 10 Essential Public Health Functions

Assessment
1. Monitor health status to identify and solve community health problems.
2. Diagnose and investigate health problems and health hazards in the community.

Policy Development
3. Inform, educate, and empower people about health issues.
4. Mobilize community partnerships and action to identify and solve health problems.
5. Develop policies and plans that support individual and community health efforts.

Assurance
6. Enforce laws and regulations that protect health and ensure safety.
7. Link people to needed personal health services and assure the provision of healthcare when otherwise 

unavailable.
8. Assure a competent public and personal healthcare workforce.
9. Evaluate the effectiveness, accessibility, and quality of personal and population-based health services.

10. Conduct research for new insights and innovative solutions to health problems. 

Reproduced from Centers for Disease Control and Prevention. (1994). The public health system and the 10 essential public health services. Retrieved from https://www.cdc.gov/stltpublichealth/public 
healthservices/essentialhealthservices.html 
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The formulation and enforcement of sound 
plans, policies, laws, and regulations are essential 
to support public health efforts, guide public health 
practice, and protect health. For example, these may 
include emergency response plans, policies mandat-
ing the reporting of highly transmissible diseases, or 
the regulation of environmental hazards. The review, 
evaluation, and revision of current regulations and 
laws should be conducted regularly as appropriate. 
Compliance efforts and enforcements should also be 
supported as needed. It is important to be aware that 
influencing politics, and thereby policy making, is an 
essential function of public health.

Actively linking people to health services and 
assuring the provision of healthcare when it might 
otherwise be unavailable or difficult to access are 
paramount given the health inequalities evident 
within every society. Achieving this goal requires 
identifying barriers to care, facilitating entry into a 
coordinated system of clinical care, assuring ongo-
ing care management, and providing appropriate and 
targeted health information for at-risk population 
groups. As health disparities, particularly with regard 
to communicable diseases, can affect society as a 
whole, there is a pragmatic as well as ethical rationale 
for addressing health inequalities at national and 
 international levels.

Central to the operation of an effective public 
health system is a competent public and personal 
health workforce. To assure such a workforce is 
available, health workers must be assessed regularly, 
standards maintained (e.g., through licensing require-
ments), and continual education provided, includ-
ing supporting the development of leaders with the 
vision essential to ensure the health of society and the 
implementation of innovative public health measures. 
Linked to this element is the need for ongoing evalu-
ation of the effectiveness, accessibility, and quality of 
health services.

Research is critical to the advancement of public 
health, as this is the way in which we refine current 
interventions and practices, and identify, monitor, 
and support the development of innovative solutions, 
incorporating cutting-edge technologies to address 
health issues. Given the explosive growth in the vol-
ume and complexity of data generated by health and 
other systems, new strategies and methods will be 
required to manage and analyze the massive amounts 
of data to glean insights of public health importance. 
It is therefore essential that public health practitioners 
continue to push the frontiers of science and tech-
nology to develop sophisticated research strategies. 
Subsequently, it is critical to ensure that such research 
knowledge is disseminated to and applied by public 

health practitioners and policy makers. Facilitating 
linkages between researchers and public health prac-
titioners and policy makers is important to ensure the 
timely translation of research advances into health 
policy and practice.

It is worth noting that items 7, 8, and 9 in Exhibit 
14-1 all refer to a healthcare system, recognizing the 
aforementioned interlinkage between public health 
activities and healthcare services. All 10 items link 
directly to, and are dependent on, the existence of an 
effective public health infrastructure.

 ▸ Strengthening Public Health 
Systems

Currently, healthcare systems (medical services focused 
on treating the sick) are given priority over public 
health systems (services responsible for protecting 
people from becoming sick) all over the world (WHO, 
2000). In other words, treatment tends to crowd out 
prevention. However, there is a broad consensus among 
public health experts that improving and maintaining 
population health cannot be achieved through a health 
system that focuses predominately on the sick. While 
a sickness-based system is necessary, it is not sufficient 
to identify and treat cases of high-burden conditions 
such as coronary heart disease, tuberculosis, and can-
cer. To anticipate evolving health threats and organize 
a timely response, human resources must be devoted 
to the monitoring and analysis of epidemiological data. 
In this sense, the public health system acts as the first 
line of defense against health crises, such as outbreaks 
of infectious diseases.

The Economic Case
Despite its crucial role, public health remains acutely 
under-resourced in most parts of the world. Being 
adequately prepared for future health threats has 
significant economic benefits as well as the obvious 
health benefits. To illustrate, the Commission on a 
Global Health Risk Framework for the Future (2016) 
estimates that an extra $4.5 billion per year is required 
to strengthen global and national preparedness and 
response efforts just to combat epidemic diseases. 
This figure includes expenditures for strengthen-
ing national public health systems, financing global 
 coordination and contingency efforts, and funding for 
research and development. 

To put this figure into perspective, the World Bank 
has estimated the cost of a severe pandemic (i.e., one 
on the scale of the 1918 influenza pandemic, which 
killed between 50 million and 100 million people in a 
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global population of less than 2 billion) at more than 
$3 trillion, or 4.8% of global gross domestic product 
(GDP) (Jonas, 2014). Even this figure could be an 
underestimate: Aggregate GDP losses for Sierra Leone, 
Guinea, and Liberia in 2014 and 2015 as a result of 
the Ebola epidemic are estimated at more than 10% of 
those countries’ GDP (United Nations Development 
Group, 2015; World Bank, 2014). Indeed, scenario 
modeling conducted by the Commission on a Global 
Health Risk Framework for the Future suggests that 
during the 21st century, global pandemics could cost 
in excess of $6 trillion, with an estimated loss of more 
than $60 billion per year. 

The economic impact of infectious disease out-
breaks is expected to increase in tandem with greater 
human and economic connectivity, as transnational 
supply chains, increased travel, and access to com-
munication technologies facilitate the spread of 
the pathogen itself, and of fear (Commission on a 
Global Health Risk Framework for the Future, 2016). 
The latter point is particularly important: Most of 
the economic impact of outbreaks stems not from 
mortality or morbidity, but rather from behavioral 
changes driven by fear of infection (Burns, van der 
 Mensbrugghe, & Timmer, 2008). In turn, this fear is 
driven by a mix of heightened awareness and igno-
rance. For example, the 2015 outbreak of Middle East 
respiratory syndrome (MERS) in South Korea caused 
widespread panic and resulted in a substantial change 
in consumer behavior (World Bank, 2017a). The lei-
sure and entertainment sectors were particularly hard 
hit: Cinema visits dropped by 52% on a year-on-year 
basis in the first two weeks of June, and tourism fell by 
41%. Indeed, in June 2015, the consumer sentiment 
index compiled by the Bank of Korea dropped below 
the neutral 100 mark for the first time since 2012, sig-
nifying a deteriorating economic outlook. This high-
lights the need to strengthen public health systems: A 
healthcare system alone is not configured to address 
these social issues, whereas the public health system is 
well positioned and equipped to allay public concerns 
and address any misconceptions.

Estimating the economic costs of an outbreak 
and the savings accrued by investing in strong pub-
lic health systems is fraught with challenges and 
uncertainties. However, investing in public health 
systems for outbreak preparedness is hardly wasted 
money: Strengthening the core foundations of pub-
lic health and primary care systems are crucial to 
achieving many other health objectives (Commission 
on a Global Health Risk Framework for the Future, 
2016). For example, a robust surveillance system 
and improved laboratory diagnostic capabilities will 
help health systems tackle endemic diseases such as 

malaria and tuberculosis, as well as noncommunica-
ble diseases. Underinvestment in these core capabil-
ities, in contrast, puts a country at perpetual risk of  
disaster and, because infectious diseases do not respect 
national borders, leaves everyone in the world vulner-
able. There is therefore a strong economic case for 
investing in public health infrastructure at all  levels of 
governance.

Universal Health Coverage
One of the targets contained in Goal 3 of the SDGs is 
to achieve universal health coverage (UHC) (United 
Nations, 2015). UHC is a broad concept that can 
be most simply defined as all people receiving the 
essential health services they need, without suffering 
financial hardship (WHO, 2013). Today, an estimated 
400 million people lack access even to essential health 
services (WHO & World Bank, 2015). Every year, 
approximately 100 million people—more than 60% 
of whom reside in India alone (Berman, Ahuja,  & 
Bhandari, 2010)—are forced into poverty as a result 
of healthcare-related fees, with a substantial number 
choosing to avoid seeking medical advice entirely 
because they do not possess the financial means to do 
so (Dar, Buckley, Rokadiva, Huda, & Abrahams, 2014; 
Mills, 2014). It is estimated that investments to expand 
services toward UHC could prevent 97 million pre-
mature deaths globally between now and 2030, and 
add as much as 8.4 years to life expectancies in some 
countries (WHO, 2017d). These health gains tend to 
be greater in less developed countries, and accrue pre-
dominantly to the poorest population groups. 

Along with these health gains, the achievement 
of UHC can bring significant economic and politi-
cal benefits. Politicians have recognized the role of 
UHC in maintaining social order and strengthening 
national security by improving the social solidarity 
of the population (Heymann et al., 2015; Nicholson, 
Yates, Warburton,  & Fontana, 2015). Uncertainties 
associated with the financial consequences of poor 
health and inequitable access to care represent signif-
icant welfare losses to populations, sometimes giving 
rise to civil unrest. For example, the primary moti-
vation for the Chinese public health reforms under-
taken in 2009 was to ensure “a harmonious society” 
(Cheng, 2008). 

On a practical level, UHC can be achieved only 
within the context of a strong health system. Thus, the 
pathway to UHC necessarily requires a fundamental 
strengthening of a country’s health system, including 
the development of a skilled and motivated healthcare 
workforce and a supply of, and access to, medicines 
and equipment (Nicholson et al., 2015).
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UHC is integral to the achievement of the goals 
of global health in general. Given the interconnected-
ness of the world today, the availability of accessible 
and universal health services in all countries is a cru-
cial first line of defense against global health threats 
( Heymann et al., 2015). The emergence of many infec-
tious diseases of international concern (e.g., Ebola 
and artemisinin- resistant malaria) have occurred in 
settings without UHC and, therefore, without health 
systems that are able to effectively perform the essential 
public health functions or deliver medical services. Given 
the weakness of their preexisting health infrastructure, 
such countries are ill prepared to cope with public 
health emergencies, which fuels the spread of disease 
and its resulting death toll. Inadequate health coverage 
also encourages people to travel across borders to seek 
care in better-serviced countries, thereby increasing 
the potential for infection to spread and posing social 
and economic burdens in recipient nations. 

UHC is also integral to instilling community 
trust in health systems and subsequently influenc-
ing health-seeking behavior. If, for example, com-
munities cannot access quality health services such 
as diabetes care or maternal services in normal, 
non-emergency situations, that failure erodes their 
faith and trust in the same systems when health 
authorities attempt to manage emerging health 
threats, such as Ebola. Ultimately, without the provi-
sion of horizontally integrated primary care—a key 
component of UHC—the health security threat of 
both communicable and noncommunicable diseases 
cannot be adequately mitigated.

UHC may also play a key role in the tackling of 
specific health issues—for example, antimicrobial 
resistance (AMR), which represents a growing global 
public health threat. Evidence has shown that out-
of-pocket (OOP) health expenditures are strongly 
correlated with AMR in LMICs (Alsan et  al., 2015). 
This association was found to be driven by coun-
tries that require copayments for antimicrobials 
in the public sector. It is suggested that this policy 
shifts demand from the public sector to the less well- 
regulated private sector, where supply-side incentives 
to overprescribe are greater and quality assurance 
less standardized. Such practices facilitate the devel-
opment of AMR through overconsumption, inappro-
priate dosing, shortened therapy courses, and use of 
substandard or counterfeit drugs. Therefore, progress 
toward UHC—a key tenet of which is the implemen-
tation of robust financing structures to reduce OOP 
expenditures—may help to control AMR in LMICs. 
The Pharmaceuticals chapter covers AMR issues in 
greater depth.

Regional Initiatives to Strengthen 
Public Health Practice
Over the past two decades, WHO regional offices 
have led the majority of public health performance 
improvement efforts (Bellagio District Public Health 
Workshop Participants, 2016). Regions are generally 
characterized by countries with broadly similar epi-
demiologic features and health systems organization, 
and often share a common language, culture, and 
level of economic development. Consequently, it often 
makes sense to pool resources and expertise to design 
and implement regional-level health system strength-
ening initiatives. 

Such initiatives have a number of advantages over 
global or national-level initiatives. First, through the 
development of collaborating centers and establish-
ment of local task forces, initiatives can be tailored to 
regional priorities and, therefore, made more relevant 
than global initiatives. WHO regional offices also have 
the ability to convene international expertise and col-
laboration through regional international partnerships 
such as the Economic Community of West  African 
States (ECOWAS) or the South Asian Association 
for Regional Cooperation (SAARC). This facilitates 
coordination and collaboration among the countries 
of that region, which is particularly important in the 
control of infectious diseases and for smaller or island 
nations that are unable to build sufficient capacity 
independently (World Bank, 2017a). The sharing of 
information, expertise, and specialist facilities is both 
more cost-effective (as it is less expensive to develop 
high-level expertise at the regional multicountry 
level rather than at the individual- country level) 
and strengthens preparedness and response activi-
ties. Examples of regional initiatives for preparedness 
include the Mekong Basin Disease  Surveillance net-
work and the Southern Africa Center for Infectious 
Disease Surveillance. 

The development of regional partnerships also 
helps to build capacity in other areas. For example, 
Thailand is a regional leader in the field of workforce 
development, and delivers a number of training pro-
grams to its fellow Southeast Asian countries. Since 
1998, Thailand has offered an International Field 
Epidemiology Training Program (FETP) to trainees 
from neighboring countries, and has facilitated the 
expansion of national FETPs throughout the region 
(Field Epidemiology Training Program, 2017). 

In addition, regional technical meetings and con-
ferences are regularly convened to share knowledge and 
experiences. Moreover, with regard to WHO operations, 
by implementing initiatives through regional offices and 
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by deploying local technical officers, member states may 
have more confidence in requesting technical assistance 
and may be more likely to take up the recommendations 
proposed (Bellagio District Public Health Workshop 
Participants, 2016).

For sustainability, it is critical to build institutional 
support for such regional initiatives and to ensure that 
regional platforms are well resourced—factors that 
have hampered past efforts (Bellagio District Pub-
lic Health Workshop Participants, 2016; World Bank, 
2017a). In addition, it is useful to promote collabo-
ration and cooperation between regions. Many such 
collaborations are already in place; for example, efforts 
at public health practice improvement in Europe and 
the Americas have informed efforts to measure and 
improve practices in the Eastern Mediterranean (WHO 
Eastern Mediterranean Regional Office, 2017). How-
ever, cross-regional partnerships (and intraregional 
partnerships) could be facilitated with greater invest-
ment and support from global organizations such as 
WHO and the International Association of National 
Public Health Institutes (IANPHI) (Bellagio District 
Public Health Workshop Participants, 2016). This is 
particularly necessary in cases where political rivalries 
complicate or hamper collaborations between neigh-
boring countries.

Strengthening Public Health Systems 
at the Community or District Level
Traditionally, centrally controlled national health 
systems and top-down vertical health programs 
have dominated the healthcare landscape. Conse-
quently, efforts to strengthen public health systems 
have focused on central levels of government. More 
recently, the need to develop strong public health 
systems at the district or community level has been 
increasingly recognized.

While it is difficult to accurately measure out-
comes associated with increased community engage-
ment, many benefits from strengthening public health 
systems at the local level have been observed. By 
building community capacity and rural social cap-
ital, community participation enables more locally 
responsive health services to be developed, leading to 
improvements in health services quality, knowledge, 
and health-related outcomes, as well as providing 
local employment opportunities (Kenny et  al., 2013; 
Kulig, 2011). Further, by marshaling local resources 
and local political will to address the root causes of 
poor population health, and by offering community 
members input and ownership of the decisions regard-
ing their health, horizontally integrated public health 

programs often prove more resilient and sustainable 
than corresponding vertical initiatives (Alford, 2009; 
Sherry, Ghaffar, & Bishai, 2017). Increased resilience 
and sustainability of local health systems, together 
with a corresponding growth in rural economies and 
improved fiscal responsibility, is in the interests of the 
national government as well as the community itself 
(Alford, 2009).

Community perceptions, behavior, and com-
pliance with control measures are key parameters in 
effective disease control (Heymann et al., 2015). The 
2014–2016 Ebola epidemic clearly highlighted the 
importance of community engagement and empow-
erment in combating disease outbreaks, and commu-
nity resistance to control efforts is considered to be 
a key factor responsible for fueling the spread of the 
virus (WHO, 2015c). For example, patients were often 
hidden from the authorities in their homes, contact 
tracing was complicated by lack of compliance, and 
strikes by local hospital staff and burial teams further 
impeded control efforts. This resistance stemmed, in 
part, from a lack of trust in the health authorities (as 
discussed later in Exhibit 14-3), coupled with inade-
quately resourced local health workers and a lack of 
consideration given to cultural beliefs and behavioral 
practices. Further, the management of the outbreak 
was largely taken out of the hands of the affected 
communities, with local faith- and community-based 
organizations—which often have a high reserve of 
trust and are able to address issues in a culturally 
sensitive manner—generally excluded from control 
efforts (Kennedy & Nisbett, 2015).

District health systems, which often serve as the 
first point of contact for patients, play a key role in 
infectious disease control. District-based surveillance 
systems that can rapidly detect an infectious disease 
outbreak at its source can make a critical difference 
in determining the course and scale of an outbreak 
( Bellagio District Public Health Workshop Partici-
pants, 2016). For example, patient zero of the Nigerian 
Ebola outbreak in 2015 was diagnosed within 24 hours 
of his entry at Lagos airport, and, serendipitously, the 
local health department was able to reassign a team 
of contact tracers that was already in place for the 
polio eradication program (Bellagio District  Public 
Health Workshop Participants, 2016). As a result of 
this prompt response at the district level (and also an 
element of good luck), Nigeria’s Ebola outbreak was 
quickly contained.

Another advantage associated with strengthen-
ing district- or community-level public health sys-
tems is, simply, due to the sheer number and variety 
of districts and communities in place in a country. In a 
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failed state, national-level strengthening efforts can be 
slow moving and ineffective. Nevertheless, success-
ful communities may be found within failed states; 
thus, one may be able to accomplish at the subnational 
level what cannot be done at the national level (Sherry  
et al., 2017).

District-level public health systems face four key 
challenges (Bellagio District Public Health Workshop 
Participants, 2016):

 ■ Lack of continuity of leadership
 ■ Lack of visibility of public health work
 ■ Lack of multisectoral involvement
 ■ Lack of public health governance

A lack of continuity in leadership (both admin-
istrative and technical) is characteristic of centralized 
health systems or countries where political consider-
ations dominate the health landscape. Central decision 
makers can transfer key district-level personnel with 
little or no consideration of the local situation and the 
interruptions to services that might result. Therefore, 
district-level health systems may be strengthened by 
decentralizing control, such that local public health 
units are managed and financed by an authority at the 
subnational level—for example, out of a governor’s or 
mayor’s office or by a local board of health. The central 
government may still provide guidance and technical 
support in terms of policies and strategic objectives, as 
well as supplementary funding for priority programs, 
but the basic operations should be under local control 
to assure continuity of leadership. Further, when pub-
lic health units are part of the local governance struc-
ture, collaboration with local stakeholders is more 
easily facilitated.

To address the lack of multisectoral involvement 
in district-level health systems, an intersectoral local 
public health committee should be created ( Bellagio 
District Public Health Workshop Participants, 2016). 
This provides a platform to link various sectors 
together, and facilitate collaborations in the plan-
ning and implementation of public health programs. 
Sectors involved may include agriculture, education, 
transportation services, and water boards, for exam-
ple. Additionally, public health system strengthen-
ing efforts can be facilitated by linking public health 
practitioners to a community of practice, enabling the 
exchange of ideas and knowledge (Bellagio District 
Public Health Workshop Participants, 2016).

Community Public Health Platforms
Community platforms facilitate partnerships among 
health professionals, politicians, and community 
members, enabling information to be shared and local 

resources convened to support public health pro-
grams. The engagement of community members in 
health initiatives ensures that programs and data col-
lection are aligned with the community’s needs, that 
data are shared with the community to guide actions, 
and that such actions marshal all of a community’s 
capital and human resources as well as public reve-
nue. Community public health platforms have been 
defined as “the partnerships formed in order to assess 
and assure population health” (Sherry et al., 2017).

The ability of a community platform to improve 
health outcomes depends on a number of factors: 
engagement in power sharing, formation and main-
tenance of collaborative partnerships, deployment of 
multicultural- and gender-sensitive health workers for 
services delivery, incorporation of the voice and agency 
of beneficiary communities in research protocols, and 
facilitation of bidirectional learning (Cyril, Smith, 
Possamai- Inesedy, & Renzaho, 2015). Five key features 
integral to the development of effective community 
platforms have been identified (Sherry et al., 2017):

 ■ Level of community engagement
 ■ Health system context and role of the government
 ■ Breadth of intersectoral partnerships
 ■ Sustainability
 ■ Leadership and platform structure that promotes 

integration across all partners

These, in turn, rely on access to data about health 
problems and health threats, the means and will to 
share data and control with community members, 
balance between delivering clinical services and pre-
venting disease in whole populations, and advocacy to 
maintain community engagement against pressure to 
consolidate control (Sherry et al., 2017). EXHIBIT 14-2 
describes the environment and structures for com-
munity platforms in low-functioning (Haiti) and 
high-functioning (Indonesia) scenarios. 

Laboratory Services and the National 
Reference Laboratory
A credible and accessible laboratory service (compris-
ing both public health and clinical laboratories) capa-
ble of producing timely, reliable, and accurate results is 
a cornerstone of any country’s health services capacity. 
Under the International Health Regulations, countries 
are required to develop the capacity to detect, inves-
tigate, and report to the international community 
public health emergencies, such as disease outbreaks 
(WHO, 2016b).

At present, the laboratory infrastructure of many 
LMICs remains weak, characterized by limited quality 
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EXHIBIT 14-2 The Functioning of Community Public Health Platforms in Haiti and Indonesia

Haiti
Haiti has suffered from decades of political, economic, and social instability, exacerbated by frequent natural disasters 
and disease outbreaks. Haiti remains the poorest country in the Americas, and is one of the poorest and most 
socioeconomically unequal countries in the world (World Bank, 2017d). It is dependent on external development 
assistance, with nongovernmental organizations (NGOs), faith-based organizations, and informal providers—all with 
varying agendas—dominating the healthcare arena. To illustrate the scale of external involvement, prior to the 2010 
earthquake, an estimated 8,000 to 9,000 NGOs were working in the country (Zanotti, 2010). Health services are delivered 
in a fragmented and unregulated manner, with the Ministry of Public Health and Population relegated to a marginal  
role (Hill, Pavignani, Michael, Murru, & Beesley, 2014). The weakness of the state and reliance on development partners  
has created an environment in which external entities often drive priority setting and resource allocation (Sherry et al., 
2017). Without effective government leadership, coordination among these entities and between sectors is poor. Lack 
of service integration and cooperation has led to further fragmentation and duplication of efforts (Hill et al., 2014). This 
has, in turn, made it difficult for communities both to engage meaningfully in the public health process and to hold the 
government accountable for health services quality. As such, communities often favor traditional medicine over “formal” 
healthcare providers (Hill et al., 2014).

Given that NGOs provide the majority of health-related services, a significant challenge for Haiti is the quest to create 
sustainable solutions. Addressing community needs requires a flexibility in agenda setting that not all NGOs possess. 
Nevertheless, several NGOs have been successful in building capacity in the areas of development, health, and education 
(Sherry et al., 2017). These NGOs had several factors in common (Zanotti, 2010):

 ■ Local, Haitian origins
 ■ Connected to a diverse international network of donors and not accountable to a single agency
 ■ Focused on addressing local needs and the needs of the most vulnerable
 ■ Sharing a vision that tied economy, politics, and human rights

For example, Partners in Health created an agricultural arm in 2002—Partners in Agriculture (Zanmi Agrikol [ZA])—
which aims to tackle malnutrition (Zanotti, 2010). Along with providing emergency food supplies, ZA teaches Haitians 
agricultural best practices and provides farmers with tools and seed to cultivate their land. It also buys seeds back from 
them, thereby supplying families with the money needed to maintain a sustainable livelihood. In turn, excess seeds are 
saved and donated to other farmers for the following sowing season. This has created a positive expansion of access to 
locally produced food.

This case study illustrates how, in the absence of a strong and stable government, NGOs and donor agencies can 
promote (or hinder) the development of successful community platforms for health.

Indonesia
In 2005, the Lumajang district health office in Indonesia led the launch of the Gerbangmas movement—a platform for 
communities, public health authorities, and other government sectors to work collaboratively to achieve 21 indicators 
of concern. Only about one-third of these are traditional health indicators; the remainder address determinants of health 
such as poverty reduction, literacy, and waste management. This multisectoral movement has resulted in improvements 
in all indicators, and has proved to be sustainable even in the context of changing economic and political landscapes 
(Blas, Sommerfeld, & Kurup, 2011; Commission on Social Determinants of Health, 2008).

The development of the Gerbangmas movement stemmed from decentralization of the Indonesian health system, 
which allowed for peripheral innovation (Sherry et al., 2017). The district health office acted as the initial champion for 
the movement. It provided technical and financial support and coordination during the initial scale-up, through which 
stakeholders could collaborate around common goals, without competing for resources. As the initiative evolved, the 
district office relinquished leadership to an NGO.

The partnership structure of the initiative provided clear roles for each sector, with the creation of a common pool of 
funds that communities were able to draw on to invest in interventions in multiple sectors (e.g., the purchase of iodinated 
salt, food supplements for children younger than the age of 5 years, or family planning educational materials) (Blas et al., 
2011). With the community at the center of the partnership (with power over program management and priority setting), 
a structure in which all sectors stood on an equal footing, and a common set of objectives to strive for, the Gerbangmas 
movement facilitated effective collaborations between sectors (Sherry et al., 2017). The district governor mandated that all 
community empowerment programs use Gerbangmas as an entry point, thereby reducing competition and preventing 
outside interests from affecting the success of the partnerships across sectors (Blas et al., 2011).

(continues)
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assurance and control protocols, insufficient funds, 
and a lack of standardized methods, suitably trained 
staff, and laboratory supplies. In many countries, 
the absence of networking mechanisms to link and 
coordinate laboratories has hampered data-sharing 
efforts and resulted in disconnected and unsuper-
vised peripheral laboratories of dubious quality, which 
have negative implications for disease surveillance 
( Ndihokubwayo, Kasolo, Yahaya, & Mwenda, 2010).

A strong laboratory system is underpinned by a 
 comprehensive national laboratory policy covering 
 laboratory organization, structure, and coordination;  
staff motivation and retention (including training 
requirements and career development); integration of 
services; essential facilities, equipment, and mainte-
nance; and biosafety and biosecurity (Ndihokubwayo 
et  al., 2010). A national strategic plan should then be 
 formulated to implement the national laboratory policy.

A national reference laboratory sits at the heart of 
an effective laboratory system, acting as a linchpin for 
surveillance, detection, response, and accurate diagno-
sis to guide treatment and prevention. This reference 
laboratory should set laboratory norms and standards, 
and participate in public health research and policy 
making. However, despite the threat from emerging 
and reemerging diseases, few laboratories in LMICs 
have capabilities for diagnosing highly infectious 
diseases. Indeed, many LMICs must ship specimens 
to other countries for confirmation, contributing to 
delays in suitable patient management and response to 
outbreaks (Ndihokubwayo et al., 2010). Thus, as part of 
the international public health infrastructure, it is crit-
ical to establish sufficiently staffed and well-equipped 
national public health reference laboratories that can 
operate as centers of excellence for laboratory services. 

In addition to providing diagnostic services, the 
national reference laboratory should take responsibil-
ity for producing and distributing quality assurance 
programs to identify and address gaps in the quality 
of subnational laboratories. Engagement in quality 
assessment schemes could be linked to annual labora-
tory registration and renewal processes to incentivize 

participation. Further, to facilitate communication 
with and coordination of the national laboratory 
infrastructure, and to enable timely data sharing for 
purposes of surveillance efforts, laboratories at all 
 levels of the health system should be linked through 
a network led by the central reference laboratory. To 
facilitate regional surveillance efforts, the national 
reference laboratories should also be connected and 
coordinated through a regional laboratory network. 

The newly established Africa Centers for Dis-
ease Control (Africa CDC) has advocated that each 
African country should establish a national reference 
laboratory that can then be linked to form regional 
networks. In a first step toward realizing this goal, 
existing laboratories, including private laboratories, 
are being mapped to gauge how they might contrib-
ute to these networks. Recognizing that individual 
countries may lack the technological capabilities 
required to detect emerging threats, Africa CDC aims 
to establish five Regional Collaborating Centers, each 
equipped with laboratory and advanced diagnostic 
capacity to rapidly detect known and unknown patho-
gens  (Nkengasong, 2017). These national and regional 
laboratory networks should also connect public health 
and clinical laboratories with their animal health 
counterparts under the One Health approach.

There is also a need to strengthen the laboratory 
workforce at all levels, including ensuring that tech-
nicians are trained in the operation and preventive 
maintenance of laboratory equipment. Unfortunately, 
many LMICs have the capacity to provide only basic 
laboratory training, greatly limiting the level of tech-
nology available on an in-country basis. To fill this gap, 
a number of initiatives have been set up to support the 
training of laboratory personnel in LMICs. For exam-
ple, the Pacific Paramedical Training Centre (PPTC) 
based at Wellington Hospital, New  Zealand, was 
established to support laboratories in Pacific Island 
countries through training and development assis-
tance (PPTC, 2017). Since 2006, the PPTC and WHO 
have jointly provided distance-learning courses, 
including an online diploma in medical laboratory 

EXHIBIT 14-2 The Functioning of Community Public Health Platforms in Haiti and Indonesia

The design of the Gerbangmas movement also ensured its sustainability. With resources, funding, and training 
provided by partnering organizations, the initiative did not depend on grant funds or external donor assistance. Further, 
the partnership structure improved the resilience of the platform, as it reduced reliance on any single organization or 
leader. The greatest hurdle to sustainability was the turnover of government officials, with the future of the initiative 
resting on each new district governor’s approval in the subsequent 5-year plan. An approach to address this issue was to 
include the policy of Gerbangmas in the District Regulation, which was ratified by the District Legislative (Blas et al., 2011).

This case study illustrates that to establish a successful community platform that addresses the multiple social 
determinants of health, it is important to consider nonsectoral mechanisms that can accommodate multisectoral interests.

(continued)
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science for Pacific laboratory workers. This course is 
delivered through the Pacific Open Learning Health 
Net (POLHN), an e-learning platform established in 
2003 to deliver online learning and continuing profes-
sional development for geographically dispersed and 
remote health workers in the Pacific (POLHN, 2017). 
Currently, the platform links and provides thousands 
of free courses to approximately 30,000 health work-
ers from 15  Pacific island countries. The PPTC also 
provides a Regional External Quality Assessment 
(REQA) program to help laboratories identify areas 
of weakness and provide solutions to improve the 
quality of service. Training programs such as these, 
and the availability of other opportunities for career 
development, also act to keep laboratory staff moti-
vated, so they help LMICs retain qualified personnel 
in their national systems.

Another strategy to improve the delivery of quality 
laboratory services involves establishing or strength-
ening monitoring and evaluation systems with targets 
and measurable indicators. Monitoring and evalua-
tion efforts should take into account activities such 
as adherence to standard operating procedures and 
safety guidelines, quality assessment activities, labo-
ratory performance and workload, and utilization of 
supervisory tools. 

These capacity-building activities require ade-
quate and sustainable funding. Public health labora-
tory services should be funded through government 
budgetary provision. In LMICs, additional fund-
ing may be required through donor partners and 
income-generating activities. The integration of pub-
lic health laboratory programs through national and 
regional networks can also help to alleviate financial 
issues through the sharing and optimal use of avail-
able resources (Ndihokubwayo et al., 2010).

Diagnostic Capability
Capacity to detect known pathogens, alongside rapid 
sharing of international knowledge, is key for detec-
tion of novel disease. For newly emerging pathogens, 
there is a need not just for reference laboratory diag-
nostic services with standardized testing, but also 
for rapidly deployable tests, ideally for point-of-care 
(POC) use within affected communities (POC test-
ing is also covered in the Innovation, Technology, and 
Design chapter).

At the laboratory level, multiplex platforms that 
can test simultaneously for a wide array of pathogens  
as well as the use of whole-genome sequencing are 
likely to play an increasing role in future diagnosis, 
although their realization will require advances in 
computational power (Hasin, Seldin, & Lusis, 2017). 

For completely novel pathogens, reference microbiol-
ogy services will need to offer more traditional tech-
niques such as viral cell culture, polymerase chain 
reaction (PCR) amplification, serological techniques, 
electron microscopy, and animal models. For exam-
ple, the severe acute respiratory syndrome (SARS) 
coronavirus was first diagnosed through cell culture 
in a reference microbiology laboratory, with random- 
amplification PCR and subsequent sequencing and 
comparison to other known coronaviruses ( Drosten 
et al., 2003).

During future outbreaks, assuming they have 
appropriate sensitivity and specificity, POC tests could 
be used for rapid exclusion of pathogens and direc-
tion of patients to either mainstream health services 
or prompt isolation (Walker et  al., 2015). POC tests 
are particularly useful in remote, under-resourced 
settings that lack the laboratory infrastructure or 
capacity to conduct traditional diagnostic testing. Not 
only could they quickly inform a prescriber whether 
a patient has an infection, but also identify whether 
it is viral or bacterial, and even indicate antimicrobial 
susceptibility, allowing practitioners to administer the 
most appropriate available therapy. This type of infor-
mation would not only improve outcomes, but also 
facilitate infection-control efforts by shortening the 
time that an individual is infectious, and ensure that 
antimicrobial drugs are used only when indicated.

Taking diagnostic testing outside of the tradi-
tional laboratory environment requires tests to be 
independent of the need for a power supply and suf-
ficiently robust that they do not need to be stored 
in temperature- controlled environments (Boeras, 
 Nkengasong,  &  Peeling, 2017). Frontline health 
workers are also required to perform these tests and 
interpret the results with minimal training. Thus, 
decentralizing testing in this way can place consider-
able strain on fragile health systems in terms of sup-
ply chain management, training, quality assurance, 
and monitoring impact. As such, POC tests have been 
described as a double-edged sword, necessitating that 
technological innovations be accompanied by innova-
tions in health service delivery. 

The national reference laboratory is best posi-
tioned to take the lead on such technology intro-
duction and implementation. A national system of 
training and quality assessment needs to be estab-
lished in which testing data and quality assessment 
results are linked to the laboratory information sys-
tem. This system can, in turn, be linked to the supply- 
chain management system to optimize timing and 
frequency of supply restocking to avoid stock-outs 
and wastage, and improve the efficiency of the health 
system. 
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Laboratories also have a key role to play in build-
ing connectivity and communication systems to facil-
itate the translation of raw data into intelligence to 
optimize disease-control efforts. Many new POC diag-
nostics have in-built data transmission capabilities 
via cellular networks or Wi-Fi. This allows results to 
be automatically uploaded to a central, secure health 
information system, enabling real-time surveillance 
(Boeras et  al., 2017; Mazzola & Pérez-Casas, 2015). 
Smartphones offer fast computing, a user-friendly 
interface, wireless communication, and connectivity 
to data stored in the “cloud,” all at declining prices— 
characteristics that have promoted their increasing 
uptake in LMICs. For example, Laksanasopin et  al. 
(2015) have developed a low-cost smartphone dongle 
that can perform a full laboratory-quality enzyme-
linked immunosorbent assay (ELISA), with all power 
drawn from the smartphone. Piloted in Rwanda, the 
tool was found to generate results in 15 minutes, and 
rivaled the gold-standard human immunodeficiency 
virus (HIV) tests with a sensitivity of 92% to 100% and 
a specificity of 79% to 100%. Further, 97% of patients 
preferred the dongle to laboratory-based tests, with 
most pointing to the convenience of obtaining quick 
results with a single finger-prick. Technologies like 
this are making diagnostic tests accessible to almost 
any population with access to smartphones.

So far, progress in diagnostic capacity has gener-
ally been slow to materialize. It is more expensive for 
patients and more time-consuming for doctors to use 
a diagnostic test than to prescribe a drug immediately, 
even if the test could help save costs and reduce waste 
at the health-system level. Further, in many parts 
of the world, a culture of self-medication is deeply 
entrenched. Where antimicrobials can be bought 
over the counter without prescription, it is difficult to 
incentivize people to pay for a test, wait for the results, 
and then pay for the treatment (if indicated), rather 
than just pay for the drug straight away. Moreover, few 
pharmaceutical companies have a commercial inter-
est in the advent of rapid diagnostics, which would 
reduce the number of antimicrobials prescribed, or 
in the development of diagnostics for poverty-related 
diseases that offer little return on their investment. 

Nevertheless, a number of recent initiatives have 
sought to incentivize development and catalyze inno-
vation in this field so as to tackle antimicrobial resis-
tance in particular. For example, the Longitude Prize 
will be awarded to an entrant that can develop a cheap, 
accurate, rapid, and easy-to-use POC test kit for bac-
terial infections that will allow health professionals 
worldwide to administer the correct antibiotics at 
the right time (Longitude Prize, 2017). The winning 
tool must be portable, easy to use anywhere in the 

world with minimal training, give an accurate result 
within 30 minutes, and be affordable to everyone who 
needs it. Ultimately, the full impact of investments in 
such technologies will be realized only if these tests 
are adopted, scaled up, and evaluated at all levels of 
the health system. It is also critical to understand 
the local context within which the tool will be used, 
with attention paid to economies, acceptability, and 
individual and community needs and impact (Boeras 
et al., 2017).

Evaluating Essential Public 
Health Functions
To ensure best practice in public health, performance 
evaluation should be developed and integrated into 
all levels of a country’s public health infrastructure 
(Bellagio District Public Health Workshop Partici-
pants, 2016). However, the complexity of public health 
practice and the services that they provide do not eas-
ily lend themselves to a simple approach to quality 
improvement (Gunzenhauser et  al., 2010). This per-
haps explains why the field of public health quality 
improvement has lagged behind clinical quality assur-
ance efforts. Yet, ongoing evaluation of public health 
practices is critical to ensure a well-functioning health 
system, and by delegating this task to a specific unit or 
body the likelihood of efforts being put into practice 
is increased. Such units should conduct assessments 
of the essential public health functions (EPHF) (see 
Exhibit 14-1) and the results shared with relevant 
health workers to facilitate improvement efforts.

Many toolkits are available to conduct such assess-
ments at regional, national, and subnational levels; 
however, these need to be adapted to the local context 
and made actionable if the results are to effectively 
guide quality improvement strategies (Bellagio Dis-
trict Public Health Workshop Participants, 2016). One 
such assessment tool has been developed by WHO’s 
Eastern Mediterranean Regional Office (EMRO) to 
evaluate the implementation of EPHF in countries of 
the region. The initial request for assessment is made 
by a member state on a voluntary basis, and the state 
provides funding for the assessment to ensure owner-
ship. The involvement of a national team throughout 
the process secures high-level commitment, thereby 
contributing to strengthening national capacity in 
this area and ensuring sustainability. Further, the two-
tier assessment process (self-assessment followed by 
external assessment), coupled with the involvement 
of all technical departments within WHO EMRO, 
ensures all relevant information is available and an 
all- inclusive approach to the inter-related functions 
is followed (WHO Eastern Mediterranean Regional 
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Office, 2017). This process is similar to that adopted by 
the Joint External Evaluation (JEE) process described 
later in this chapter. However, the former covers a 
wider range of public health functions, whereas the 
latter mainly focuses on prevention and control of 
outbreaks of infectious disease.

Evaluation instruments have been developed for 
use at subnational (district) health system level. This 
consideration is particularly important in LMICs 
with decentralized health systems (or where decen-
tralization is in process), as it increases the com-
plexity of operations at the district level. Bishai et al. 
(2016) have developed and piloted a district health 
system self-audit tool that can provide quantitative 
data on how district health authorities perceive their 
performance of the EPHFs. This tool was developed 
in partnership with local health authorities and stake-
holders to ensure that it described the EPHF specific 
to the local health system. District health offices 
then used the tool to assess their performance of the 
EPHF, identifying gaps and weaknesses and enabling 
the creation of an improvement plan to address the 
issues flagged. The self- assessment approach facil-
itates local ownership of the evaluation process. It 
also takes advantage of local knowledge, enabling 
priority areas to be identified, and affords the oppor-
tunity for the broader inclusion of frontline workers 
on district health teams, whose views are often not 
heard by the central ministry. This tool has been used 
on a trial basis in Mozambique and Botswana, but 
could be adapted to meet the needs of other coun-
tries in strengthening public health practice or for 
the monitoring of district-level performance (Bishai 
et al., 2016). Methods of evaluation are also covered 
in the Evaluations of Large-Scale Health Programs 
chapter.

Workforce and Leadership
A sufficiently sized, qualified, and well-resourced 
health workforce is one of the building blocks of a 
strong public health infrastructure. Countries need a 
dedicated workforce with a defined scope of work and 
clear career paths to facilitate continuous learning and 
professional development (Bellagio District Public 
Health Workshop Participants, 2016). Strengthening 
of the public health workforce is particularly import-
ant, as its multidisciplinary nature—encompassing a 
diverse range of professionals from epidemiologists 
to public health nurses, as well as clinically qualified 
doctors—requires specialized training programs and 
targeted recruitment strategies to fill any gaps in the 
workforce (Bellagio District Public Health Workshop 
Participants, 2016).

Today, many LMICs suffer from an acute shortage 
of public health workers, particularly in rural areas. 
To address this gap, many countries have chosen to 
deploy community health workers, who can provide 
basic primary care outreach services in rural areas. 
The Ethiopian health system, for example, is renowned 
for its focus on strengthening the primary health sec-
tor, which has been achieved by deploying health 
extension workers (HEWs) at the community level 
(Reich, Javadi, & Ghaffar, 2016). HEWs provide pre-
ventive and basic curative care, and also conduct pro-
motional work (Admasu, 2016). The work of HEWs 
is complemented by the Health Development Army 
(HDA), which engages women’s groups to disseminate 
health information and facilitate uptake of critical 
health services (Admasu, 2016). The implementation 
of this dual-cadre community health worker pro-
gram, including both HEWs and HDA volunteers, 
has facilitated health leadership at the local level with 
impressive results: Ethiopia is a leader in Africa both 
in delivering healthcare to communities (99% of the 
population has access to primary healthcare) and in 
advancing indicators of health (Admasu, 2016).

India is another example of a LMIC that has made 
considerable progress in public health recently, evi-
denced by accelerating declines in infant and under-5 
mortality rates, and in maternal mortality ratios 
(Kumar, Bothra,  & Mairembam, 2016). Such prog-
ress has been facilitated by the establishment of the 
Public Health Foundation of India (PHFI) in 2006 
(PHFI, 2015). The PHFI was born out of the need 
to redress the limited institutional capacity in India 
for strengthening public health training, research, 
and policy development, and has as a key mission 
the development of the public health workforce. The 
value of training in public health is shown by the 
southernmost state of Tamil Nadu, which has among 
the best public health outcome indictors for states 
in India, performing consistently above the Indian 
national average (Balabanova, McKee, & Mills, 2011). 
This achievement has been credited, in no small part, 
to the presence of a distinct public health manage-
ment cadre at the district level. Staff are charged with 
the management of primary health institutions and 
undergo a series of training programs in public health 
and allied subjects, including managerial skills. Staff 
members are also expected to qualify for a diploma in 
public health, enabling them to climb the career lad-
der. The main advantage of the public health cadre is 
that it provides managerial continuity at the district 
and higher levels of primary healthcare. Managers are 
therefore familiar with the issues faced by their area 
and understand how they should best be managed. 
This has resulted in the speedier allocation and more 
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effective use of resources received from the central 
government in Tamil Nadu in comparison with most 
other states, enhancing access to care. The importance 
of such cadres is becoming increasingly recognized, as 
reflected in the 2017 National Health Policy’s proposal 
to create a public health management cadre in every 
state of India, both rural and urban, within 10 years 
(Ministry of Health and Family Welfare, 2017).

Given chronic shortages in health workers, it 
is also necessary to use human resources efficiently 
(Sales, Kieny, Krech, & Etienne, 2013). One way to do 
this is to apply the concept of “task-shifting,” which 
involves the redistribution of specific tasks among 
health workers (WHO, 2008b). Often tasks are moved 
from highly qualified health workers to colleagues 
with less training and fewer qualifications, enabling 
more efficient use of the existing human resources and 
easing bottlenecks in service delivery. Task- shifting 
has been implemented as a pragmatic response to 
health workforce shortages in a number of LMICs. For 
example, in Uganda and Malawi, an HIV/AIDS basic 
care package is delivered to patients by nonspecialist 
doctors or nurses supported by community health 
workers and people living with HIV/AIDS (WHO, 
2008b). This approach can also ensure an optimal skill 
mix of health workers in services delivery by blurring 
the boundaries of job roles (e.g., allowing community 
health workers to take on duties normally performed 
by nurses), although this practice can be met with 
strong opposition from professional bodies. Incen-
tives can also be provided to health professionals to 
work in rural areas, or in less lucrative or prestigious 
health fields (Crisp, 2010).

The integration of indigenous, non-allopathic 
health workers into the primary health sector has 
been promoted as another method to boost work-
force capacity and strengthen district health sys-
tems. India, in particular, has realized the potential 
of Ayurveda, Yoga and naturopathy, Unani, Siddha, 
Homeopathy (AYUSH) practitioners who can help to 
address the acute shortage of human resources if ade-
quately trained, and who can play a key role in health 
 promotion (Patel et  al., 2015). Further, traditional 
healers are often held in high regard in the commu-
nity; thus, integrating their services into the general 
public health system may help to instill trust in the 
system and encourage service uptake. Commitment 
to this cause in India is reflected in the creation of a 
national mission on AYUSH to strengthen the AYUSH 
network in the public sector (Ministry of Health and 
Family Welfare, 2014b), and the accordance of separate 
ministry status for indigenous medicine (previously a 
department of the Ministry of Health and Family Wel-
fare) (Ministry of Health and Family Welfare, 2014a). 

Therefore, traditional healers can help support the 
work of trained health workers, and act as a valuable 
link between community members and the formal 
health system. However, this can be a risky practice 
unless these healers can be persuaded to forgo their 
harmful traditional practices (Crisp, 2010).

Of course, a strong public health workforce 
requires strong leadership. Effective leadership in 
times of crisis is particularly important, and, in light 
of recent public health incidents, a number of new 
approaches to leadership have been advocated. For 
example, using Liberia as a case study, Nyenswah 
et  al. (2016) describe “distributed leadership,” which 
views leadership as a “collective and social process” 
rather than focusing on an individual leader. Such 
a leadership model involves strategically engaging 
stakeholders and sharing responsibility and authority. 
In an analysis of the Liberian experience during the 
2014–2016 West Africa Ebola virus epidemic, a shift 
from the traditional hierarchical leadership approach 
to a distributed model during the emergency phase of 
the epidemic is credited with bringing the crisis under 
control more rapidly in Liberia than occurred in Sierra 
Leone and Guinea. Unfortunately, in the aftermath 
of the outbreak, efforts were largely directed toward 
restoring the old hierarchies and decision-making 
structures that existed prior to the outbreak. A lack of 
institutional learning and memory is a key issue with 
this approach to leadership; finding ways to address 
obstacles to such learning is a high-priority task for 
public health leadership (Reich et al., 2016).

Given the multitude of actors engaged, public 
health systems goals can indeed be achieved only 
through distributed or “participatory” leadership, 
which is realized when diverse groups are empowered 
and free to contribute to the functioning of the health 
system (WHO, 2016d). Within each of these groups, 
individual leadership does matter—but such lead-
ership has to foster an open, consultative process of 
decision making to bring out the collective strength of 
participatory leadership. Participatory leadership also 
allows for democratic debate and the free exchange 
of ideas, enabling established modes of working to be 
questioned or challenged—behavior that would oth-
erwise be seen as deviant in rigid hierarchical systems. 
This type of leadership can also act to stabilize the 
health system against internal or external turbulence, 
as discussed in the next section.

Building Resilient Health Systems
A strong health system is one that is able to withstand 
shocks and maintain operations despite large pertur-
bations. The United Nations Office for Disaster Risk 
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Reduction (UNISDR, 2017b) defines resilience as “the 
ability of a system, community or society exposed 
to hazards to resist, absorb, accommodate, adapt to, 
transform and recover from the effects of a hazard 
in a timely and efficient manner, including through 
the preservation and restoration of its essential basic 
structures and functions through risk management.” 
This definition captures the need to build the resil-
ience of people and communities, as well as the physi-
cal health system infrastructure. It also extends to the 
adaptive capacity of infrastructure, which is gained 
from an understanding of the risks and uncertainties 
in the environment (Cabinet Office, 2011).

While recent global crises have drawn attention to 
the necessity of resilient public health systems that can 
withstand acute, external shocks, it is equally import-
ant to ensure that health systems are resilient in the 
face of routine challenges—so-called “everyday resil-
ience” (Gilson et al., 2017). These routine challenges 
may include drug stock-outs, funding constraints, 
patient complaints and changing expectations, unpre-
dictable staff, compliance demands, organizational 
instability linked to decentralization processes, and 
frequently changing, and sometimes unclear, policy 
imperatives. Although unstable governance struc-
tures and inadequate resources certainly sow insta-
bility, everyday resilience is derived from new forms 
of distributed leadership (as discussed in the previous 
section) that reframe challenges to support problem 
solving; embody respect and empower others, partic-
ularly frontline health workers; facilitate learning and 
innovation; and develop and draw on social networks 
across, within, and outside the health system.

The need to take a resilience approach to health 
system strengthening was first brought to attention 
in the World Health Assembly’s 2011 call to member 
states to “strengthen the resilience of the health system 
and society at large.” Yet, within the public health field, 
the concept of resilience remains poorly conceptual-
ized and under-researched.

The UNISDR definition of resilience refers to the 
need to build the resilience of both people and com-
munities and the physical health system infrastruc-
ture. A resilient health system requires those who work 
within the system and those who use the system to 
exhibit flexibility in their roles or actions (Martineau, 
2016). The capacities of health workers to reprioritize 
their clinical activities, of people who are unwell to 
alter their care-seeking practices, or of nontraditional 
health actors to take on new health roles, all contrib-
ute to building a resilient health system. Such systems 
are heavily dependent upon a strong and committed 
health workforce, characterized by personnel who are 
properly trained, equipped, and willing to deal with 

difficult and potentially dangerous situations. This 
involves training and deploying a sufficient number of 
health workers, and maintaining a stock of social capi-
tal in the health system before a disaster strikes. In the 
health system context, social capital has two aspects: 
(1) a sense of worth, community, and responsibil-
ity among health actors, and (2) robust community 
engagement with the health system. Health systems 
that are trusted and respected by the population they 
serve have a powerful resilience advantage (Kruk, 
Myers, Varpilah, & Dahn, 2015). Thus, strengthening 
the resilience of health systems is “more than simply 
providing assets or technology. It is about developing 
people’s agency, it is about governance and power” 
(Béné, Wood, Newsham,  & Davies, 2012). In other 
words, resilience is not just a function of what a sys-
tem has, in terms of its physical infrastructure, but of 
what it does and how it does it (Gilson et al., 2017).

With regard to the physical infrastructure and 
operation of a health system, resilience can be seen to 
be made up of four components: resistance, reliability, 
redundancy, and response and recovery (FIGURE 14-1). 
In building resilience, the contribution made by each 
of these components needs to be considered (Cabinet 
Office, 2011).

The resistance component of resilience is con-
cerned with providing protection. The objective is to 
prevent damage or disruption by providing in-built 
strength or protection to resist the hazard or its pri-
mary impact. However, resistance strategies have sig-
nificant weaknesses, as protection is often developed 
against the types of threats that have been previously 
experienced rather than those that might occur in the 
future (Cabinet Office, 2011).

A reliable infrastructure is inherently designed to 
operate under a range of conditions, mitigating the 
service disruptions that might result after an event. 
Design standards can be set to ensure that the infra-
structure can operate in the range of conditions likely 
to be experienced in a country or region. Service 
standards, in turn, protect users from disruptions in 
supply. However, infrastructure and service delivery 

FIGURE 14-1 The four components of infrastructure resilience.
Data from Cabinet Office. (2011). Keeping the country running: Natural hazards and infrastructure. A guide to improving the 
resilience of critical infrastructure and essential services. London, UK: Author.
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can adapt only so much. That is, events that exceed 
the specified reliability range will test the system and 
may stretch it beyond its capacity. Further, by focusing 
on a specific range of events only, the system will be 
ill prepared to deal with events outside of this range, 
leading to wider and more prolonged impacts. Thus, 
although reliability cannot be guaranteed, it does play 
a role in managing a situation at a tolerable level until 
full services can be restored (Cabinet Office, 2011).

The redundancy element of resilience is concerned 
with the design and capacity of the network or system. 
The availability of a variety of backup systems allows 
operations to be switched to alternative branches 
of the network in the event of a disruption. Having 
built-in redundancy ensures continuity of services. 
The switch to these alternative services should be 
made as swiftly and smoothly as possible to minimize 
service interruption. 

Redundancy is, however, a foreign concept to the 
public health field, with the word “redundant” often 
carrying negative connotations. Operating with sig-
nificant spare capacity is often deemed wasteful and 
inefficient; thus, in the pursuit of efficiency and as 
part of cost-cutting activities redundancies are often 
the first targets for elimination (Walker, 2010). How-
ever, by simplifying production in this way the system 
becomes more vulnerable to shocks and stressors, 
which, in the long term, works to make the system 
less cost-effective. Although maintaining resilience 
necessarily incurs costs, designers of health systems 
must appreciate that there is a “trade-off between fore-
gone short-term benefits of high efficiency under nar-
rowly constrained circumstances and the long-term 
persistence of the existing regime with reduced costs 
of crisis management” (Anderies, Walker,  & Kinzig, 
2006). Yet, in other areas of work, redundancies are 
recognized as critical elements. For example, redun-
dancy has served as a central tenet of high reliability 
engineering for decades (Downer, 2009). Redundan-
cies are also integral to natural systems. To quote 
Nassim Taleb (2012): “Layers of redundancy are the 
central risk management property of natural systems. 
We humans have two kidneys . . . extra spare parts, 
and extra capacity in many, many things (say, lungs, 
neural system, arterial apparatus)”’ in short, “[n]ature 
likes to overinsure itself.”

Ultimately, redundancy ensures that if a criti-
cal system fails, another is there to pick up the slack. 
The same principle could, therefore, be applied to 
the design of public health systems. To understand 
how such an approach might be implemented, it can 
be useful to look at examples of health systems that 
perform well under stress, such as in Palestine. This 
system (particularly in the Gaza Strip) consists of a 

distributed architecture with embedded redundan-
cies that enable healthcare provision to withstand 
stressors. These redundancies include multiple service 
delivery points, a variety of delivery models, dispersed 
decision-making centers, informal power structures, 
multiple funding sources, and diversified supporting 
bodies.

The effectiveness of the response and recovery 
component depends on the thoroughness of efforts 
to plan and prepare in advance of events. Infrastruc-
ture owners must understand the weaknesses in their 
systems and have arrangements in place to respond 
quickly to restore services. Further, post-disaster 
recovery and reconstruction offers a prime oppor-
tunity to “build back better” by integrating disaster 
risk reduction measures into the restoration of pub-
lic health infrastructure and systems so as to increase 
resilience (UNISDR, 2017b). This idea was first con-
ceptualized in the aftermath of the Indian Ocean tsu-
nami of 2004, quickly becoming the recovery effort’s 
guiding principle, and has been advocated in many 
other disasters since (Fan, 2013).

All-Hazards Approach to Emergencies
Public health infrastructure must be sufficiently resil-
ient to withstand emergencies of all types. These can 
threaten health directly or indirectly through the dis-
ruption of health services and critical infrastructure. 
Threats include natural hazards (hydrologic, geologic, 
climatic, and atmospheric), industrial accidents, and 
malicious attacks, including the use of chemical, bio-
logical, radiological, and nuclear (CBRN) weapons 
(Cabinet Office, 2011). While the nature of such events 
may vary significantly, they give rise to similar prob-
lems; thus, preparedness and response strategies for 
each type of disaster have much in common (Adini, 
Goldberg, Cohen, Laor, & Bar-Dayan, 2012). During a 
crisis, the need to manage resources and information, 
and to maintain effective lines of communications, 
is the same regardless of the type of incident. WHO 
therefore advocates a generic, “all-hazards” approach 
to emergency preparedness and response, while still 
recognizing that managing each type of crisis will 
require specific scientific and technical expertise 
(WHO, 2012).

In the coming decades, a growing number of peo-
ple are expected to be affected by disasters of all types, 
particularly those in LMICs (Department for Inter-
national Development, 2011). Disasters are expected 
to grow in frequency and intensity, and hazards will 
become more complex and unpredictable, in part 
due to climate change (Intergovernmental Panel on 
Climate Change [IPCC], 2014). However, there is 
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increasing recognition that disasters are not natu-
ral events, but rather the product of the interaction 
between the hazard and socially constructed vul-
nerabilities1 and exposures2 (Aitsi-Selmi & Murray, 
2016b). The severity of a disaster depends on the 
level of exposure and vulnerability of the affected 
 population, which are in turn shaped by economic, 
social,  environmental, geographic, demographic, 
cultural, institutional, and governance factors 
( Aitsi- Selmi et  al., 2016). Social vulnerability is also 
dynamic, in that it has been shown to vary temporally 
with the disaster stage and hazard context (Rufat, Tate, 
 Burton, & Maroof, 2015). For example, in the midst of 
a flood, men and middle-age people tend to be most 
vulnerable due to risk-taking behavior and involve-
ment in rescue operations; in the aftermath, however, 
women, single-parent families, and the elderly are 
most vulnerable due to limited resource availabil-
ity and difficulties coping with disruptions to long-
term care and services. Further, poor development 
practices, including environmental mismanagement, 
urbanization in hazardous areas, rapid demographic 
and economic changes, and ineffective governance, 
coupled with limited livelihood options, particularly 
for the poor, are all associated with increased expo-
sure and vulnerability to disasters (IPCC, 2012). Evi-
dence indicates that exposure of persons and assets 
in all countries has increased faster than vulnerability 
has decreased (UNISDR, 2015). This has generated 
new risks and a steady rise in disaster-related losses, 
with significant health, social, economic, and environ-
mental short- and long-term impacts. These impacts 
are often felt most strongly at the local and commu-
nity levels, and disproportionately affect vulnerable 
groups, as well as single-sector economies (UNISDR, 
2015). In LMICs, where the mortality and economic 
losses from public health emergencies are greatest, 
disasters significantly impede progress toward sus-
tainable development (UNISDR, 2015).

A single event will often give rise to a variety of 
cascading effects beyond the initial incident (Cabinet 
Office, 2011), which can have a multiplying effect on 
losses. For example, a prolonged period of hot weather 
carries the risk of thunderstorms and flash flooding. 
Disasters can also have adverse secondary effects that 
extend beyond national borders. Increasing global 
economic interdependence, including linked pro-
duction and consumption operations, means that the 
impacts of a disaster can have widespread impacts on 

1 Vulnerability is defined as the “characteristics and circumstances of a community, system, or asset that make it susceptible to the 
 damaging effects of a hazard” (UNISDR, 2017b).

2 Exposure is defined as the “people, property, systems, or other elements present in hazard zones that are thereby subject to potential 
losses” (UNISDR, 2017b).

distant locations (Aitsi-Selmi, Blanchard,  & Murray, 
2016). To illustrate, in 2011, severe floods in Thailand 
stalled local manufacturing production, which in turn 
brought global computer supply chains and manufac-
ture to an effective standstill (Chongvilaivan, 2012).

Consequences of Disasters 
on Public Health Systems
Ensuring continuity of routine care after a disaster is 
often a severe challenge. Population displacement and 
overcrowding, coupled with damage to critical infra-
structure such as sewer systems, increases the risk of 
infectious disease outbreaks (Aitsi-Selmi & Murray, 
2016b). These risks are compounded in cases where 
health facilities are overwhelmed or damaged, and 
unable to maintain normal services. Loss of medical 
personnel and critical infrastructure, combined with 
reduced service access, can result in increased morbid-
ity and mortality. The insecure working environment 
for healthcare workers (HCWs) and supply-chain dis-
tribution challenges also contribute to interruptions in 
service delivery (Ochi, Hodgson, Landeg, Mayner, & 
Murray, 2014).

The ability of a health system to effectively man-
age a public health incident is also heavily dependent 
upon the degree of confidence that the affected pop-
ulation has in the health services, and authorities in 
general. This challenge attracted particular attention 
during the 2014–2016 West Africa Ebola epidemic 
(see EXHIBIT 14-3).

Disaster Risk Reduction
Disaster risk reduction (DRR) strategies should be 
“aimed at preventing new and reducing existing disas-
ter risk and managing residual risk, all of which con-
tribute to strengthening resilience and therefore to the 
achievement of sustainable development” (UNISDR, 
2017b). Such efforts must consider the full spec-
trum of threats, including those related to rapid and 
unmanaged urbanization and globalization, as well 
as a population’s social vulnerability and capacity to 
respond (Aitsi-Selmi & Murray, 2016b).

Countries can reduce their risk of disaster by 
implementing the recommendations of the Sendai 
Framework for Disaster Risk Reduction 2015–2030 
(UNISDR, 2015). The Sendai Framework places a 
strong emphasis on disaster risk management (both 
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preventing new risks and reducing existing risks) 
through pre-disaster preparedness efforts, includ-
ing the need to conduct detailed risk assessments, 
improve early warning capabilities and impact-based 
forecasting, build public commitment, and establish 
supportive institutional frameworks (Aitsi-Selmi 
et  al., 2016). The scope includes human-made as 
well as natural hazards, and related environmen-
tal, technological, and biological hazards and risks. 
It also recognizes the need for DRR practices to be 
multisectoral and transdisciplinary, engaging with 
relevant stakeholders at all levels, including the 
community. In particular, it calls for greater collab-
oration with the science and technology community 
to better understand disaster risk patterns, causes, 
and effects; to develop advanced methods and tools 
for disaster risk modeling and multiple-hazards 
monitoring; and to inform DRR decision making 
and policy.

The Sendai Framework identifies a main out-
come and corresponding goal to be achieved over the 
next 15  years. To address the health-related aspects 
of the Sendai Framework, seven recommendations, 
known as the Bangkok Principles, were agreed in 2016 
(UNISDR, Royal Thai Government, & WHO, 2016):

1. Promote systematic integration of health 
into national and subnational DRR policies 
and plans and the inclusion of emergency 
and disaster risk management programs in 
national and subnational health strategies.

2. Enhance cooperation between health 
authorities and other relevant stakeholders 
to strengthen country capacity for disaster 
risk management for health, the implemen-
tation of the International Health Regula-
tions (2005), and building of resilient health 
systems.

EXHIBIT 14-3 Public Health Infrastructure Collapse During the 2014– 2016 Ebola Epidemic in West Africa

During the 2014–2016 West Africa Ebola outbreak, a serious breakdown in trust between communities and the health 
system was observed (Elston et al., 2015). People felt let down by the health system, which was patently unprepared 
for an outbreak of this scale, and also feared engaging with the health system. Rumors abounded that health facilities 
were deliberately infecting people, creating societal pressure to refrain from seeking help. Disengagement with the 
health system led to significant under-utilization of available health services, with marked reductions in patients seen 
at community health centers and hospitals. In the Moyamba district of Sierra Leone, the United National Children’s Fund 
(UNICEF) reported a 10% reduction in fourth antenatal clinic attendance and a 16% reduction in births reported from May 
to September 2014 (UNICEF & Ministry of Health and Sanitation, 2014). 

The outbreak also severely affected the healthcare workforce. Ebola-affected regions were already chronically 
understaffed prior to the outbreak; therefore, losses of medical personnel during the outbreak were particularly serious. 
In Sierra Leone, up to 28% of the total healthcare workforce was reported to have been infected with Ebola. Resources, 
district health management teams, and community health workers were largely reassigned to Ebola-related activities and, 
therefore, were unable to provide their normal services. This affected the delivery of health services, with both vertical 
programs and critical infrastructure being disrupted. All major health programs, including tuberculosis, HIV, malaria, and 
nutrition initiatives, were adversely affected, and immunization schedules were disrupted. In the Koinadugu district of 
Sierra Leone, the mean monthly number of children receiving all recommended childhood vaccinations by age 1 year 
fell from 1,152.5 during the months of January–June 2014, before the outbreak took hold, to 507.7 in the final 6 months 
of the year. 

Disruption to communication systems also jeopardized response efforts. For example, HCWs could not call emergency 
ambulances or report cases, resulting in a nonfunctional surveillance system. The reductions in vaccine coverage coupled 
with reduced surveillance capacity raised the risk of outbreaks of vaccine-preventable infectious disease. 

These factors all contributed to heightened all-cause mortality during the Ebola outbreak. In the Moyamba district 
of Sierra Leone, the number of deaths recorded between November 2014 and mid-April 2015 was more than 3.4 times 
greater than the average number of deaths registered during the same period from the previous 4 years, yet only 2% 
of these fatalities were confirmed Ebola cases. The cessation of usual healthcare services for malaria as a direct result of 
the epidemic is estimated to have led to 3.5 million additional untreated cases of malaria in Guinea, Liberia, and Sierra 
Leone, with 10,900 additional malaria-attributable deaths (Walker et al., 2015). The outbreak also had wider, indirect social 
consequences. For example, in Moyamba district, an increase in teenage pregnancies in 2014 compared to 2013 has been 
attributed to widespread school closures.

This case demonstrates the impact that a disaster can have on an already compromised health system, in particular 
through the diversion of resources and attention to disaster-related activities and the resultant reduced provision of 
leadership, support, and governance to the health system. It also illustrates the importance of community trust in health 
services, and the maintenance of this confidence during the acute phase of an incident.
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3. Stimulate people-centered public and private 
investment in emergency and DRR, including 
in health facilities and infrastructure.

4. Integrate DRR into health education and 
training and strengthen capacity building 
of health workers in DRR.

5. Incorporate disaster-related mortality, mor-
bidity, and disability data into multiple- 
hazards early warning systems, health core 
indicators, and national risk assessments.

6. Advocate for and support cross-sectoral, 
transboundary collaborations, including 
information sharing, and science and tech-
nology for all hazards, including biological 
hazards.

7. Promote coherence and further develop-
ment of local and national policies and 
strategies, legal frameworks, regulations, 
and institutional arrangements.

The Sendai Framework and two other landmark 
agreements on sustainable development and climate 
change reached in 2015 (the SDGs and the Paris 
Agreement on Climate Change, respectively) provide 
an opportunity to build coherence across these policy 
streams. Indeed, the Sendai Framework and Bang-
kok Principles specifically highlight synergies with 
health, sustainable development, and climate change 
and the need to facilitate mutually beneficial capacity 
development and joint policy initiatives (Aitsi-Selmi 
et al., 2016).

Implementation of the Sendai Framework
The Sendai Framework is a voluntary agreement, so 
its implementation ultimately depends on political 
will, the availability of funds for DRR activities, and 
the willingness to collaborate across institutional and 
country boundaries (Aitsi-Selmi & Murray, 2016a). 
The framework defines precise global targets, but 
measuring progress may prove challenging, as the 
framework does not specify how these targets should 
be measured or which data sources to use. Only two 
of the targets specify a referent baseline, and none is 
measured in absolute terms. The minimal availability 
of disaster loss data is also a challenge. At present, the 
ability to monitor the human and economic damage 
from disasters is limited, and at the national level, few 
countries have any sort of disaster loss accounting in 
place (Cutter & Gall, 2015).

Progress on the Sendai Framework is due to be 
reviewed biannually at the Global Platform for Disas-
ter Risk Reduction. This forum functions to enable 
governments, NGOs, scientists, practitioners, and UN 
organizations to share knowledge and experiences, 

and to formulate strategic guidance for the implemen-
tation of the Sendai Framework (UNISDR, 2017a).

Chemical, Biological, Radiological, 
and Nuclear Incidents
Acute environmental emergencies resulting from 
exposure to CBRN material can have hugely detri-
mental effects on health and life. The Bhopal gas trag-
edy in India, considered the world’s worst industrial 
disaster, occurred when more than 40 tonnes (44 tons) 
of methyl isocyanate gas leaked from a pesticide plant, 
killing at least 3,800  people (Broughton, 2005). In 
addition, it resulted in significant morbidity and pre-
mature mortality of many more thousands of people. 
Incidents involving exposures to abandoned radioac-
tive sources in LMICs have also been reported, such 
as the cesium incident in Brazil (International Atomic 
Energy Agency, 1988). The global production, trade, 
and use of chemicals are predicted to increase six-
fold by 2050, especially in developing and transitional 
economies, where chemical production, extraction, 
processing, and use are closely linked to economic 
development (Marchal et al., 2011).

Radiation overexposure accidents are rare and 
decreasing compared to chemical incidents, but 
their health consequences can be severe and long 
term (Coeytaux et al., 2015). The Fukushima Daiichi 
nuclear power plant accident demonstrated the health 
risks of unplanned evacuation and relocation for vul-
nerable people, such as hospital inpatients and elderly 
people requiring nursing care. Furthermore, the dis-
placement of people that followed this event created 
a wide range of public healthcare and social issues 
(Hasegawa et al., 2015).

Adequate legislation needs to be in place in 
LMICs to mitigate future risks of significant environ-
mental incidents. Following the Bhopal gas tragedy, 
the government of India amended three key acts that 
deal with industrial hazards and also passed a com-
prehensive new environmental law (Government of 
India, 1986). This law has vastly improved regulatory 
coverage of hazardous technologies and substances.

In today’s world, perhaps the most salient issue is 
the weaponization of CBRN materials. CBRN weapons 
are some of the most indiscriminate and deadly weap-
ons in existence (Unal & Aghlani, 2016). Along with 
the physical damage they can inflict, these weapons 
generate significant economic and societal disruptions 
by instilling widespread fear in the populace and sow-
ing the seeds of social, economic, and political uncer-
tainty and instability (Cornish, 2007). Indeed, a major 
incentive for use of these weapons is their capacity to 
cause significant disruption across multiple sectors, as 
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well as revenue loss for governments (Unal & Aghlani, 
2016). For example, decontamination after the 2001 
U.S. anthrax attacks—which produced almost 3,000 
tonnes (3307 tons) of contaminated waste—cost an 
estimated $800 million (The Royal Society, 2004).

While such incidents are rare, the likelihood of 
these weapons being deployed is growing, fueled by 
heightened terrorist activity combined with advances 
in technological and scientific capabilities, and the 
accessibility of dual-use materials (which can be used 
for both civilian and military purposes) (Unal &   
Aghlani, 2016). Inadequately secured stockpiles 
of decommissioned military CBRN material, and 
increases in the trafficking of radiologic and nuclear 
materials have augmented the risk in recent years 
(HM Government, 2010). The probability and nature 
of such a threat vary geographically, and are linked to 
the  intentions, incentives and disincentives for acqui-
sition, and capabilities of a potential perpetrator (Unal 
& Aghlani, 2016). The scale of the impact that can 
be potentially achieved through the deployment of a 
CBRN weapon is a clear incentive for their use; thus, 
despite the rarity of such incidents, there is an ongoing 
need to develop a robust public health infrastructure so 
as to reduce the risk of such an incident occurring, and 
to effectively respond to an event if one should occur.

Stages of an Emergency Response
The all-hazards approach to disaster preparedness and 
response allows for a generic framework, regardless of 
the cause, to guide how countries should prepare and 
respond to a public health emergency, be it a natural 

disaster or a terrorist-related CBRN incident. This 
framework should include the following elements:

 ■ Pre-disaster planning. Examples include the 
European Union’s Seveso Directive (European 
Commission, 2016) and the International Health 
Regulations (WHO, 2016b).

 ■ Exposure and risk assessment. In the event of 
an incident, immediate risks to health should 
be addressed by advice given at an early stage 
( Bradley, Meara, & Murray, 2015).

 ■ Countermeasures and risk management tech-
niques. These should include measures to pre-
vent or reduce people’s exposure, and to treat and 
transfer casualties and vulnerable subpopulations.

 ■ Communicating with the public. Prompt, honest, 
and informative communication with clear mes-
sages for the public during an emergency is a 
key factor in allaying concerns. EXHIBIT 14-4 out-
lines the basic principles of good communication 
during public health emergencies.

 ■ Recovering from an incident. The importance of 
the recovery phase of a disaster is highlighted 
in the Sendai Framework, which advocates for 
the need to “[enhance] disaster preparedness 
for effective response and to ‘Build Back Better’ 
in recovery, rehabilitation, and reconstruction” 
(UNISDR, 2015).

 ■ Follow-up of affected populations. There are two 
key reasons to undertake follow-up of populations 
affected by public health emergencies: (1) as part 
of the response phase of a disaster to help and 
provide services for those affected, and (2) for 

EXHIBIT 14-4 Basic Principles of Good Communication During Public Health Incidents

Modified from Bradley, N., Meara, J., & Murray, V. (2015). Principles of public health emergency response for acute environmental, chemical, and radiation incidents. In R. Detels, M. Gulliford, Q. 
A. Karim, & C. C. Tan (Eds.), Oxford textbook of global public health (6th ed., pp. 1608–1620). Oxford, UK: Oxford University Press.

 ■ Determine the best organizations and individuals to deliver the public health messages.
 ■ Commence communication as soon as possible, while acknowledging inevitable uncertainties.
 ■ Set up national telephone helplines that have sufficient capacity to deliver the public health messages and answer 

questions.
 ■ Take into account people’s desire to find out about the safety of family and friends.
 ■ Comparing unfamiliar risks with familiar ones can help put risks into context. However, care must be taken to ensure 

that elective risks are not used as the comparison for unavoidable risks. 
 ■ Always be truthful, or give the reasons why the truth cannot be disclosed. For example, for security purposes, some 

facts cannot be shared.
 ■ Develop public generic information materials in “peacetime” that can be adapted quickly during an incident to 

expedite delivery of public health advice. These materials should include information about the mechanisms of 
harm, where harm may occur, and the measures people can take to protect themselves and how effective those 
measures are likely to be.

 ■ Develop skills and experience in using modern communication methods, such as social media, to deliver health 
messages.

 ■ Remember that emergency responders, as well as the public, may need information and support.
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scientific purposes, by collecting information 
regarding the health effects of an exposure.

 ■ Disseminating the lessons learned. Reporting 
incidents is important to share lessons learned, 
reduce the likelihood of the incident reoccurring, 
and inform future emergency responses. Reports 
should be published and made publicly available 
to enable maximum benefit.

 ▸ Health Security
Health security—essentially protection from health 
threats—is recognized as one of the most important 
nontraditional security issues (Heymann et al., 2015). 
The notion of health security has developed and been 
applied to public health from a different perspective 
than the human rights perspective discussed earlier in 
this chapter. That is, health security approaches public 
health from the need and responsibility for authori-
ties, whether local, national, or global, to protect the 
health of their citizens.

History
As cross-border trade, pilgrimage, and war intensified 
throughout history, international travel increased, and 
along with it the international spread of disease. By 
the 14th century, it was understood that waves of epi-
demic disease such as plague were seeded by interna-
tional travel.

Protection of populations against the impor-
tation of these diseases soon became an important 
part of national security for established governments. 
Defense mechanisms were first developed by indi-
vidual countries in an attempt to prevent the entry of 
disease at their borders, and later collectively by coun-
tries to provide for global health security—that is, to 
protect against the international spread of disease. The 
14th-century city-state of Venice was the first to intro-
duce quarantine measures, whereby arriving ships 
were not permitted to dock, and people at land bor-
ders were held in isolation, for 40 days.

By the mid-19th century, governments had 
become concerned that quarantine measures were 
not preventing the importation of another disease— 
cholera. They recognized that better cooperation 
between countries was required to decrease the risk of 
international spread of these diseases. In turn, a series 
of international agreements were developed, initially 
in Europe, to apply certain measures at international 
borders. These included the first International Sanitary 
Convention in 1892, which dealt with cholera, and the 
10th International Sanitary Conference in 1897, which 
sought to prevent the spread of plague. Obligatory 

telegraphic notification of cases of cholera and plague, 
shortly followed by the inclusion of yellow fever as a 
notifiable disease, was initiated among countries in the 
Americas. International agreements were soon broad-
ened to include both Europe and the Americas.

During the early 20th century, two major inter-
national sanitary bureaus were created to support the 
development of regional public health capacity against 
infectious diseases—one for the Americas, called the 
Pan American Sanitary Bureau (now the Pan American 
Health Organization), and one for European countries, 
called the Office International d’Hygiène Publique. 
Cooperation between these two sanitary bureaus con-
tinued and, after the creation of WHO, broad Interna-
tional Sanitary Regulations were developed as a means 
of fostering international cooperation in the control of 
cholera, plague, yellow fever, and smallpox.

The International Health Regulations
In 1969, WHO developed the International Health 
Regulations (IHR), which were specifically aimed 
at better ensuring public health security with mini-
mal interruption of travel and trade. Under the IHR, 
countries were required to report to WHO whenever 
an outbreak of plague, cholera, smallpox, or yellow 
fever occurred within their borders, and other coun-
tries could then apply control measures at their bor-
der posts. If a country reported an outbreak of yellow 
fever, for example, information about the outbreak 
was published in the WHO weekly epidemiological 
bulletin, and all other countries could then require 
evidence of yellow fever vaccination before travelers 
from that country were allowed to cross their inter-
national border. Under the IHR, countries were also 
required to take other actions that would prevent 
the proliferation of disease vectors such as rodents 
and mosquitoes, and international conveyances were 
required to have up-to-date sanitary certificates.

The IHR provided a legal framework for global 
 surveillance and response, with the potential to 
decrease the world’s vulnerability to four infectious 
 diseases that were known to cross international 
 borders. It soon became evident, however, that coun-
tries often reported outbreaks late, or not at all, because 
of fear of stigmatization and economic repercussions. 
It was likewise understood that the IHR did not meet 
the challenges caused by emerging infectious diseases 
and their rapid global transit.

The IHR were subsequently reviewed and revised, 
with a change in focus from stopping disease at bor-
ders to developing the national capacity to detect 
and respond to disease outbreaks where and when 
they occur. The revised IHR (2005) introduced a 
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requirement that each country develop and maintain 
a set of core capacities for surveillance and response so 
that it could rapidly detect, assess, notify, report, and 
contain the events covered by the regulations, thereby 
minimizing their potential for international spread 
and negative economic impacts. Countries were to 
be monitored as to whether they had developed these 
core capacities by annual voluntary reports to the 
WHO, based on a standardized self-assessment tool.

The importance of the IHR was clearly demon-
strated when the Ebola virus crossed national borders 
during the West African outbreak (2014–2016). There 
was a clear understanding that outbreaks in West Africa 
were a threat to health security everywhere; people with 
infection traveled across borders within Africa and to 
Europe and North America, where they unintentionally 
caused small chains of transmission far from the epicen-
ter of the outbreak. This outbreak underlined the impor-
tance of strong national public health capacity to detect 
and respond to disease outbreaks where and when they 
occur, as well as the importance of a functioning safety 
net of collective global action as required by the IHR.

Collective health security has been the focus 
of attention as described previously—that is, the 
centuries- long, commonly understood conceptu-
alization of national health security. But there is a 
second, equally important aspect to health security 
that is less appreciated: individual health security. 
This type of security comes from access to safe and 
effective health services, products, and technologies. 
Ebola- infected health workers from developed coun-
tries were repatriated from West Africa for care in 
their own countries, where hospitals could provide 
them with safe and effective access to life-saving med-
icines and services. Meanwhile, Ebola-infected West 
Africans (health workers and others) had to accept 
that their healthcare was not always safe, not always 
effective, and not always accessible. As the Ebola epi-
demic unfolded, the part played by substandard infec-
tion control and inadequate access to effective health 
products and services clearly demonstrated the wider 
scope of health security, in the form of the intertwin-
ing of collective and individual health security. In the 
future, attempts to strengthen global health security 
must take into account not only the need for fully 
implemented IHR, but also the need for strong and 
resilient health systems for patient management and 
UHC (as highlighted in the first part of this chapter).

Public Health Emergencies 
of International Concern
The IHR (2005) require collective action by all WHO 
member states in the event that an emerging or 

reemerging infectious disease begins to spread inter-
nationally, and the free sharing of information pertain-
ing to this threat. In this way, the IHR provide a safety 
net against the international spread of emerging or 
reemerging infections, requiring collaboration between 
all countries to ensure the timely availability of surveil-
lance information and technical resources that better 
support international public health security. Collective 
action begins with mandatory reporting of any public 
health emergency of international concern (PHEIC), 
and continues with the use of real-time evidence to rec-
ommend measures to stop their international spread.

A PHEIC is defined as an extraordinary event 
that could spread internationally or might require a 
coordinated international response. Each newly iden-
tified outbreak is evaluated for its potential to become 
a PHEIC by the country in which it is occurring, even 
though reporting might legitimately come from else-
where, using a decision tree instrument developed for 
this purpose.

Once a potential PHEIC is identified and reported 
to WHO by the country or countries concerned, a 
mandatory ad hoc Emergency Committee is set up to 
review the evidence available to WHO and to conduct 
a risk assessment. A recommendation is then made to 
the WHO Director-General as to whether the criteria 
for a PHEIC are met. The Director-General then uses 
this recommendation, and other sources of informa-
tion, to decide the course of action.

An Emergency Committee was first established 
when influenza A (H1N1) was reported as a PHEIC 
by Mexico in 2009, after which the Director-General 
declared a pandemic. Emergency Committees have 
also been set up for other potential PHEICs: MERS, 
the continued spread of poliomyelitis, Ebola, Zika 
virus and microcephaly, and yellow fever.

Under the revised IHR, countries are required 
to notify WHO of even a single occurrence of a 
disease that would always threaten global public 
health security—smallpox, poliomyelitis caused by 
a wild-type poliovirus, human influenza caused by 
a new virus subtype, and SARS. In addition, a sec-
ond list includes diseases of documented—but not 
inevitable— international impact. An event involving 
a disease on this second list, which includes chol-
era, pneumonic plague, yellow fever, Ebola, and the 
other hemorrhagic fevers, still requires the use of the 
decision tree instrument to determine whether it is 
a PHEIC.

In summary, it is now understood that the best 
defense is rapid detection and response to all public 
health hazards when and where they occur or emerge, 
with a global safety net of collaboration should a dis-
ease outbreak begin to spread internationally.
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Strengthening the International 
Health Regulations
The IHR (2005) became legally binding in 2007, with all 
WHO member states required to develop certain min-
imum core public health capacities (WHO, 2016c). To 
achieve this goal, member states were initially encour-
aged to assess their own existing national structures 
and resources. The results of the self- assessments were 
intended to form the basis of action plans to increase 
core capacities and improve functioning.

Unfortunately, noncompliance with these regu-
lations is rife. In public health emergencies that have 
occurred since adoption of the revised regulations, 
decisions have been made by states that were neither 
scientifically sound nor consistent with WHO guid-
ance, and the IHR principles obligating countries to 
respect human rights and cause minimal disruption to 
the international flow of people and goods have been 
often dismissed (Katz & Fischer, 2010) (see also the 
International Trade and Health chapter). For example, 
during the 2009 H1N1 influenza pandemic, several 
countries suspended flights to North America, and 20 
countries imposed bans on the importation of pork 
products from Mexico, Canada, and the United States. 
More recently, during the West Africa Ebola epidemic, 
many countries imposed unjustified trade and travel 
restrictions, and few countries notified WHO that 
they were implementing additional measures or jus-
tified their reasons for doing so (as required under 
the IHR), significantly interfering with international 
traffic (WHO Executive Board, 2015). Domestic poli-
tics can also play a role in the imposition of trade and 
travel barriers. During the H1N1 outbreak, democra-
cies with weak health infrastructure were more likely 
to erect barriers and to do so quickly to prevent a loss 
of domestic political support (Worsnop, 2016).

IHR noncompliance also affects how quickly out-
breaks are declared by countries. States are often reluc-
tant to declare outbreaks for fear of being subjected to 
trade and travel sanctions, and the subsequent eco-
nomic repercussions of such restrictions, especially 
on tourism and food exports. This hesitation may 
have serious implications for the scale of the response 
mounted. If a government refuses to cooperate, there 
is little WHO can legally do to remedy the situation.

Like most international agreements, the IHR do 
not contain enforcement mechanisms and WHO does 
not have the authority to impose sanctions on countries 
flouting the regulations (Wilson, Brownstein, & Fidler, 
2010). The World Trade Organization, while able to 
enforce trade regulations, does not work fast enough 
to apply sanctions in the context of health emergen-
cies. Consequently, there is a need to strengthen the 

incentives and disincentives so that governments 
report disease outbreaks early and are dissuaded from 
implementing trade and travel restrictions without a 
scientific basis (Moon et al., 2015). To enhance com-
pliance with the IHR, it has been suggested that WHO 
publicly request countries to justify additional mea-
sures undertaken and urge businesses to reconsider 
restrictions (Gostin, DeBartolo,  &  Friedman, 2015). 
To encourage good behavior and promote transpar-
ency, WHO could publicly acknowledge the nations 
and businesses that comply with recommendations, 
while publicly disclosing lists of those that do not. 
However, doing so would require a delicate balancing 
act between WHO’s role as trusted interlocutor with 
governments on sensitive information and its role as 
guardian of the IHR.

To further encourage compliance with the IHR, 
funding bodies could create economic incentives for 
early reporting by committing to the rapid provision 
of emergency funds to assist countries when emergen-
cies strike and compensating them for any economic 
losses that might occur (Moon et al., 2015). Moreover, 
insurance plans offered, for example, by the World 
Bank’s proposed Pandemic Emergency Financing 
Facility, could mitigate the economic costs linked to 
outbreak reporting.

It has also been suggested that state parties con-
sider pursuing dispute mediation from the Director- 
General or compulsory arbitration for economic 
losses incurred. Successful cases by countries affected 
by travel or trade restrictions or human rights viola-
tions would establish a strong precedent that would 
likely enhance compliance (Gostin et  al., 2015). 
Moreover, the World Health Assembly could amend 
the IHR to raise temporary recommendations to a 
binding status.

As private actors, such as shipping companies and 
airlines, are not directly bound by public international 
law, alternative governance mechanisms are needed 
to prevent steps to isolate countries during outbreaks 
(Moon et  al., 2015). The onus rests on state parties 
to instill confidence in private service providers by 
responding appropriately to emergencies, following 
WHO guidance, and abiding by the IHR (Garrett, 
2015). It also falls on WHO to prove its competence 
in handling such situations so as to increase private 
actors’ confidence in its ability to manage PHEICs.

However, as seen in both the H1N1 and Ebola 
epidemics, no matter how comprehensive or well 
embedded the IHR governance structures, the issue of 
national sovereignty endures. Ultimately, nations can 
and will make their own decisions in response to a pub-
lic health emergency, regardless of the global health 
 governance structures in place (Katz & Fischer, 2010). 
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For example, in 2007, the Indonesian government 
decided to stop sharing avian influenza virus strain 
information with WHO (Fidler, 2008). This decision 
stemmed from Indonesia’s unsuccessful attempt to 
obtain a vaccine based on the strain that it had pro-
vided to the international surveillance network for 
influenza. Indonesia argued that this situation exposed 
inequities in the global influenza surveillance system, 
whereby LMICs provide vital information but do not 
get to share in the benefits because they are unable to 
afford the resultant vaccine. Indonesia asserted sov-
ereignty over the samples originating within its terri-
tory, in accordance with the Convention on Biological 
Diversity. The enforcement of sovereignty is further 
supported by the Nagoya Protocol on Access and Ben-
efit Sharing (Secretariat of the Convention on Biologi-
cal Diversity, 2011). Sovereignty is often the only card 
that LMICs can play to ensure that their voices are 
heard on the world stage. This has many implications 
for data and specimen sharing, and for the expansion 
of research and development in LMICs.

Global Health Security Agenda
Launched in February 2014, the Global Health Secu-
rity Agenda (GHSA) is a growing partnership of more 
than 50 nations, international organizations, and non-
governmental stakeholders to help build countries’ 
capacity as required by the IHR (GHSA, 2017a). The 
GHSA takes a multisectoral, multinational approach, 
aiming to reduce infectious disease threats, promote 
global health security as an international priority, and 
make concrete commitments to other frameworks 
such as the IHR and the World Organization for Ani-
mal Health’s Tool for the Evaluation of Performance 
of Veterinary Services (OIE PVS) (CDC, 2016; GHSA, 
2017a; World Organization for Animal Health, 2017). 
The GHSA was a U.S. initiative conceived and estab-
lished by the Obama administration, with an initial 
focus on ensuring the capacity of countries to take 
effective action against emerging threats, particularly 
in light of the 2009  pandemic flu response. It grew 
from a view that the world was not able to mount an 
effective response to such threats; that the core capac-
ities integral to the IHR were not in place in many 
countries, especially in LMICs; and that WHO was 
not able to monitor effectively, or enforce compliance 
with, the IHR.

Whilst the GHSA is a U.S.-led initiative, it was 
always intended to be multilateral in nature. In its 
early stages, the United States approached partner 
countries to support the “Agenda” and commit to 
increasing capacities globally, including by providing 
funding or technical expertise to countries in need of 

assistance. Membership is now open to all countries, 
with the decision to join made by national govern-
ments and often led by the Ministry of Health. As 
more countries joined the initiative, the United States 
recognized the need for others—particularly those 
outside of the “global north”—to take on leadership 
roles within the alliance. This issue has further been 
addressed by increasing emphasis on the GHSA as a 
support to WHO’s leadership in IHR work and health 
security in general. 

The relationship between the GHSA and WHO 
has often been tense. At its inception, a widely held 
view was that the GHSA had a bias against WHO and 
that it aimed to supplant WHO as the lead  organization 
for global health security. The counter-view was that 
WHO was not effectively tackling the key issues in 
health security (such as failing to fully implement the 
IHR), that WHO leadership would not (or could not) 
face up to this issue (because of WHO’s governance 
position with member states), and that WHO was not 
fit for purpose with regard to international outbreak 
response (bearing in mind that this was before the 
Ebola outbreak in West Africa).

The GHSA’s work is organized into a discrete set 
of agreed “Action Packages.” All GHSA member coun-
tries participate in one or more Action Packages either 
as a “leading” or “contributing” country. Each package 
is accompanied by a 5-year target, indicators by which 
to measure progress, and lists of baseline assessment, 
planning, monitoring, and evaluation activities to 
support successful implementation (GHSA, 2017b). 
A Steering Group oversees the work, with a rotating 
country chair. The countries on the Steering Group, 
particularly the chairing country, fund the organiza-
tional arrangements (although in reality, activities are 
largely dependent on U.S. funding).

The Action Packages that constitute the GHSA’s 
work at the country level are largely funded through 
a combination of country funding and donor fund-
ing, with the additional element that the United States 
has specific GHSA funding from Congress to support 
activities in line with GHSA priorities and in coun-
tries with which the United States wants to partner. 
The major change that the GHSA has driven is that 
funding for this aspect of health strengthening targets 
activities that are an agreed priority for the country, 
is part of an agreed action plan, and is monitored 
independently.

Response to Outbreaks: Linking Global, 
Regional, and National Perspectives
Though there were significant strengths in the interna-
tional response to the 2014–2016 West  African Ebola 
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outbreak, the delay between the initial Mèdecins 
Sans Frontières (MSF) warning in March 2014 and 
the WHO declaration of a PHEIC in August of the 
same year was lengthy and problematic (Grepin, 
2015; WHO, 2014). In a retrospective reflecting on 
the response to the outbreak, many important lessons 
regarding better coordination and collaboration have 
been highlighted (House of Commons Science and 
Technology Committee, 2016).

International assistance in the event of a public 
health emergency can be facilitated through the Global 
Outbreak Alert and Response Network (GOARN), in 
the case of an infectious disease outbreak, or through 
the Global Emergency Medical Team (EMT) Registry, 
in the case of a humanitarian crisis. GOARN is a collab-
oration of existing institutions and networks that pools 
human and technical resources for the rapid identi-
fication, confirmation, and response to outbreaks of 
international importance (WHO, 2017b). WHO may 
coordinate an international outbreak response using 
resources from GOARN. Many countries and orga-
nizations have also developed Emergency Medical 
Teams (EMTs)—groups of health professionals who 
are able to provide direct clinical care to populations 
affected by emergencies (WHO, 2017a). EMTs often 
have a strong trauma and surgical focus, and have a 
long history of responding to sudden- onset disasters 
such as the Indian Ocean tsunami and the Haitian 
earthquake. 

To coordinate the rapid deployment of highly 
qualified and adequately equipped medical teams 
in the event of a disaster, WHO has developed the 
Global EMT Registry. This Registry consists of EMTs 
that meet WHO technical standards and that have 
been classified according to capacity and capability. 
The Global EMT Registry enables a country affected 
by a crisis to call on quality-assured teams capable of 
providing the assistance required. The Registry also 
acts as a coordination mechanism for all partners who 
aim to provide clinical care in crises, and ensures the 
deployment of teams with the required skill set. 

The United Kingdom, for example, has two mech-
anisms by which to deploy cadres of professionals 
trained in humanitarian and outbreak response. One is 
a new dedicated team of public health experts (includ-
ing infectious disease specialists, epidemiologists, 
microbiologists, and logisticians) that has the capacity 
to deploy within 48 hours of notification. Known as the 
U.K. Public Health Rapid Support Team (UK PHRST), 
it is a partnership between Public Health England 
(PHE), the London School of Hygiene and Tropical 
Medicine, King’s College London, and the University 
of Oxford, which brings together response, research, 
training, and capacity-building activities. The second 

mechanism involves a broader group of medical and 
public health reservists, deployable through UK-Med, 
a charity hosting the U.K. International Emergency 
Medical Register (Reece et al., 2017). UK-Med is cer-
tified by WHO as an EMT and is listed on the Global 
EMT Registry. 

Internationally, WHO has developed a similar 
emergency response for infectious disease threats by 
forming the Emerging Diseases Clinical Assessment 
and Response Network, through which clinical sci-
entists can be deployed to rapidly assess unknown 
clinical management questions or public health 
response challenges (WHO, 2016a). The U.S. CDC 
has a longstanding Epidemic Intelligence Service 
(EIS) field epidemiology training program, and the 
European Centres for Disease Control (ECDC) has 
founded a European Programme for Intervention 
Epidemiology Training (EPIET). Within the United 
Kingdom and some other countries, Field Epidemi-
ology Training Programs have trainees ready to be 
deployed to assist with initial assessment of evolving 
outbreaks.

During the West African Ebola outbreak, a cor-
nerstone of the response was the formation of a central 
command and control structure to host the coordination 
of all aspects of the outbreak response, from active case 
management to safe burial, and from contact tracing to 
quarantine activities (Brown et al., 2016). More broadly, 
since 2015 WHO has developed a framework for a 
 Public Health Emergency Operations Centre (EOC) 
Network to ensure that novel outbreaks are appropriately 
resourced with a designated “public health emergency 
management personnel,” who can rapidly come together 
to “coordinate operational information and resources for 
strategic management of public health events and emer-
gencies” (WHO, 2015g).

Notwithstanding the array of international 
response options available, individual countries must 
develop their own capacity for meaningful surveil-
lance and outbreak response, as highlighted by the 
IHR (WHO, 2016b). International response mecha-
nisms can assist both with this process and with inci-
dent response, but sustainable control of public health 
threats is underpinned by the core pillars of countries’ 
own public health systems. Consequently, invest-
ments in underlying health systems improvements, 
including human resources for health, postgraduate 
training for staff, and frontline support including sur-
veillance officers and diagnostic facilities, are critical 
(Oxfam, 2015).

Bilateral partnerships are an important mecha-
nism through which to support capacity development. 
For example, the U.K. Department for International 
Development (DFID)–funded Health Partnership 
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Scheme, which is managed by the Tropical Health 
and Education Trust (THET), links National Health 
Service (NHS) healthcare facilities and academic 
bodies with overseas partners (DFID, 2013). There are 
also many regional surveillance platforms and part-
nerships that allow for an improved and integrated 
outbreak response, such as the Asia Pacific Strategy 
for Emerging Diseases, a common framework for 
countries in the region to develop coherent strate-
gies appropriate to local and national contexts (WHO 
Regional Office for the Western Pacific & Regional 
Office for South East Asia, 2010). 

Many other regional organizations and alliances, 
such as the Africa CDC and African Union, promote 
strategic and operational responses to novel threats 
across a region. The African Field Epidemiology Net-
work (AFENET) is a public health network established 
in 2005 as a nonprofit networking alliance of Field 
Epidemiology and Laboratory Training Programs 
(FELTPs) and FETPs in Africa supporting ministries 
of health in health system strengthening in partner-
ship with global public health experts. During the 
Ebola outbreak in West Africa, African Union Support 
for the Ebola Outbreak in West Africa (ASEOWA) 
supported FETP graduates from Uganda, Zimbabwe, 
Ethiopia, and Tanzania as they undertook the investi-
gation and control of the outbreak in Liberia (Lubogo 
et al., 2015). Further, in the wake of the outbreak, the 
World Bank invested $390 million in West Africa in 
the Regional Disease Surveillance Systems Enhance-
ment (REDISSE) program. The program is focused on 
enhancing surveillance and information systems, and 
strengthening laboratory capacity. The project aims to 
support the development of national surveillance sys-
tems and their interoperability at the different tiers of 
the health system, and establish networks of efficient, 
high-quality, accessible public health, veterinary, and 
private laboratories for the diagnosis of infectious 
human and animal diseases, and to create a regional 
networking platform to improve collaboration for labo-
ratory investigation (World Bank, 2017c). 

Finally, many bilateral research platforms con-
tribute to research and training for future emerging 
infectious disease response. These initiatives include 
the Southeast Asia–Europe Joint Funding Scheme 
for Research and Innovation (SEA-EU-NET) and 
the European and Developing Countries Clinical 
Trials Partnership (EDCTP).

Funding for Public Health 
Emergency Response
A major constraint to ensuring emergency response 
infrastructure exists in LMICs is the (lack of) 

availability of funding. Such funds tend to be obtained 
through grants from international donors, as well as 
borrowed from international financial institutions 
such as the World Bank after a disaster has occurred 
(Ghesquiere & Mahul, 2007). These mechanisms are 
often slow to mobilize and, therefore, unlikely to pro-
vide the quick liquidity needed immediately after a 
disaster. An alternative financing strategy would be 
for LMICs to commit funding for emergency response 
mechanisms before a disaster, which can then be rap-
idly released when needed. Ideally, this would be 
sourced from domestic funds to be sustainable.

In 2008, the WHO Global Assessment of 
National Health Sector Emergency Preparedness and 
Response found that fewer than half of all national 
health sectors had a specific budget  allocation for 
emergency preparedness and response (WHO, 
2008a). The Global Facility for Disaster Reduction 
and Recovery and the Overseas Development Insti-
tute have estimated that between 1991 and 2010, only 
$13.5 billion (0.45%) of the total amount of inter-
national aid ($3.03 trillion) was spent worldwide 
on disaster prevention and preparedness (Kellett & 
 Caravani, 2013).

EXHIBIT 14-5 outlines some recently proposed and 
implemented solutions for financing disaster risk 
reduction strategies.

EXHIBIT 14-5 Practical Solutions to Finance Disaster 
Risk Reduction

 ■ The WHO Contingency Fund for Emergencies (CEF) 
provides immediate funding at the beginning of an 
emergency until resources from other mechanisms 
begin to flow (WHO, 2015a).

 ■ The World Bank Pandemic Emergency Financing 
Facility (PEF) provides surge funding for low-
income countries to assist response efforts to help 
prevent rare, high-severity disease outbreaks from 
becoming more deadly and costly pandemics 
(World Bank, 2017b).

 ■ Some countries are engaging in disaster 
preparedness by working collaboratively and 
engaging local stakeholders. For example, 
the Horn of Africa Risk Transfer for Adaptation 
(HARITA) Program is an innovative microfinance 
scheme being piloted in Ethiopia (Oxfam America, 
2010). HARITA offers a holistic approach to risk 
management, integrating financial aspects such as 
risk transfer (i.e., insurance), prudent risk taking (e.g., 
credit), and risk reserves (e.g., savings) alongside 
risk reduction activities (e.g., improved agricultural 
practices and conservation activities).

662 Chapter 14 Public Health Infrastructure



Evaluation of the International 
Health Regulations
The 2014–2016 outbreak of Ebola virus disease in West 
Africa laid bare the shortcomings of the global health 
security strategy and the IHR. The disaster exposed 
challenges that nations had previously failed to han-
dle, including sustaining and deepening global health 
as a political priority, reforming WHO, and improving 
compliance with international health laws (Heymann 
et al., 2015). 

The last issue has since been addressed by restruc-
turing the IHR monitoring and evaluation process 
through the development of the Joint External Eval-
uation (JEE) tool (WHO, 2015f, 2016c). The JEE is a 
collaborative process to assess a country’s capacity 
under the IHR to prevent, detect, and rapidly respond 
to public health threats. This tool is more comprehen-
sive than the original IHR assessment, and was devel-
oped in partnership with the GHSA. A JEE assessment 
measures individual countries’ IHR compliance status 
in 19 key areas (FIGURE 14-2); identifies the most urgent 
needs, opportunities for improved preparedness, and 
responses and action; and should engage with current 
and prospective donors and partners to target resources 
effectively (JEE Alliance, 2017a).

Complementing the GHSA partnership is the JEE 
Alliance, which facilitates engagement between all 
relevant actors involved in WHO’s assessment pro-
cess for IHR capacity strengthening. The JEE Alliance 
promotes use of the JEE tool, and links it with other 
assessment processes for health security. It promotes 

transparency in exchanging information on the 
results of assessments, in particular for donors inter-
ested in funding the development and strengthening 
of national- level capacities and capabilities. It is envi-
sioned that a strengthened IHR monitoring and eval-
uation framework, with the JEE at its center, alongside 
after action reviews, simulations and exercises, and 
annual reporting, would make compliance and imple-
mentation easier to track (FIGURE 14-3).

The JEE is a voluntary process initiated at the 
request of the recipient country. It consists of an 
initial national self-assessment, which is followed 
by an external evaluation conducted by a team of 
international subject-matter experts. A report is then 
drafted to identify gaps, opportunities, and challenges 
in the implementation of the IHR. The final report is 
made publicly available by WHO, supporting trans-
parency and openness of data and information shar-
ing. This evaluation assists countries to identify the 
most urgent needs within their health systems and 
prioritize efforts for enhanced preparedness, response, 
and action, and it facilitates engagement with current 
and prospective partners to target resources effec-
tively (JEE  Alliance, 2017a). The collaborative and 
voluntary nature of the JEE helps to make the process 
politically more acceptable.

The JEE works alongside the OIE PVS tool (see the 
section on the Global Health Security Agenda). The 
latter assessment framework is designed to assist vet-
erinary services to understand their “current level of 
performance, to identify gaps and weaknesses in their 
ability to comply with OIE international standards, to 

FIGURE 14-2 The 19 technical areas of the Joint External Evaluation.
Modified from World Health Organization (WHO). (2016c). Joint external evaluation tool: International health regulations (2005). Geneva, Switzerland: Author. Retrieved from http://apps.who.int/iris/bitstream/10665/204368/1/9789241510172_eng.pdf. Copyright © 2016. 
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form a shared vision with stakeholders (including the 
private sector), and to establish priorities and carry 
out strategic initiatives” (World Organization for Ani-
mal Health, 2017).

WHO covers most of the funds (via regional 
offices) for financing JEEs, although some countries are 
also able to contribute. Nevertheless, there is a need for 
funding to be specifically earmarked for JEEs and for 
the subsequent strengthening of health systems. The 
GHSA provides funding indirectly to the JEE through 
participation of its own staff in the evaluations. Further, 
some organizations and countries, notably  Finland and 
the U.S. CDC, fund their own participation.

Post-JEE evaluation, countries must take action 
to address the gaps highlighted by the assessment. 
A comprehensive national plan of action should be 
devised and implemented. Implementation is the crit-
ical step, but the necessary activities need to be ade-
quately funded. Inevitably, most LMICs will require 
additional financial resources to achieve the JEE tar-
gets and full IHR compliance, but often no concrete 
sources of funding or assistance are in place. This is 
currently a significant stumbling block to progress, 
as many countries are financially unable to follow 
through on the plans of action. Put simply, there is 
a need for comprehensive, clear implementation 
plans and sustainable funding sources to remedy this 
problem.

The collaborative and country-led nature of the 
JEE and post-JEE national action plan process is criti-
cally important. Building IHR capacity is a significant 
undertaking for any country, and particularly so for 
LMICs, where resources are scarce and competing pri-
orities exist (Wilson, von Tigerstrom,  & McDougall, 

2008). An opportunity cost is incurred with any initia-
tive, and IHR capacity building is no exception. Con-
sequently, the IHR planning and prioritization process 
must be country led, with national experts deciding 
where to apportion their limited resources along the 
IHR spectrum of prevention, preparedness, detection 
(surveillance), and response. The collaborative pro-
cess of the post-JEE national action planning, whereby 
national and external teams work together to set priori-
ties and ensure synergies with existing broader national 
health strategies and development initiatives, supports 
this principle. EXHIBIT 14-6 provides an innovative 
example of this collaboration in practice. To have last-
ing success, however, countries require sustained tech-
nical and financial inputs, which can be secured only 
through increased domestic financing and reduced 
reliance on external donors (Sands, Mundaca-Shah, & 
Dzau, 2016). By adopting a high-level, multisectoral 
approach, the JEE process intends to elevate IHR on 
national political agendas, paving the way for greater 
domestic financial commitment and sustainability. 

The reformed IHR monitoring and evaluation 
process remains in its infancy. However, by May 2017 
(just over a year after its launch), more than 40 coun-
tries had undergone a JEE assessment, with many 
more planned. The toolkit itself is iterative, with 
improvements and amendments already incorporated 
since it was first piloted, and plans for further refine-
ments (JEE Alliance, 2017b).

Antimicrobial Resistance
Antimicrobial resistance (AMR) is recognized as a 
complex issue of increasing concern, threatening 

FIGURE 14-3 Complementary components of the IHR monitoring and evaluation framework.
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*States Parties Annual Reporting

Modified from World Health Organization (WHO). (2016). WHO JEE SPP: From external evaluation to the development of action plans. Jakarta, Indonesia: Author. Retrieved from https://www.ghsagenda.org/docs/default-source/default-document-library/archive-action 
-package-meeting/1—who-ihr-jee-spp-ludy-suryantoro-(r1)—508.pdf. Copyright © 2016. 
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health and biosecurity across multiple sectors (OECD, 
2017). It is an explicit technical area covered in the 
JEE, and increasing political awareness of this threat 
has placed AMR firmly on the global agenda, with 
numerous initiatives and policies established to tackle 
this growing crisis. Indeed, the Global Action Plan on 
Antimicrobial Resistance has called on member states 
to put into place national plans to combat AMR within 
2 years (WHO, 2015d). The goal is to “ensure, for as 
long as possible, continuity of successful treatment 

and prevention of infectious diseases with effective 
and safe medicines that are quality-assured, used in a 
responsible way, and accessible to all who need them” 
(WHO, 2015d).

Since AMR is a shared, global problem, preserv-
ing antibiotic susceptibility will depend largely on the 
strength of the weakest national efforts. The devel-
opment of comprehensive national action plans by 
LMICs hinges upon the availability of information 
pertaining to the etiology and prevalence of AMR in 

EXHIBIT 14-6 Political and Institutional Economy Analysis of the Implementation of the IHR and Integrated 
Disease Surveillance and Response in Pakistan

Political and institutional economy analysis (PIEA) is a well-recognized development tool (DFID, 2009; McCulloch et al., 
2017) that can be used to inform understanding and planning of health interventions. In 2016, Public Health England 
commissioned a PIEA of the implementation of WHO’s IHR and the Integrated Disease Surveillance and Response (IDSR) in 
Pakistan (Public Health England & Contech International, 2017). The work was intended to answer a series of key questions 
at the federal level and in Punjab province, thereby facilitating planning of future activity. The PIEA addressed the following 
key questions:

 ■ Why is Pakistan not compliant with the IHR?
 ■ Why have previous recommendations for IDSR not been implemented?
 ■ Why is progress slow?
 ■ Who is responsible for IHR compliance and delivery of IDSR, and what influences them?
 ■ What has or has not worked well to date, and why?

This work complemented a JEE in Pakistan undertaken in April–May 2016 (WHO Alliance for Country Assessment, 
2016) and detailed situational analyses of existing disease surveillance and response systems in Pakistan (Public Health 
England & Contech International with the Punjab Government, 2016). It was the first time that formal political economy 
analysis had been used to study implementation of the IHR.

The findings of the PIEA from stakeholder interviews and desk review identified the following key governance issues:
 ■ Expressed political commitment that had not translated into implementation
 ■ Lack of a system-wide approach to the IHR and IDSR
 ■ The need to improve the governance of delivery (e.g., defining roles, responsibilities, and standards, as well as 

systems for accountability and management)
 ■ Deficient specialized workforce, HR planning, support, and career structures
 ■ The role/approach of donors and technical agencies, with their dominance of the health landscape giving donors undue 

influence over domestic agendas and priority setting, undermining efforts for long-term sustainable system change
 ■ Limited fiscal space for IHR compliance and IDSR implementation

Based on the PIEA diagnosis, the following recommendations and key actions were proposed to improve delivery of 
IHR capacities and an IDSR system:

 ■ Ensure political prioritization of the IHR and IDSR so as to push the agenda at all levels, and improve communications 
around the IHR and IDSR to political leaders.

 ■ Develop and deliver a system-wide approach to the IHR and IDSR, and coordinate institutions, partners, and 
individuals around this approach. IDSR strategic and operational plans should be developed in conjunction with 
provinces and wider stakeholders.

 ■ Develop and put in place clear governance and accountability structures for individuals, organizations, and tiers of 
the health system for IDSR and delivery of IHR capacities with well-defined roles and responsibilities for delivery.

 ■ Strengthen workforce planning, support, and career structures; develop specific eligibility and qualification standards 
for various cadres of the public health workforce; assess if there are immediate training needs.

 ■ Encourage donors and technical agencies to work together and align their support to system-wide national plans 
for delivery of IHR capacities and IDSR. Governance mechanisms should be developed to assess whether donor 
assistance will support or hinder national plans.

These PIEA recommendations informed roadmap development and strategic and operational planning that occurred 
subsequent to the technical JEE assessment and IDSR situational analyses.
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these contexts. However, large information gaps in the 
global governance of AMR remain, concerning both 
the magnitude of the issue and national responses to 
it (Wernli et al., 2017). Surveillance data from LMICs 
are often scarce or incomplete (Tadesse et al., 2017), 
and even where epidemiologic data are collected, the 
full complement of information—particularly from 
private hospitals and laboratories—is often unavail-
able. Methodological inconsistencies in data collec-
tion and reporting further hamper comparability of 
data between laboratories, countries, and regions. 
Consequently, our understanding of the overall clin-
ical and public health burden of AMR, as well as the 
state of national response efforts, is limited.

As will be discussed in more depth in the “Sur-
veillance and Health Information Systems” section, it 
is important to strengthen the capacity of LMICs to 
monitor AMR. Efforts should also be made to ensure 
harmonization of data collection and reporting across 
countries, as this improves the comparability of infor-
mation and enables countries to benchmark their 
performance against others. For example, laborato-
ries in Europe are encouraged to use the European 
Committee on Antimicrobial Susceptibility Testing 
(EUCAST) breakpoints and methods to ensure con-
sistent clinical reporting of antimicrobial susceptibil-
ity results and comparability for surveillance purposes 
(European Centre for Disease Prevention and Con-
trol, 2015). Improved situational monitoring may also 
result in greater engagement of health professionals 
and consumers, whose participation is critical to tack-
ling AMR (Wernli et  al., 2017). However, equally as 
important as improving the capacity of countries to 
monitor AMR, is deciding which factors should be 
measured in the first place. Given the diversity among 
and within countries (from the ecological determi-
nants of AMR to social and political systems), it has 
been proposed that national monitoring efforts focus 
on three main components (Wernli et al., 2017):

 ■ The epidemiologic situation and its impact on 
human health (outcomes)

 ■ Drivers and practices (processes)
 ■ Regulations and control policies (structures)

A variety of measurements, drawn from human, 
animal, and environmental health, can be attached 
to each of these components. For example, measure-
ments of the drivers of AMR encompass access to san-
itation and consumption of meat products, whereas 
the adoption of a national action plan and the enact-
ment and implementation of regulations are measure-
ments of structures.

AMR monitoring in LMICs can be bolstered 
through engagement with the GHSA, which supports 

country capacity to collect data. Another strategy is to 
exploit synergies with successful disease-specific sur-
veillance programs (such as tuberculosis surveillance) 
to expand AMR surveillance. Data from each country 
should be collated and synthesized on a common plat-
form, with methodologic differences addressed trans-
parently to ensure comparability of results. As the 
information collected is aimed at informing policy, 
attention should be paid to communicating the find-
ings clearly and widely through various media outlets 
(Wernli et al., 2017). 

Improvements in AMR monitoring ultimately 
requires the engagement and participation of a num-
ber of global actors. For example, the recently launched 
Conscience of Antimicrobial Resistance Accountabil-
ity (CARA) initiative aims to track national responses 
to AMR (Gelband, 2016). CARA comprises an alli-
ance of multisectoral organizations (public, private, 
and nonprofit) from the human, animal, and environ-
ment sectors. Each member organization will commit 
to reporting on mutually agreed indicators in coun-
tries around the world, so as to monitor the state of 
national AMR responses.

Antimicrobial Stewardship and 
Infection Prevention and Control
Hand hygiene (as part of infection prevention and con-
trol [IPC]) and antimicrobial stewardship are thought 
to be two of the most effective evidence-based inter-
ventions in tackling AMR. Whilst antimicrobial stew-
ardship programs (ASPs) are increasingly common in 
higher-income settings, they are more difficult to imple-
ment in LMICs due to multiple factors—for example, a 
lack of investment, human workforce, logistical infra-
structure, and strong surveillance mechanisms (Bebell 
& Muiru, 2014), as well as lack of access to life-saving 
antimicrobials in some areas (Laxminarayan et  al., 
2016). The last issue is particularly important: Simulta-
neously expanding appropriate access to antimicrobi-
als and restricting inappropriate access to these agents 
is a key challenge, requiring new approaches to financ-
ing and delivering healthcare services (addressed in 
detail in the Pharmaceuticals chapter). 

Although antibiotic consumption is increasing 
worldwide, driven by economic growth and pros-
perity, access to these medications is not uniform. 
Indeed, more deaths are currently caused by limited 
access to antibiotics than by antibiotic resistance 
( Laxminarayan et al., 2016). For example, pneumonia- 
related deaths in children younger than age 5 years are 
strongly correlated with availability of antibiotics, and 
it is estimated that universal provision of antibiot-
ics could reduce deaths due to community-acquired 
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pneumonia in this age cohort by 75%. Although ASPs 
that act to restrict the use of quality-controlled anti-
microbials, while also enabling effective monitoring 
and offering alternative therapies (e.g., vaccinations), 
are essential in ensuring good antimicrobial steward-
ship (Buckland Merrett, 2013), such policies should be 
implemented with caution: Achieving child survival 
goals will depend on continued and even expanded 
access to effective antibiotics for pediatric patients 
(Laxminarayan et al., 2016). 

Further, creative solutions are required that recog-
nize the limited regulatory capacities in many LMICs. 
For example, banning the sale of nonprescription 
antibiotics is likely to be counterproductive—as well 
as unenforceable—because it would restrict access for 
poorer populations that rely on private drug sellers 
for healthcare (Laxminarayan & Heymann, 2012). In 
Nigeria, for example, drug vendors are the first source 
of care for as many as 55% of cases of under-5 ill-
nesses, and in some parts of sub-Saharan Africa drug 
shops provide as much as 83% of all child health ser-
vices (Webster, 2017).

New tools to provide highly specific diagnoses 
of pathogens can decrease diagnostic uncertainty, 
improving clinical management and stewardship 
efforts. Rapid, low-cost, and readily available diagnos-
tic tools should be an essential component of ASPs. 
Currently, however, the vast majority of antimicrobial 
prescriptions are written without the use of a diagnos-
tic tool. The decision as to whether an antimicrobial 
is prescribed is often based on an “empirical diagno-
sis,” whereby expertise, intuition, and professional 
judgment are used to “guess” the causative agent of 
an infection. This behavior stems from the length of 
time traditional diagnostic tests take to confirm the 
offending pathogen (e.g., many types of bacteria must 
be cultured for a number of days before an infection 
can be confirmed). Acutely ill patients cannot afford 
to wait this long, and even in non-urgent cases time, 
patient, and financial pressures often force prescrib-
ers to address needs much faster (Review on Anti-
microbial Resistance, 2016). As a consequence, huge 
quantities of antimicrobials are wasted globally on 
patients who do not need them (driving AMR) and 
on microbes against which they are ineffective. One 
solution to this problem is the development of rapid 
point-of-care diagnostic tests, as discussed in depth in 
the “Diagnostic Capability” section.

Surveillance and Health Information 
Systems
Disease surveillance is a cornerstone of the IHR 
(WHO, 2016b). Countries must be able to detect 

threats within their own borders if they are to imple-
ment effective control measures and forewarn other 
countries of potential risks. Data generated from both 
public health and clinical laboratories are essential for 
public health surveillance activities, and should feed 
into a national health information system. Countries 
need to establish a robust interoperable and inter-
connected electronic reporting system that can link 
and analyze multisectoral surveillance data includ-
ing epidemiologic, clinical, laboratory, environmen-
tal testing, and bioinformatics data (GHSA, 2017b). 
An electronic reporting system capable of generating 
automatic reports or alerts will also facilitate real-
time surveillance efforts. A strong health information 
system is necessary to track progress toward health- 
related goals, to monitor the performance of the 
health system, and to inform policy makers and health 
system managers. Unfortunately, health information 
systems in many LMICs are weak and fragmented, 
so they cannot supply sound data in a timely manner 
(Mbondji et al., 2014). 

To facilitate information sharing and the sub-
sequent analyses, laboratory protocols and data col-
lection, coding, and storage need to be standardized. 
Within countries, data are often collected or produced 
by multiple actors and stored on various information 
management platforms. To streamline data sharing, 
identify gaps in data collection, and avoid duplication 
of efforts, there is a need to ensure greater comple-
mentarity and coordination between agencies. 

For example, in India, health information data are 
collated by many different agencies and surveillance 
systems (Patel et al., 2015). Little coordination exists 
between these actors, and there is little integration and 
reconciliation of diverse data sources. Health workers 
often collect several types of health metrics to meet 
the divergent requirements of central, state, and local 
governments. Data collection is also incomplete and 
restricted to public health facilities. Failure to col-
lect data from the private sector excludes the major 
provider of healthcare in India from the surveillance 
system. Recognizing these limitations, India’s 2017 
National Health Policy outlined the need for an inte-
grated health information system, which necessitates 
private-sector participation (Ministry of Health and 
Family Welfare, 2017). The National Rural Health 
Mission has established an integrated nationwide 
health information portal that facilitates the flow of 
information including more than 300 data elements, 
and maintains a repository of published reports from 
national data sets (Patel et al., 2015). This system has 
been expanded to capture monthly information from 
195,000 facilities across almost all states of India. The 
government aims to establish a federated national 
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health information architecture to link systems across 
public and private health providers at the state and 
national levels.

Surveillance is a particular issue for monitoring 
AMR, because AMR surveillance in LMICs is limited. 
The lack of data constrains national governments and 
international organizations in their efforts to devise 
action plans and detect evolving trends and emerging 
threats. However, a number of initiatives have been 
established to build surveillance capacity. For exam-
ple, the Global AMR Surveillance System (GLASS) 
collects and reports data on AMR rates aggregated at 
the national level (WHO, 2015e). This system aims to 
collect comparable, validated data on AMR, which are 
then analyzed and shared to inform evidence-based 
action and decision making. Similarly, a roadmap 
has been created for implementation of this system in 
LMICs, as these countries may not have the resources 
or capacity to implement all components in the GLASS 
manual (London School of Hygiene and Tropical 
Medicine, 2016). Further, regional AMR surveillance 
networks have been established in Latin America (Red 
Latinoamericana de Vigilancia de la Resistencia a los 
Antimicrobianos, ReLAVRA) and Central Asia and 
Eastern Europe (CAESAR), and successes have been 
achieved in India through the National Programme 
on Antimicrobial Surveillance and in Kenya, South 
Africa, and Mozambique. Nevertheless, significant 
hurdles to AMR surveillance remain in many LMICs—
namely, weak health systems, difficulty in enforcing 
regulations, healthcare worker recruitment and reten-
tion, poor public health infrastructure with a higher 
burden of infectious disease, and limited resources 
(Abdula, Macharia, Motsoaledi, Swaminathan,  & 
VijayRaghavan, 2016). An integrated, multisectoral 
approach combining leadership, training, supervision, 
and laboratory quality assurance (including site visits 
and panel testing) would facilitate strengthened labo-
ratory capacity in LMICs (Dacombe, Bates, Bhardwaj, 
Wallis, & Pulford, 2016).

Given the close ties between AMR and animal hus-
bandry, and recognizing that the majority of infectious 
diseases are zoonoses (Jones et al., 2008), it is valuable 
to take an integrated or “One Health” approach to sur-
veillance activities. WHO (2017c) defines One Health 
as “an approach to designing and implementing pro-
grammes, policies, legislation, and research in which 
multiple sectors communicate and work together to 
achieve better public health outcomes.” This approach 
recognizes that the health of humans, animals, and 
ecosystems is interconnected (FIGURE  14-4), and has 
been gaining momentum ever since the Asian avian 
influenza outbreak in 2005. An added value of this 
holistic approach is the resultant shift in the paradigm 

of emergency response upstream, toward preven-
tion and preparedness, through management of the 
risks that lead to disease emergence (Dixon, Dar,  & 
 Heymann, 2014; Heymann & Dar, 2014).

One Health surveillance comprises the systematic 
collection, validation, analysis, interpretation, and dis-
semination of data collected on humans, animals, and 
the environment so as to inform decisions for more 
effective evidence- and system-based public health 
interventions (Stark et al., 2015). Integrating surveil-
lance in this way can be achieved by aggregating data-
bases at the human–animal interface. For example, 
the Global Early Warning System (GLEWS) database 
includes animal or zoonotic events for which informa-
tion has been jointly gathered by the Food and Agri-
culture Organization (FAO), World Organization for 
Animal Health (OIE), and WHO, and confirmed by 
national authorities (GLEWS, 2017). Another exam-
ple is the “four-way linking” platform implemented in 
Egypt, Vietnam, and Indonesia (Forcella et al., 2015). 
This project promotes the development of a framework 
for data sharing, risk assessment, and risk communi-
cation among governmental public health and animal 
health influenza laboratories as well as epidemiology 
units. The need to integrate human and animal inter-
ventions to better prevent, detect, and control human 
diseases is also reflected in the adoption and promo-
tion of One Health approaches by the GHSA, IHR, 
and JEE (GHSA, 2017b; WHO, 2016c).

Experience from recent major outbreaks has 
shown the need for a wide array of surveillance sys-
tems and diagnostic capability, alongside the abil-
ity to implement emergency response mechanisms 
( Crawford, Rutz,  & Evans, 2016). Novel surveillance 

FIGURE 14-4 Early control of zoonotic infections is 
cost-effective and reduces human disease.

Exposure in animals

Clinical signs in animals

Exposure in humans

Clinical signs in humans

Cost of control outbreak

Humans seek medical care

Reproduced from Heymann, D.L., & Dar, O.A. (2014). Prevention is better than cure for emerging infectious diseases. BMJ, 348, 
g1499. Copyright © 2014 with permission from BMJ Publishing Group Ltd.
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tools, such as mobile phone technology to track and 
monitor outbreaks (Jia & Mohamed, 2015), multime-
dia platforms including image and pattern recognition 
to monitor mass gatherings (Al-Salhie, Al-Zuhair, & 
Al-Wabil, 2014), and use of Internet search terms 
to predict outbreaks (Cook, Conrad, Fowlkes,  & 
Mohebbi, 2011), are also likely to be applied more fre-
quently in the future.

Networks such as the International Severe Acute 
Respiratory and Emerging Infection Consortium 
(ISARIC, 2017b) are developing standardized data 
collection tools to provide for obtaining early infor-
mation about novel disease progression and manage-
ment. Countries increasingly will need to integrate 
with regional partners, such as ECDC, and through 
global exchanges of information and novel pathogens, 
such as with WHO collaborating centers. To support 
this type of cooperation, agreements are required at 
the global and regional levels on data and specimen 
sharing and, where relevant, shared intellectual prop-
erty. The latter issue is particularly important when 
specimens originating in LMICs are used to develop 
diagnostics, vaccines, and therapeutics that are then 
distributed and sold globally through the private sec-
tor (Fidler, 2008).

As many countries move toward more privatized 
provision of diagnostic services (Corti, Passini, Lanza-
vecchia, & Zambon, 2016), steps are needed to ensure 
that reference services receive adequate and represen-
tative samples of pathogens. One way to ensure this 
access is to develop a mechanism whereby provision 
of appropriate samples leads to diagnostic and ther-
apeutic development, leading to local deployment of 
novel tests or drugs. Integrated disease surveillance, 
including a One Health approach including animal 
health and laboratory infrastructure investment, is key 
to “rapid identification and containment of . . . emerg-
ing and re-emerging infectious diseases” ( Houlihan, 
Youkee, & Brown, 2017).

Data Sharing
There is a growing consensus among stakeholders 
about the importance of data sharing in advancing 
health (Wellcome Trust, 2011). Sharing public health 
surveillance data enables regional collaborations, 
capacity strengthening, and insight into public health 
system performance. This, in turn, leads to improve-
ments in risk management, and enhances public 
health responsiveness (Chatham House, 2017). Seven 
principles have been proposed to help create an envi-
ronment conducive to data sharing (FIGURE 14-5). They 
are intended to facilitate good practice and encourage 
ethical sharing to the highest achievable standards, 

while also helping to identify opportunities for capac-
ity building (Chatham House, 2017).

Data sharing is particularly pertinent during a 
public health emergency, where it is critical to ensure 
the timely dissemination of information that might 
have value in combating the crisis. The ability to mobi-
lize data-sharing networks enables researchers to more 
quickly develop and test hypotheses, provide evidence 
to inform the public health response, and thereby 
facilitate a prompt and effective global response 
(GloPID-R Data Sharing Working Group, 2017). Fur-
ther, sharing data between stakeholders helps prevent 
the duplication of work, and pooling efforts both 
extends the value of limited resources and reduces the 
lag time between the identification of a public health 
emergency and the mounting of a response.

Many different types of data, ranging from clinical, 
epidemiologic, and pathogen genome data to informa-
tion on experimental diagnostics, therapeutics, and 
vaccines, may contribute to the research response. The 
increasing depth and breadth of international collab-
orations, coupled with technological advancements 
including informatics, rapid whole- genome sequenc-
ing of pathogens, and novel methods to collect and 
analyze clinical and epidemiological data, present a 
huge potential to advance public health and transform 
responses to outbreaks (Wellcome Trust, 2011; Yoz-
wiak, Schaffner, & Sabeti, 2015). However, the power 
of these “big data” to aid such responses can be real-
ized only if the data are shared widely and promptly 
(Yozwiak et al., 2015).

FIGURE 14-5 Data sharing principles for public health 
surveillance.
Reproduced from Chatham House, Royal Institute of International Affairs. (2017). A guide to sharing the data and benefits of public health 
surveillance. London, UK: Author. Copyright © The Royal Institute of International Affairs, 2017. With permission of RIIA through PLSclear.
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Despite this necessity, in practice, the timely and 
transparent sharing of data remains a challenge. The 
shortcomings of existing data-sharing mechanisms 
were highlighted during the Ebola outbreak in West 
Africa (Whitty et al., 2015). In the early stages of the 
epidemic, individuals and organizations, including 
WHO, were reluctant to share data in real time. In 
these type of situations, the main reason given for with-
holding information is the perceived disincentives to 
share data, including concerns that data sharing may 
jeopardize subsequent publication, would allow other 
researchers to use the data for their own publications, 
and might violate confidentiality agreements. Addi-
tional reasons given for lack of sharing include the 
lack of incentives and the absence of a mechanism to 
enable information dissemination. This unwillingness 
to share data had implications for the effectiveness of 
the early response and put the lives of those HCWs 
on the frontline at risk, many of whom had provided 
the data in the first place. Further, the particularities 
of outbreaks can present additional barriers to data 
sharing. Outbreaks often bring together people and 
communities from all over the world, and who often 
have different norms and values. This “culture clash” 
can create uncertainties regarding ownership of data 
(Yozwiak et al., 2015). Further, in emergencies it can 
be difficult to obtain patient consent for data sharing, 
especially in situations, such as in the Ebola outbreak, 
where patients and their families are vulnerable to 
stigmatization and exploitation.

Thus, there is an obvious need to develop clear 
guidelines and initiatives to encourage and enable 
data sharing. In 2015, an agreement was reached on 
the need for data sharing, particularly during public 
health emergencies (WHO, 2015b). In this meeting, 
a consensus was reached that the risks and potential 
harms of nondisclosure of important information 
provide a strong ethical rationale for the rapid shar-
ing of data. Among other things, it was recognized 
that while epidemiologic data belong to the country 
of origin, the default option is that data should be 
shared (i.e., opt-out policy) to ensure that knowledge 
generated becomes a global public good. It was also 
agreed that the disclosure of information should not 
be delayed by publication timelines, and that prepub-
lication disclosure must not prejudice journal publi-
cation. Prepublication information sharing should 
become the global norm in the context of public 
health emergencies, with the exception of some con-
flict settings ( Karunakara, 2013).

In implementing data-sharing initiatives, a num-
ber of issues need to be considered. First, incentives and 
safeguards should be created to encourage researchers 

to disclose their data (Yozwiak et  al., 2015). Ethical, 
legal, and governance issues also need to be addressed 
to safeguard participants and communities, overcome 
regulatory hurdles, and mitigate challenges associated 
with benefit sharing and reciprocity. A data- sharing 
infrastructure needs to be developed to facilitate 
prompt dissemination of information, including the 
creation of networks and norms for repositories and 
best practices.

The Global Research Collaboration for Infectious 
Disease Preparedness (GloPID-R) is a platform that 
brings together research funding organizations on a 
global scale to facilitate an effective research response 
to a significant infectious disease outbreak (GloPID-R, 
2015). Data sharing is a key priority of GloPID-R, and 
a working group has been established to develop sys-
tems for data sharing during public health emergen-
cies (Littler, 2016). The data-sharing working group 
has also drafted a set of seven core principles to under-
pin and support the development of systems for data 
sharing in public health emergencies (GloPID-R Data 
Sharing Working Group, 2017); these principles are 
described in TABLE 14-1.

Another initiative is the Infectious Diseases Data 
Observatory (IDDO, 2017), which acts as a “central 
repository for evidence of optimal management and 
treatment efficacy for selected infectious diseases.” 
This platform for collaboration facilitates the investi-
gation of key scientific questions and rapid response 
to public health emergencies. It offers a variety of 
disease- specific data-sharing platforms where data 
can be collated, standardized, and stored securely.

ISARIC provides a collaborative platform for 
clinical researchers to share data and access protocols 
needed to facilitate a rapid response to outbreaks of 
emerging diseases (ISARIC, 2017a). ISARIC can be 
described as a network of networks having gathered 
in one place more than 70 networks and individuals. 
This organization also promotes the standardization 
and harmonization of definitions, endpoints, and data 
collection methods to streamline the aggregation, 
tabulation, and analysis of data across many different 
settings.

As in other responses to public health emergen-
cies, preparedness is key to ensure successful data 
sharing during a public health crisis. The systems, 
standards, and principles of data sharing should 
already be in place as part of standard data-sharing 
practices. These mechanisms can then be scaled up 
or extended to address the specific challenges asso-
ciated with data dissemination during public health 
emergencies (Littler, 2016). Not only does this expe-
dite the process of data sharing in an emergency, 
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but it also builds advance confidence in the system. 
It is difficult to rapidly cultivate trust in the context 
of an emergency; therefore, it is crucial that such 
relationships are already in place to facilitate data 
sharing (GloPID-R Data Sharing Working Group, 
2017). Further, implicit in the principle of fairness 
mentioned earlier is a need for a circular model of 
data collection, in which the benefits derived from 
the sharing of data feed back to the community from 
which the data are derived. This also fosters trust 
and confidence in the system, in turn facilitating the 
future collection and sharing of data as people and 
communities are more likely to be willing to engage 
with researchers.

 ▸ Conclusion
While population health has improved greatly in 
the past few decades, major health disparities persist 
around the world. In the majority of countries, the 
underlying cause of these disparities is an inadequate 
health system. Public health infrastructure remains the 
poor relation of healthcare services within the health 
systems of LMICs. It tends to be less visible than the 
curative services, and so often does not garner much 

political support, despite some clear examples of the 
popularity among the electorate of an improved health 
system and strong economic arguments for investing 
in public health initiatives (Jamison et al., 2013). While 
there have been promising advances in strengthening 
essential public health, most of the recent attention 
has focused on enhancing health security. While this 
approach to public health has a long history, it has 
been stimulated recently by a series of serious epidem-
ics that have amply demonstrated how unprepared is 
the world to respond to major outbreaks and crises. 
While these health security initiatives are welcome, 
they are by their nature more limited in scope than a 
human rights–derived public health agenda. There is 
an urgent need to work to align and consolidate these 
two public health approaches to provide a comprehen-
sive strengthening of public health infrastructure for 
the future.
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TABLE 14-1 GloPID-R Data Sharing Principles

Principles Description

Timely Data must be shared promptly with few access limitations. This may include the use of 
harmonized study protocols and the development of clear guidelines.

Ethical Data sharing must abide by applicable ethical and legal standards. Informed consent models 
that allow for secondary use of data (broad consent) should be utilized.

Accessible Data sharing should be subject to as few restrictions as possible. Data providers should clearly 
indicate which conditions are in place.

Transparent Information outlining how data can be requested and how requests are considered should be 
provided, including timelines and conditions governing use and access.

Equitable To ensure equal access, data should be made available to all parties at no cost, or at a cost-
recovery level only.

Fairness The provision and use of data must be done in such a way that ensures fair treatment of all 
parties involved and recognition of their contributions.

Quality While speed is of the essence in public health emergencies, a minimum quality standard of data 
must be ensured by the provider. 

Modified from GloPID-R Data Sharing Working Group. (2017). Principles for data sharing in public health emergencies. Version 1. GloPID-R. Retrieved from https://s3-eu-west-1.amazonaws.com 
/pstorage-wellcome-4792389547823904/7897831/20170330PrinciplesforDataSharinginPublicHealthEmergenciesAdobe.pdf
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Discussion Questions
1. How valid are concerns that public health has 

received inadequate attention and resources 
relative to healthcare, and that this bias in favor 
of healthcare has limited the potential for pop-
ulation health gains? Give examples to support 
your position.

2. Which evidence-based arguments might 
you make to show that strengthening public 
health infrastructure is an essential compo-
nent for achieving the Sustainable Develop-
ment Goals?

3. Discuss the challenges to strengthening public 
health systems at the district and community 
levels. Which approaches can be used to address 
these challenges?

4. Which policies and actions could support the cre-
ation of a resilient public health system in a LMIC?

5. Discuss ways in which the reformed Inter-
national Health Regulations’ monitoring and 
evaluation process can improve national public 
health systems. Outline gaps in the process that 
could be addressed for comprehensive strength-
ening of essential public health functions.
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CHAPTER 15

Management and Planning 
for Global Health
Tolib Mirzoev, Andrew Green, and Marsha Orgill1

1 Acknowledgment is given to Charles Collins, who co-authored the previous editions of this chapter.

 ▸ What Is Management 
and Planning?

This chapter focuses on an area essential within 
global health for all parts of public health—
management and planning. We focus particu-

larly on application of these concepts at the national 
level and below, and management primarily within 
and by the public sector. Although we occasionally 
refer solely to either management or planning, the key 
issues discussed in this chapter—such as the wider 
contextual influences and key themes—apply to both 
management and planning.

The importance of health management and plan-
ning for strengthening national health systems has 
been increasingly recognized. However, management 
and planning in the health field still have an unfor-
tunate reputation. They are often regarded as unnec-
essary and cumbersome activities that at best divert 
resources from the real frontline activities of pro-
viding health care or preventing ill health. At worst, 
health management and planning are seen as interfer-
ing in these activities in an unhelpful and bureaucratic 
manner. When they are working well, their presence 

is not always noticed; when they are malfunctioning, 
they are likely scapegoats for the health system’s prob-
lems. In this chapter, a more balanced perspective on 
management and planning is sought, beginning by 
asking what management really is, and subsequently 
discussing health planning.

The key to understanding management and plan-
ning is the relationship between resources and objec-
tives. Management is a process of making decisions 
about how resources will be generated, developed, 
allocated, combined, and used in pursuit of particular 
organizational objectives. It is difficult to deny the need 
for such decisions, given that resources—including, 
for example, financial, staff, medical supplies, physi-
cal space, and transport—are limited. Health planning 
is a “method of trying to attain explicit objectives for 
the future through the efficient and appropriate use 
of resources, available now and in the future” (Green, 
2007, p. 3). 

Planning and management are related, yet dif-
ferent activities. Both management and planning 
are concerned with ensuring the best possible use 
of resources to achieve the intended objectives. An 
important distinction between the two relates to their 
time frame and the balance between strategic and 
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operational perspectives in their foci. Management is 
primarily concerned with shorter-term,  operational 
decisions regarding resource use, whereas planning 
focuses on linking resource requirements to achieve-
ment of projected objectives in the future. Planning 
can be both strategic (i.e., longer term) and opera-
tional (i.e., shorter term). Health planning has also 
been described as a bridge between longer-term 
strategic policies and shorter-term operational man-
agement (Collins & Green, 2014). Drawing on this 
conceptualization, we interpret policy, planning, and 
management as a continuum. The policy end of this 
continuum is primarily about defining the strategic 
vision and longer-term direction; the management 
end is mostly about the day-to-day decision making; 
and health planning serves as the connecting process.

How limited resources within the health sys-
tem are deployed is critical. Decisions are needed at 
a macro level within a health system regarding how 
resources are to be allocated among different areas of 
activity, and at a more operational level among differ-
ent approaches to the delivery of health services. Man-
agement and planning are concerned with improving 
the allocation of such resources. For example, there 
may be an imbalance between the resources targeted 
at curative activities versus public health, between 
levels of care (primary versus secondary versus ter-
tiary), between disease control programs, between 
geographic areas, between social or ethnic groups, 
between spending on different items such as person-
nel versus medicines, and between allocations of dif-
ferent personnel such as physicians versus nurses.

How such decisions are made is critical, and this 
process in part relates to the question of who manages. 
Management and planning functions are best carried 
out as a shared responsibility between staff whose 
only or primary activity is management or planning 
(i.e., managers or planners) and those whose primary 
function is working as health workers. One important 
role of specialist managers is to provide health work-
ers with the space and resources they require to carry 
out their roles (see the Public Health Infrastructure 
chapter for more on the public health workforce and 
leadership).

Although the discussion presented here so far 
has focused on the limited resources available within 
health systems and the key role of managers and 
planners in responding to this major constraint, it is 
important to recognize other constraints that they face, 
including political (in the widest sense) limitations. 
These healthcare personnel may respond in different 
ways to such constraints—that is, by accepting, chal-
lenging, or looking for ways of maneuvering around 
them. Indeed, the success of management is often a 

function of the ability of a manager to work creatively 
with, rather than passively accept, constraints. At an 
operational level, this key attribute of management is 
one way in which this role differs from administra-
tion, which is more related to routine implementation 
of existing rules and procedures.

The definition of management presented earlier in 
this chapter may suggest it comprises a technocratic 
mechanical process. In reality, effective management 
is as much an art as a science, and the same descrip-
tion also applies to planning. One particular aspect 
of management that is often forgotten is its role in 
dealing with contradictions (discussed later in this 
chapter). To be effective, managers must recognize 
the context within which they operate and adapt their 
approach accordingly. Such contextual factors include 
the health situation, the degree of political stability, 
the general attitude toward public-sector reforms, the 
level of the country’s economic growth, and interna-
tional influences. Solutions that are appropriate in 
one situation may not work in another. One key mes-
sage of this chapter, therefore, is to exercise caution 
when called upon to adopt blueprint approaches to 
management.

Management and planning occur at different lev-
els of a country’s health system, including at the orga-
nizational (e.g., within a ministry of health or district), 
sectoral (health sector), and health system (across the 
social sectors) levels. Health managers and planners 
are therefore staff within organizations at each level 
of a country’s health system. Health managers can 
work within a specific health program or area (e.g., 
tuberculosis control program manager), work within 
a specific component of a health system (e.g., human 
resources manager), or focus on the whole health sys-
tem (e.g., district medical officer). Similarly, health 
planners, and the resultant health plans, can focus on 
a particular program, a health systems component, or 
a health system as a whole. Given that both manage-
ment and planning are concerned with the best pos-
sible use of available resources, there are inevitable 
overlaps between the work of planners and managers. 
For example, planners are expected to work closely 
with finance managers in projecting the budget for 
implementing health-related plans.

Management and planning at sectoral and sys-
tem levels can also be interpreted as a reflection of 
approaches to, and principles of, wider governance 
within the health system such as participation, 
accountability, and use of information to support 
decisions (Mikkelsen-Lopez, Wyss, & de Savigny, 
2011; Siddiqi et al., 2009). Earlier we outlined the 
relationships among policy, planning, and manage-
ment. An important distinction between the concepts 
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of governance and management and planning is the 
following: Health systems governance is defined by 
the World Health Organization (WHO) as “ensur-
ing strategic policy frameworks exist and are com-
bined with effective oversight, coalition-building, 
the provision of appropriate regulations and incen-
tives, attention to system-design, and accountability” 
(WHO, 2007a). This is a much broader concept that 
frames the earlier- mentioned continuum of policy– 
planning –management. In the last decade, there has 
been a substantial proliferation of studies exploring 
governance or its individual elements, such as regu-
lation, and proposing frameworks and principles of 
good governance and detailed variables for measur-
ing governance within health systems ( Lehmann & 
Gilson, 2015;  Mikkelsen-Lopez et al., 2011; Ramesh, 
Wu, & He, 2014; Siddiqi et al., 2009; Vian &  
 Bicknell, 2014; Vian, Brinkerhoff, Feeley, Salomon, 
& Vien, 2012; WHO, 2010a). A recent systematic 
review has identified as many as 16 frameworks for 
understanding governance that stem from various 
disciplines, including institutional economics, polit-
ical science, public management, and development 
studies (Pyone, Smith, & van den Broek, 2017). 
 Siddiqi et al.’s (2009) 10 principles of good gover-
nance (strategic vision, participation and consensus 
orientation, rule of law, transparency, responsive-
ness, equity and inclusiveness, effectiveness and effi-
ciency, accountability, intelligence and information, 
and ethics) underpin one of the most comprehensive 
frameworks for understanding and assessing health 
systems governance. A recent framework for good 
governance, proposed by Collins and Green (2014), 
emphasized eight similar criteria: a proactive state, 
effective accountability, decentralization of decision 
making, intersectoral action, inclusive involvement, 
ethical conduct, effective regulation, and transpar-
ency and democratizing information.

The political character of management and plan-
ning also needs to be emphasized. Although manage-
ment and planning require certain technical skills, 
they inevitably deal with change, which can be threat-
ening to affected groups and, therefore, stimulates 
opposition. Thus, for management and planning to 
succeed, their practitioners must have capabilities in 
political analysis as well as technical skills. Various 
techniques have been developed to map attitudes to 
particular interventions, of which the best known is 
stakeholder analysis (Brugha & Varvasovszky, 2000). 
How different groups are involved in management is 
likely to affect the quality of the process, the speed 
of decision making, and the ownership of the resul-
tant decisions and action. For example, consultation 
may occur at different points in the management 

and planning process—with different aims and 
implications. It can be seen as the following types of 
engagement:

 ■ Seeking views as to priorities and strategies at the 
beginning of decision making

 ■ Seeking views on alternative options once these 
choices have been formulated

 ■ Seeking views on a formulated plan of action

If consultation takes place later in the process, the 
more it may be viewed as a formal and even tokenistic 
process. The earlier consulation takes place, the more 
likely it is to influence the thinking behind the develop-
ment of management actions and plans. Consultation 
can take place in a variety of ways, including directly 
with the stakeholders (e.g., through surveys or focus 
groups) or indirectly through representative organiza-
tions. It can take place through special one-off mech-
anisms or through ongoing management processes. 
Each approach has both advantages and disadvantages 
in terms of the resources and time required and the 
robustness of the information gathered.

A fundamental point regarding both management 
and planning is this: These processes are not and can-
not be value-free. One determinant affecting the par-
ticular choice of management and planning approach 
is the values underpinning the health system (Collins 
& Green, 2014), which could include some of the 
following:

 ■ Equity, including its different interpretations
 ■ Efficiency
 ■ Choice
 ■ Gender sensitivity
 ■ Transparency and accountability of decision 

processes
 ■ Market values, including the pursuit of profits
 ■ Participative and accountable decision making
 ■ Solidarity
 ■ Long-term perspective

Some values may be inconsistent with and per-
haps even contradict others, most notably market val-
ues and equity. The choice, pursuit, and realization of 
these values through management processes is politi-
cal in that it affects the interests and views of different 
groups in society. Furthermore, managers themselves 
are not value-neutral, but rather bring to the job their 
own political perspectives and positions.

A health sector committed to the pursuit of 
accountability and transparency is bound to approach 
its decision-making processes and consultation dif-
ferently from one that assigns less importance to this 
value. Closely related to this are differences between 
approaches to management and planning within the 
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public and private sectors.2 Although the main differ-
ence between these two sectors is often suggested to 
be the freedom of maneuvering enjoyed by a manager, 
a more salient difference stems from the values and 
principles that underpin the public and private sectors, 
and in particular their organizational motives. The pri-
vate (for-profit) sector is aimed at profit generation for 
its owners. This stance contrasts with the social goals 
of the public sector, whose formal objectives may be 
stated as health promotion and protection, equity and 
accountability, responsiveness to people’s medical and 
nonmedical expectations, and, increasingly, efficiency 
and cost containment. This difference in motivation 
suggests that different styles of management will be 
used in the public and private sectors, with the former 
usually emphasizing longer-term sustainability, often 
collaborative as opposed to competitive strategies, and 
political debate and negotiation regarding social val-
ues. This chapter focuses primarily on public-sector 
management.

FIGURE 15-1 depicts a framework for management 
and planning, and the approach taken in this chap-
ter. The chapter follows this schema. It first draws out 
the important aspects of context. This is followed by a 
discussion of the structures within which health care 
may be organized. We then look at health planning 
as a key activity in a health system that determines 
the pattern of activities and services to be developed 
to meet an organization’s objectives. Next, the chap-
ter examines issues in the management of resources, 
focusing on finance, staff, transport, and information. 
It concludes by discussing some cross-cutting themes 
in management and planning. The reader is cautioned 
that, because the areas of health management and 
health planning are broad, the analysis in this chapter 
cannot be exhaustive and is, in parts, necessarily selec-
tive. It is hoped that this introductory chapter will lead 
the reader on to further reading on specific topics in 
health management and planning.

2 Particular aspects of the analysis in this chapter referring to the public sector and its characteristics and contradictions draw on and 
develop points raised by Stewart and Ranson (1994).

 ▸ The Context of Management 
and Planning

Management and planning are social processes of 
relations that differ according to the social context in 
which they are found. One would not expect the pro-
cesses of a public health service in Mali to be the same 
as those of a multinational corporation based in the 
United States, for example.

This potential for variation poses dilemmas for 
the manager and the planner, who need to recognize 
that the management and planning process does not 
occur in a vacuum. The way in which managers (and 
planners) relate resources to objectives needs to be 
adapted to the environment in which that manage-
ment takes place. However, the manager faces two 
difficult issues in ensuring this flexibility. First, he 
or she must confront universalism—that is, the idea 
that there is one best way for management to work, 
irrespective of time, place, or condition. Second, the 
relationship between the management process and 
the context is not easy to understand and respond 
to. On the one hand, the context strongly influences 
the management process. Management and planning 
cannot be simply transplanted from one situation to 
another; rather, the manager must read the current 
and ever-changing context and determine the most 
appropriate response given that background. The eco-
nomic, social, and political context determines the 
social well-being of communities and the health needs 
they express, together with the pressures on healthcare 
organizations. The context affects the feasibility and 
effectiveness of the options available to managers and 
planners. On the other hand, the influences do not just 
flow in a single direction: Managers can (and indeed 
are expected to) have an impact on the environment.

This section analyzes the complex relationship 
between the management and planning processes and 
the context in which they operate. Although much 
of the discussion refers specifically to the context of 
management, the same context is also applicable to 
health planning.

Different definitions of context exist. Dobrow 
et al. (2004) defined context as including “all factors 
within an environment where a decision is made” 
(p. 209). A more detailed approach, introducing a 
three-tier distinction between macro (systems), meso 
(organizational), and micro (individual and inter- 
personal) levels of context, has been used in health 

Decision-making
structures and

processes

Resources

•  Finance
•  Staff
•  Medical supplies
•  Information
•  Others

Activities
and

services

Organizational
objectives

Organizational
values

Context

FIGURE 15-1 Key elements in management and planning.
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policy analyses (see, for example, Hudson & Lowe, 
2009; Mirzoev et al., 2017; Ricketts, 2010). For orga-
nizational purposes, the context in this chapter is 
broken down into different thematic areas, economic, 
social, political, and international. These are analyti-
cal constructs, however, and do not represent real-life 
boundaries. In reality, such boundaries are overlap-
ping, permeable, and flexible.

Economic Context
The economic circumstances of a society will influ-
ence employment and income and the extent to which 
individuals and groups can meet their basic needs. 
These macroeconomic circumstances provide the fun-
damental backdrop to social well-being—or the lack 
of it—to which management needs to respond.

The management process is also influenced by 
the amount and type of resources available to man-
agers. The flow of resources to, and within, the health 
sector reflects the country’s economic circumstances 
(e.g., economic growth and amount of government 
taxation) and resource allocation decisions. The flow 
of resources has important effects on the freedom 
with which managers are able to work through vari-
ous options. Furthermore, availability of resources can 
affect the degree and nature of involvement of differ-
ent stakeholders in management processes.

Social Context
The broader processes of social change set the scene 
for the health context in which managers work. For 
example, unemployment, aging of the population, and 
migration all raise social and health issues, placing 
new demands on the health sector. At the same time, 
social factors influence the feasibility and effectiveness 
of options. For example, although managers may seek 
to develop community participation, the feasibility of 
this endeavor will depend on factors such as past expe-
riences with community participation, geographic set-
tlement patterns, and the degree of social homogeneity. 
EXHIBIT 15-1 provides an example from Brazil that illus-
trates the contextual impact on health management.

Political Context and Public Sector
Four issues in the political environment in which the 
public sector operates are also contextually important.

Public Service Orientation, Corruption, 
and Patronage
The management process should be concerned 
with health and healthcare objectives for the public. 

Defining these objectives is difficult enough given the 
contradictory interests of social and political groups in 
society. Public-sector managers, however, constantly 
face a further challenge, related to the contradiction 
between this public service role and the opportunities 
for private gain through the public sector that arise in 
four interrelated ways (Green & Collins, 2003):

 ■ Corporate gain: Private companies often profit 
from the public sector. Obvious examples include 
pharmaceutical, construction, and informa-
tion technology companies. Tax concessions or 
 public-sector training for the private sector may 
subsidize the private medical industry. The private 
sector may also be able to capture those public 
agencies designed to regulate it.

 ■ Corruption: Illegal and unethical use of public 
resources for private gain can take many forms, 
ranging from bribes to theft, and can have an 
adverse effect on government activities (Gaitonde, 
Oxman, Okebukola, & Rada, 2016). It is important 
to note that corruption is not solely the preserve 
of low- and middle-income countries (LMICs).

 ■ Patronage: Public resources may be used to 
strengthen the political position of a patron or 
political leader. Complex networks of patron-
age can emerge and sustain themselves, partic-
ularly through the manipulation of employment 
( Collins, Omar, & Hurst, 2000).

 ■ Professionalism: Although its contribution to 
standards and the quality of care can be positive, 
professionalism can also lead to factionalism and 
the manipulation of public resources to favor the 
interests of particular professional groups to the 
detriment of the public interest.

EXHIBIT 15-1 Social Context and Health 
Management: Local Context and Decentralized Health 
Management in Brazil

Research analyzed the factors that influence the 
effectiveness of decentralized health management 
in three Brazilian municipalities. The study identified 
a variety of contextual factors, including political 
patronage, different ethical notions of acceptable 
practices, and differing commitments of staff to the 
localities. While showing the effects of context on 
the management process, the study also highlighted 
the  role of managers in influencing that context by 
referring to the “space for the formal health system to 
influence local social organisation and political culture 
and offer a potential for change” (Atkinson, Medeiros, 
Oliveira, & de Almeida, 2000, p. 632).
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Integrity and Cohesion 
of the Public Sector
Public-sector management takes place within a system 
that is not always cohesive. Such discontinuities are 
particularly problematic in some LMICs. The impact 
of neocolonial domination, economic crises, political 
conflict, famine, and national disasters can lead to dis-
integration and fragmentation of state authority.

Structural Change of the Public Sector
The public sector in many countries is undergoing 
significant change. Health-sector management and 
planning has been part of that change, as witnessed by 
the three major waves of international health reform 
affecting LMICs—the Alma Ata primary health care 
(PHC) movement, subsequent market-based reforms 

(discussed in the Design of Health Systems chapter), 
and more recent efforts to apply more integrated 
approaches to health systems development in achiev-
ing universal health coverage, signaling the revival of 
the PHC agenda. TABLE 15-1 identifies the potential 
implications of these broader changes for the role and 
operation of health-sector management in LMICs.

The management changes outlined in Table 15-1 
have been mediated by other factors and have had 
different impacts both between and within coun-
try health systems. First, alternative health-sector 
approaches, drawing their inspiration from the PHC 
approach, have continued to emphasize, for example, 
the importance of citizenship, equity, and social jus-
tice, and have focused on community participation 
in health systems decision making. This multiplicity 
of aims can generate contradictions for management 

TABLE 15-1 Health-Sector Change and Management

Management Change Examples

New management 
responsibilities

The introduction of competitive relationships, contracting, voucher systems for 
service users, and market research to assess customer responses generates new 
responsibilities for managers.

New management skills The introduction of the above responsibilities can require new skills in areas such 
as contracting, customer relations, and quality assurance techniques.

New management boundaries The introduction of public–private joint ventures, contracting out to the private 
sector, and the use of competitive markets have blurred the distinction between 
the public and private sectors. This evolution suggests new boundaries for public-
sector managers, with implications for management values and relations.

Changing management actors Reforms can lead to greater diversity within the health system, as public-sector 
facilities gain semiautonomous status and private-sector facilities (both nonprofit 
and for profit) become involved in health care. Managers need to take note of this 
diversity in developing a range of relations, from collaboration to competition.

Changing management 
objectives

Efficiency and health facility financial survival and growth can eclipse objectives 
and values based more on social justice and equity. For some, the generation of 
profit or financial surplus becomes an accepted objective of management action.

Changing management 
structures, systems, and 
processes

Management structures, processes, and systems associated with the private 
sector have been introduced into the public sector—for example, performance-
based incentives in pay structures and competition between health facilities.

New management options Reforms in many countries have opened up the option of contracting out service 
provision to the private sector, as opposed to relying on internal service provision.

Dealing with new challenges 
and contradictions

Decentralization has been associated in some countries with the requirement 
that health facilities be financially self-sufficient. Managers face the challenge of 
simultaneously ensuring the continuity of healthcare services provision, meeting 
equity objectives, and generating resources for institutional survival.
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(Flynn, 1997). For example, market-based strategies 
of service delivery emphasizing individual customer 
choice may clash with more citizen-based strategies 
based on community participation and collaborative 
relations within the public sector.

Second, the capacity for making the type of man-
agement changes outlined in Table 15-1 is constrained 
in many LMICs by the prevalence of informal arrange-
ments in the economy and public sector, and the scar-
city of general administrative and managerial skills 
and systems (Schick, 1998). Corruption and patronage 
frequently maintain a stranglehold on health manage-
ment and planning, thereby limiting systems’ capac-
ity for change. The result is often a changing blend of 
different approaches, leading to a muddled, confused, 
and contradictory character for public-sector man-
agement. At times, a thin veneer of reform fails to dis-
guise a cumbersome bureaucracy bent on corruption 
and patronage. At other times, purposive action by 
dedicated health staff overcomes strong constraints to 
provide health care to communities.

Increasing Role of the Private Sector
The private sector consists of both for-profit and not-
for-profit institutions, each with a different set of 
objectives. The primary objective of the for-profit pri-
vate sector is to benefit financially, whereas the objec-
tives of the not-for-profit private health sector are 
closer to the social objectives of the public sector. The 
private sector can include in-country institutions (e.g., 
private hospitals or private insurance companies), 
international agencies (e.g., international pharmaceu-
tical companies) and global institutions (e.g., Global 
Fund to Fight AIDS, Tuberculosis and Malaria). The 
distinction between the private and public sectors 
is often blurred—for example, many public-sector 
health staff may have private practices in addition to 
fulfilling their public-sector jobs.

The role of the private sector, which is discussed 
in more detail in the Design of Health Systems chap-
ter, differs across countries. Nevertheless, it typically 
includes engagement in the areas of policy making, 
financing, provision of services (often contracted out 
from the public sector), and regulation.

Outsourcing of public services through contracts 
with the private sector (e.g., cleaning or transport 
 services) is seen as a way of benefiting from econo-
mies of scale and the technical expertise of specialist 
contractors in areas generally removed from the cen-
tral responsibilities of healthcare organizations. Some 
also argue that the private sector’s perceived efficiency 
and the control and accountability conferred by con-
tracts are other advantages associated with this model. 

Concerns raised by outsourcing of these responsibil-
ities include the transaction costs of contracting out; 
questions about whether lower costs are merely the 
result of lower salary costs; the lack of sustainabil-
ity and management learning in contracts; potential 
problems with poor quality, collusion, and corruption; 
and the lack of contracting skills in purchasing organi-
zations (Mills, 1998).

The public and private sectors can engage in dif-
ferent types of interrelationships, referred to by many 
as the public–private mix (PPM) or public–private 
partnerships (PPPs). The underlying assumptions for 
the PPM model are its perceived greater efficiency in 
service delivery; a recognition that the public sector 
alone may be unable to ensure comprehensive cov-
erage of, and access to, health services; and the com-
plementary nature of the public and private sectors in 
achieving this aim.

The role of the private health sector (both the for-
profit and nonprofit segments) was widely promoted 
in the mid-1990s through, for example, incentives 
to the private sector (e.g., tax concessions on capital 
invested or on private health insurance), public- sector 
contracting with the private sector (e.g., in Brazil), 
outright privatization, and outsourcing in the private 
sector (e.g., support services in a public-sector hospi-
tal). There are examples of successful PPPs, such as in 
tuberculosis control (Karki, Mirzoev, Green, Newell, 
& Baral, 2007). Nevertheless, the uncontrolled growth 
of the private sector in many countries has raised con-
cerns about the quality and coverage of many health 
services delivered through private-sector companies 
(Mills, Brugha, Hanson, & McPake, 2002), leading 
to further health inequalities and calls for better reg-
ulation (Lê, Ha, Mirzoev, & Nguyen, 2015; Sheikh, 
Saligram, & Hort, 2015), as discussed in the Design 
of Health Systems chapter. Examples of challenges for 
public-sector managers include understanding the 
new range of providers and negotiating new relation-
ships through, for example, contracts, leasing, and 
concessions; the need for public-sector managers to 
devise strategies to retain staff in the public sector; 
and pressures to incorporate the style and techniques 
of private-sector management into the workings of 
public agencies.

International Context
The international economic and political context has 
an important effect on the national and local economic, 
social, and political processes of a country through 
investment, interest rates on debt repayments, trade, 
and technical advice and support, among other mech-
anisms. For example, significant funding is provided 
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by the Bill and Melinda Gates Foundation and other 
philanthropic institutions for health systems develop-
ment in LMICs. These initiatives, which are known 
as global public–private partnerships (GPPPs), inev-
itably affect management and planning practices at 
country and local levels. For example, while providing 
increased funding, the GPPPs may be

depriving specific stakeholders a voice in 
 decision-making; . . . [contributing to] mis-
guided assumptions of the efficiency of 
the public and private sectors; . . . wasting 
resources through inadequate use of recipient 
country systems and poor harmonisation; and 
inappropriate incentives for staff engaging in 
partnerships. (Buse & Harmer, 2007, p. 259) 

The growth of the international policy presence 
of the World Bank during the 1980s and 1990s had 
an important impact on health management reform 
in LMICs. The powerful financial presence of such 
international donors can leave health ministries in a 
dependent relationship. Moreover, the development 
of budget support, Poverty Reduction Strategy Papers 
(PRSPs), and health sector-wide approaches (SWAps) 
throughout the 1990s influenced changes in the rela-
tionship between national governments and inter-
national agencies. More recently, the global financial 
crisis in 2008 affected the availability of resources for 
health sectors at both the national and international 
levels (Bednarz, 2010). The general concern that 
underfunded and weak health systems had hindered 
the achievement of health-related  Millennium Devel-
opment Goals (MDGs) also spurred an exploration of 
alternative health financing mechanisms, as shown by 
the establishment of a High-Level Taskforce on Inno-
vative International Financing for Health Systems 
(Fryatt, Mills, & Nordstrom, 2010).

More recent changes in international context 
include large-scale population displacements, increas-
ingly frequent and severe conflicts and emergencies, 
disease outbreaks (e.g., Ebola and Zika viruses), and 
political commitments and targets related to the Sus-
tainable Development Goals (SDGs) that replaced the 
MDGs. Many of these changes highlight the growing 
number of fragile states on a worldwide basis, and call 
for integrated, cross-sectoral management approaches 
to help ensure health system resilience and responsive-
ness as well as more sustainable health systems devel-
opment (O’Hare, 2015; Roome, Raven, &  Martineau, 
2014; Schmidt, Gostin, & Emanuel, 2015).

The general point raised by the discussion in this 
section is the importance of understanding the inter-
relationship between context and health management 

and planning. Managers need to interpret the wide 
range of changing and complex contextual factors 
that influence the way in which management is actu-
ally conducted in the health system. At the same time, 
managers can be proactive; they are not powerless 
(Atkinson et al., 2000; Grindle, 1997). There is a mar-
gin of maneuverability in which they can operate, 
which varies in time but allows purposive action to 
be developed. One example of this flexibility can be 
seen in the different forms of sector-wide approaches 
that have emerged in response to different country 
 contexts (WHO, 2006a).

 ▸ Organizing
An important management function is developing the 
organizational structure—that is, the way that work 
is assigned, both vertically and horizontally, together 
with the formal framework of links with other orga-
nizations and groups. Managers usually inherit an 
established structure. Recognizing this fact of life, this 
section takes the form of a review of organizational 
structure, indicating key issues and options available 
to managers to address those issues.

In reviewing this organizing function, several 
points need to be emphasized. First, health managers 
need to consider the full range of structural changes 
open to the organization. For this purpose, this section 
presents a framework setting out the dimensions of a 
review of the organizational structure. For purposes of 
illustration, it refers to ministries of health, although 
the framework could be adapted to decentralized 
health authorities or health facilities. The role of man-
agers in structuring an organization will depend on 
their authority within the organization and the signif-
icance of the structural issue to the organization.

Second, in deciding on organizational structure, 
managers need to take into account contextual fac-
tors, such as the staff capacity, the health policy, and 
the overall government structure.

Third, there is a need to secure a balance between 
two key factors. On the one hand, managers have to 
keep the organizational structure under review and 
implement necessary changes. Structural changes 
are not the only component of change, however; they 
are just one factor to be considered and balanced 
against changes in resources, systems, values, and 
skills. On the other hand, managers need to recog-
nize that structural changes can be both expensive in 
terms of resource use and disruptive to staff motiva-
tion and service delivery. Change should also not be 
used to mask more difficult and controversial issues of 
resource availability or health policy content.
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Three overlapping dimensions of the organiza-
tional structure are reviewed here:

 ■ Center–periphery relations
 ■ Relationships with other organizations and groups
 ■ Internal structure

These dimensions relate system-level issues to 
more micro-level issues. Reference may be made to 
the Design of Health Systems chapter to understand 
some these issues in greater depth.

Center–Periphery Relations
A ministry of health (MOH) is organized based on 
relations that link the center to the periphery. This 
raises important dimensions of geographic decentral-
ization, purchaser–provider relations, and delegated 
semi-autonomy.

Decentralization
Decentralization is “a transfer of authority to make 
decisions, to carry out management functions and use 
resources. Focusing on the public sector, it means the 
passing of these from central government authorities 
to such bodies in the periphery as local government, 
field administration, subordinate units of govern-
ment, specialised authorities and semiautonomous 
public corporations” (Collins, 1994). An assump-
tion, or perhaps a value-driven judgment, here is that 
greater local decision space within the decentralized 
context can help ensure greater accountability at local 
levels. Conversely, an argument can be made that in a 
decentralized health system where each regional gov-
ernment is sufficiently autonomous, there is a clear 
danger of losing an inter-regional equity perspective.

Purchaser–Provider Relations
As explained in the Design of Health Systems chap-
ter, health-sector reforms have encouraged a shift 
from organizationally integrated and hierarchically 
structured systems to a separation between the pur-
chaser organization, which has the financial resources 
and interprets the needs, and the provider, which is 
responsible for services provision. Purchasing involves 
identifying interventions or services to be purchased 
(based on need, priority, and cost-effectiveness), 
choosing service providers (based on quality, equity, 
and efficiency), and determining how services will 
be purchased, including contractual arrangements 
and provider payment mechanisms (RESYST, 2014). 
 “Passive purchasing implies following a predeter-
mined budget or simply paying bills when presented. 
Strategic purchasing involves a continuous search for 

the best ways to maximize health system performance 
by deciding which interventions should be purchased, 
how, and from whom” (WHO, 2000).

Delegated Semi-Autonomy
Delegated semi-autonomy, as a form of decentral-
ization, involves the transfer of semi-autonomous 
authority to manage an organization. In health care, 
a common form involves hospitals organizationally 
attached to a health ministry. These facilities may 
be managed by a board that is only partly appointed 
by the ministry; staff may be hospital (not ministry) 
employees, while the hospital has powers of staff 
appointment, revenue generation, determination of 
salaries, and purchasing authority. This delegation 
can take the form of a purchaser–provider separation 
and be executed through a contract that formalizes 
the hospital’s responsibilities and the ministry budget 
allocations to the hospital.

Another form in which purchaser–provider sep-
aration is combined with delegated semi-autonomy 
occurs when the whole operational side of health care 
is taken out of the MOH and located in a separate 
health services structure. This arrangement is found 
in Ghana, for example. Within the Ghanaian health 
sector, the MOH wields power over public policy 
decision-making processes, while the Ghana Health 
 Service (GHS) is a semi-autonomous agency respon-
sible for service delivery at regional, subdistrict, and 
community levels. Other service delivery agencies 
also include teaching hospitals and national ambu-
lance services (Couttolenc, 2012; Koduah, 2016). 
Metropolitan, municipal, and district assemblies do 
not run or manage facilities, but rather provide cer-
tain health- related services, mostly involving support 
to MOH and GHS activities (Couttolenc, 2012).

Managers should have a responsibility for devel-
oping the center–periphery relations, or at least be 
consulted as important stakeholders in the process of 
organizational change.

Relationships with Other Organizations 
and Groups
The public sector—in our example, the MOH—needs 
to have clear and defined relations with a variety of 
external organizations and groups. Private-sector 
growth requires organizational links with government 
such as joint ventures, contracting out, and policy 
consultation. Community participation raises issues 
of how the community will be organizationally inte-
grated into the health system. Many LMICs depend 
on international organizations, both bilateral and 
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multilateral, for significant financing of the health 
sector and develop important relations around health 
policy formulation and implementation. This orga-
nizational relation can take the form of aid agencies 
developing links with parts of the healthcare system 
when they take responsibility for financing particu-
lar disease-control programs or healthcare services 
for particular geographic zones. Notably, the devel-
opment of health SWAps in the 1990s led to organi-
zational linkages between international donors and 
MOHs to develop health policy frameworks.

The MOH also relates to other government 
 agencies—an interaction typically required as part of 
the cross-governmental process of management via 
ministries such as finance, social affairs, and labor. An 
important aspect of this interagency cooperation is the 
development of an intersectoral approach to health 
development. Structuring relationships with special 
interests, such as the private, for-profit healthcare sec-
tor, forms an important part of consultation. At the 
same time, the MOH is required to exercise regulatory 
powers over the same special interests.

Internal Structure3

Related to the two dimensions of center–periphery 
and external relations is the organization’s own inter-
nal relations and assignment of roles. These aspects of 
internal structure encompass four interrelated factors:

 ■ Hierarchy and span of control
 ■ Relations of authority
 ■ Horizontal divisions
 ■ Internal linking

Hierarchy and Span of Control
Organizations usually adopt some form of hierarchi-
cal shape consisting of different levels of management. 
These recognized levels of authority have a specific 
depth of authority and span of vision over the orga-
nization; the higher up the hierarchy, the greater the 
authority and the broader the vision. An organization 
can adopt different hierarchical shapes, although it 
is often thought that a flatter organizational shape is 
more appropriate for effective communication and 
inclusive decision making.

Health ministries often suffer from overextended 
and overly tall hierarchies. This structure can result 
from bloated bureaucracies and the tendency to con-
fuse public-service grading systems with management 
levels (the number of management levels increases to 

3 This section draws on the work of Collins (1994).

accommodate new grades). Hierarchies can be made 
flatter by allowing several grades to occupy the same 
management levels, or by reducing the number of 
management levels. However desirable it might seem 
to widen the span of control for entities within the 
hierarchy, this endeavor can be difficult. Attention has 
to be paid, for example, to the capacity of both man-
agers and subordinates to deal with a widened span of 
control, the changed nature of the work, and the wider 
organizational and systems context in which the man-
agers and planners operate.

Relations of Authority
Relations of authority are important in binding the 
organization together. Healthcare organizations, 
depending on the type of decentralization, typically 
exhibit different forms of overlapping authority, such 
as strategic, main line managerial, technical, profes-
sional, and supervisory. Strategic authority is funda-
mental to a MOH and involves decision making with 
implications for the direction in which the whole or a 
significant part of the organization is working.

One notable feature of healthcare organizations 
is the existence of dual authority relations in which 
staff have more than one relation of authority In 
 FIGURE 15-2, for example, the district tuberculosis (TB) 
officer is under the managerial authority of the district 
health officer but under the technical authority of the 
regional TB officer.

Dual authority relations can be used to widen 
spans of control. FIGURE 15-3 shows how a health 
manager can increase his or her span of control by 
appointing a supervisor or support staff to help in the 
management of staff. The supervisor falls under the 
main line management control of the health manager, 
as do the subordinates. Each subordinate, however, is 

Supervision
Line authority

Regional
TB officer

District TB
officer

District
health
officer

FIGURE 15-2 Dual authority relations.
Modified with permission from Rowbottom, R., & Billis, D. (1987). Organisational design: The work level approach. Aldershot, 
UK: Gower.
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under the joint authority of both the supervisor and 
the main line manager. Because the pressure of direct 
supervision has been taken off the main line manager, 
the span of control can be widened.

Although dual authority relations may appear 
strange and confusing, they are commonplace in 
health systems. Increasing health system decentraliza-
tion through devolution to local government presents 
challenges for authority relations, however. Technical 
and hierarchical relations with the center need to be 
balanced with the strengthened horizontal relations 
within the local government authority.

Managers need to design authority relations in 
such a way as to avoid potential confusion. There are 
two complementary ways of clarifying dual author-
ity situations. First, the different forms of authority in 
operation should be clarified and explained to the staff. 
For example, the relationships in Figure 15-2 among 
the regional TB officer, the district TB officer, and the 
district health officer might be clarified by identifying 
one superior, the district health officer, as possess-
ing main line managerial authority and the other as 
holding another form of authority, such as technical 
supervisory, monitoring, coordinating, or prescribing 
authority. Second, the dual authority structure could 
be clarified by specifying the areas of management 
for the exercise of authority. Key areas of authority to 
be allocated among the authority holders can include 
combinations of issues related to staff appointments, 
induction and training, performance review, supervi-
sion and development, development and implementa-
tion of policies and programs, introduction of standards 
and methods, and control over budgets. Both methods 
of dual authority relations require a clear specifica-
tion of authority and responsibilities and a culture of 
understanding between the persons involved.

4 This section draws on the work of Green (2007).

Horizontal Grouping
At each managerial level, work has to be assigned to 
staff within different groupings, such as divisions, 
departments, and units. This division of work may be 
based on different combinations of geography (e.g., in 
a decentralized system), functions (e.g., in planning 
or national disease control programs), or staff cadre 
(e.g., in a nursing department). The MOH could be 
based on a simple logic of planning, doing, and sup-
porting, with directorates of planning (including aid 
coordination and information systems), health ser-
vices (including primary healthcare services, national 
health programs, and hospital services), and support 
services (including human resources and financial 
administration) (Collins, 1994). This sort of arrange-
ment has some drawbacks, however: Notably, it can 
lead to a lack of horizontal links between the director-
ates and to imbalances in power, such that one direc-
torate becomes the most powerful.

Internal Linking
The previous discussion focused on the application of 
internal structures to divide work, which runs the risk 
of fragmenting the organization. The health organiza-
tion needs to be brought together and act as an inte-
grated whole. One way to ensure such cohesiveness is 
through the operation of strategic authority. Strategic 
policy authority and resource allocation flow down-
ward, maintaining vertical integration. At the same 
time, horizontal collaborative links are developed 
between the various divisions, departments, and units 
in the organization. Several structural arrangements 
may be employed to accomplish this goal:

 ■ Job descriptions to specify lines of authority in the 
particular job in addition to job liaison responsi-
bilities and membership of teams

 ■ Organizational devices, such as interdepartmental 
committees and task groups, in addition to spe-
cific linking responsibilities assigned to staff

 ■ Matrix systems (e.g., staff may belong to the basic 
departments in the organization in addition to 
specific task units and projects)

 ▸ Planning4

Like the management function, planning does not 
have a good reputation in many parts of the health 
sector. Its record is not good, with plans often not 
being implemented or implemented ineffectively. The 

Supervision
Line authority

Main line manager

Supervisor

Employees

FIGURE 15-3 Reducing the burden of a wide span of 
control on a main line manager through the creation of 
supervisory staff.
Modified with permission from Rowbottom, R., & Billis, D. (1987). Organisational design: The work level approach. Aldershot, 
UK: Gower.
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reasons for this failure vary, but frequently include 
top-down, rigid, and often bureaucratic centralist 
processes; a failure to integrate planning processes 
with other decision-making processes such as budget-
ing; a failure to fully understand and take account of 
changing context; and a failure to involve key groups, 
including health services managers, professional 
groups, and users in planning. These criticisms should 
not, however, be interpreted as pointing to the inevi-
table failure of planning, but rather as recognizing the 
need to develop systems appropriate to the particular 
healthcare needs and context of a country. This sec-
tion looks at various background planning issues and 
provides an overview of the planning cycle.

Why Plan?
Planning is an essential element of health systems 
governance that is concerned with making decisions 
today to influence the future. It is a response to the 
dilemma that faces these organizations, which must 
deal with an inevitable shortfall in resources com-
pared with increasing health needs and hence the 
need to make choices between competing uses for the 
resources—that is, to set priorities.

Four other critical issues underpin the importance 
of planning. First is the changing nature of health 
and health care. Decisions on resource usage need to 
take account of likely future changes to health needs, 
resources, and potential health service strategies 
and technologies. Health need changes include both 
new diseases—such as human immunodeficiency 
virus/acquired immunodeficiency syndrome (HIV/
AIDS) or, more recently, Ebola and Zika viruses—
and changes in the relative prevalence of particular 
problems as a result of epidemiologic or demographic 
transition. Variations on this theme include, for exam-
ple, the growth of multidrug-resistant strains of TB. 
Resource changes that require consideration include 
both financial forecasts and the availability of key 
resources—in particular, health workers. In many 
countries, the large population displacements and 
international migration of key staff such as doctors 
and nurses may lead to critical future shortages unless 
appropriate policies are developed now. The last area 
of forecasting relates to future technology develop-
ments and their impact on the health sector.

Second, as noted earlier in this chapter, decisions 
about priorities take place within economic, social, and 
political contexts that will vary between countries and 
within countries over time. Health planning, therefore, 
can be seen as means of identifying and responding 
to the context-specificity of different health systems. 
Closely linked to these priority decisions are questions 

as to both what the underpinning values of the health 
system are and who determines these priorities.

The third issue is the recognition that the current 
allocation of resources within the health sector is not 
optimal, as discussed earlier. As a consequence, plan-
ning is concerned not just with dealing with changes in 
the future, but also with addressing current problems 
in a way that will have effects in the future (e.g., effects 
of distribution of human resources on availability and 
quality of services and, ultimately, on health status). 
Shifts in resources could lead to a more effective and 
efficient use of resources.

Last, health planning is a way of avoiding decisions 
driven by status quo, taken by a small elite group(s) 
of decision-makers such as policy makers, external 
agencies, or health workers without consulting other 
 relevant stakeholders.

What Is Planning?
Health planning has been defined by Green (2007, 
p. 3) as follows:

A systematic method of trying to attain 
explicit objectives for the future through the 
efficient and appropriate use of resources, 
available now and in the future.

The important components of this and other sim-
ilar definitions are as follows:

 ■ Where one is going (objectives)
 ■ With what (resources)
 ■ How (efficient and appropriate implementation)
 ■ When (future)
 ■ With what degree of formalization (explicitness, 

systematic, and method) about the process

There are, however, different approaches to, and 
types of, planning. In particular, we can contrast stra-
tegic (or allocative) and operational planning. Strategic 
planning, which closely resembles policy making, aims 
to provide an open and formalized process for mak-
ing these difficult decisions as to which health needs 
will be met by the limited resources and how. Thus it 
attempts to provide a broad direction of travel for the 
health sector. In contrast, operational planning (also 
known as activity planning) focuses on the detail of 
implementation by setting out time frames for activ-
ities in the short term. In practice, the two types of 
planning should be linked, and often there will be ele-
ments of both within any particular plan document. 
Highlighting the conceptual difference between the 
two is helpful, however.

Health planning also involves a chain of interre-
lated processes at different levels of a country’s health 
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system. The following levels of planning can be dis-
tinguished: country (e.g., PRSPs), sector (e.g., SWAps, 
policy, and strategy), and program and project (e.g., 
maternal and child health [MCH]) (Mirzoev & Green, 
2017).

One criticism of planning is that it is seen as being 
unfeasible during periods of uncertainty or instabil-
ity. However, the reverse can also be argued—that 
planning is itself a means of dealing with uncertainty, 
while retaining a strategic direction. However, it needs 
to be sufficiently flexible to achieve this aim.

Several common misperceptions about planning 
need to be addressed. TABLE 15-2 sets out these sources 
of misunderstanding, along with the counter-views.

Planning for Health and the Health Sector
The arguments for a government lead in planning 
hinge on whether health care is viewed as a special 
good for which the normal market mechanisms are 
not appropriate (e.g., because of equity implications 
or because of their public-good nature). The following 
discussion takes the widely held position that (1) at 
a minimum the state has a responsibility to set and 
regulate policies, and (2) the state will continue to pro-
vide certain key healthcare services for the foreseeable 
future.

Historically, planning in the public sector has 
tended to focus on the state’s own healthcare services. 
More recently, it has become more widely recognized 
that planning by government needs to recognize the 
actual and potential inputs (both positive and nega-
tive) of other healthcare agencies, such as those in 
the private for-profit sector and nongovernmental 
organizations (NGOs). This expanded reach calls for 

the development of new policy and planning tools 
to implement such strategies, and will be needed for 
developing strategic long-term plans and policies to 
achieve universal health coverage (WHO, 2017).

In addition, although we tend to label plans in 
the health sector as “health plans,” in reality they tend 
to focus on health care, with little recognition of the 
positive and negative effects of other (non- healthcare) 
agencies on health. Genuine health plans need to 
broaden their scope and incorporate appropriate 
actions related to other sectors.

The changes in the structure and roles of gov-
ernment that have been taking place in many health 
sectors in recent years often require corresponding 
changes in the government planning approach. In par-
ticular, the increasing number of healthcare providers 
that are not directly managed or controlled by one gov-
ernment agency and the decentralization of authority 
mean that governments need to develop new ways of 
achieving change in providers other than those whom 
they directly manage. New forms of incentives and 
regulatory powers are needed, in contrast to the tradi-
tional managerial command-and-control approaches. 
This trend also implies that a greater onus is placed on 
the lead government agency to provide overall policy 
frameworks for the health sector that specify appro-
priate roles for other agencies.

Approaches to Planning and Their 
Relationship to the Context in Which 
Planning Occurs
Various approaches to planning are possible. Follow-
ing are descriptions of two continua of approaches, 

TABLE 15-2 Misperceptions About Planning

Misperception: Planning Is . . . But . . .

About the production of plans Planning is concerned with change, not documents; these may be 
necessary but are not a sufficient part of the planning process

About capital budgets Planning should also focus on recurrent budgets 

Only concerned with projects Projects are simply one way of achieving change

A highly technical and specialist activity Much planning is common sense

Carried out by specialist planners Planning needs to be shared by a wide group of actors

An objective and neutral activity Planning involves value judgments

Reproduced with permission from Green, A. (2007). An introduction to health planning in developing health systems (3rd ed.). Oxford, UK: Oxford University Press.
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although it is important to note that they are not 
mutually exclusive:

 ■ Problem-solving reactive approaches versus 
 longer-term needs assessment. Planning can focus 
on, and try to identify solutions to, existing prob-
lems. A variety of techniques have been devel-
oped to assist planners and managers in problem 
identification and solving, including problem tree 
and fish-bone analysis. One danger with such an 
approach is that its focus on current problems 
may detract from longer-term needs assessment 
and timely responses to emerging needs (Green, 
2007; Mirzoev & Green, 2017).

 ■ Structured logical frameworks versus looser strategic 
directional approaches. During the 1990s and early 
2000s, a number of organizations, and in particu-
lar donor agencies, adopted an approach to plan-
ning (generally projects) using logical frameworks 
(logframes) that set out in a structured manner 
a hierarchy of objectives and activities, together 
with means of identifying whether they have been 
achieved, and the potential future risks or assump-
tions (Nancholas, 1998). Such an approach can be 
contrasted with a looser narrative strategic plan.

Plans can also have a different focus. Plans may 
focus on any of the following:

 ■ An organization such as a hospital
 ■ An administrative geographical level such as a 

district and its population

 ■ Particular health programs (such as reproductive 
health or TB) or time-bound projects

 ■ Health systems components (such as human 
resources or information systems)

The appropriate approach to and focus of plan-
ning will depend on the context in which the plan-
ning occurs. As an extreme example, the presence of 
a conflict or an emergency situation will affect plan-
ning. For example, in Sierra Leone during the civil 
war, quarterly plans were set, in recognition of the 
inability to take a longer-term strategic view during 
this period.

Planning and Organizational Levels
Planning occurs—or should occur—at all levels in 
the health system, as illustrated in FIGURE 15-4. As 
decentralization policies are increasingly imple-
mented within health sectors, it is important that they 
incorporate a clear expression of the relative planning 
responsibilities of the different levels of the health 
system. TABLE 15-3 gives an example of the division of 
responsibilities in a two-level system.

Types of Planning Time Scales
Planning, as we have seen, focuses on actions related 
to the future. However, decisions have to be made as to 
the time scale. For many planning systems, a period of 
five years has been taken as the standard time frame. 

FIGURE 15-4 Examples of planning at different organizational levels within a deconcentrated system.
Modified with permission from Green, A. (2007). An introduction to health planning in developing health systems (3rd ed.). Oxford, UK: Oxford University Press.
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Other health systems have found this practice too 
rigid and have adopted a rolling process of planning, 
as exemplified in FIGURE 15-5, where each year the plan 
period (in this example, three years) is rolled on by a 
year. To maintain an overall set of strategic direction, 
this type of plan is often combined with a long-term 
perspective plan that sets out a broad set of policies or 
direction of strategic travel. Such an approach under-
lines the importance of ensuring consistency and full 
integration between the wider policies, strategic plans 
and operational plans.

Planning timetables need to take account of both 
the need for wide consultation at different stages of 
planning and the fact that planning at each level (e.g., 
district) must link to planning both at higher and 
lower levels and other parts of the overall system (e.g., 
local government plans).

Elements of Planning
FIGURE 15-6 sets out diagrammatically the health plan-
ning spiral, which shows the various stages involved 
in planning. Two general points need to be made. 
First, conceptually, this process is a spiral rather than 

a cycle—suggesting movement in a direction rather 
than a repetitive cycle. Second, planning refers to a 
process rather than a chronological sequence. Several 
activities may be occurring at the same time, together 
with various iterations within, and across, the six 
stages of the planning process. Each of these stages in 
planning is briefly introduced here.

Situational Analysis
In the situational analysis stage, planners assess the 
current situation (in other words, the current con-
text) and project future changes to it. This stage also 
represents a useful mechanism for getting a planning 
team working well together early in the planning pro-
cess and for opening up the process to a wider group 
of organizations and individuals. Examples of key 
information needs for situational analysis, covering 
both the current situation and likely future trends, 
include population characteristics (e.g., demographic 
data, morbidity and mortality), area characteristics 
(e.g., geography, infrastructure, resources), the pol-
icy environment, the functioning of the health system 
(e.g., existing policies, and availability and quality of 

TABLE 15-3 Example of the Division of Responsibilities Between Center and Periphery

Central Functions Joint Activities Local Functions

Broad policy leadership Monitoring and evaluation Local needs assessment 

Resource generation and allocation Development of local plans, and local 
generation of resources in decentralized 
contexts

Donor coordination Implementation of local plans 

Liaison with central ministries Liaison with local government authorities

Coordination of local plans Provision of primary and secondary health 
services

Planning of central specialist services Human resources performance appraisal 
and support

Human resources planning 

Technical planning support 

Legislation Local operational policies

Modified from Green, A. (2007). An introduction to health planning in developing health systems (3rd ed.). Oxford, UK: Oxford University Press.
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services provided), and health needs (as perceived by 
health staff and communities) (Green, 2007).

A SWOT (strengths, weaknesses, opportunities, 
and threats) analysis may also be used during situa-
tional analysis (FIGURE 15-7). This technique directs 
attention toward internal and external aspects of insti-
tutions and is generally better suited to assessing an 
institution such as a commercial firm, but there may 
be occasions when it provides a useful format for 
health-sector organizations.

The end product of the situational analysis stage 
is usually a focused overview of the current situation 
with identification of specific areas requiring actions.

Priority Setting
In the second stage, planners set priorities for the orga-
nization, in the light of competing needs and limited 
resources. Setting priorities is perhaps the most crit-
ical and most difficult planning stage—but a part of 

FIGURE 15-5 Three-year rolling plan and long-term perspective plan.
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FIGURE 15-6 The planning spiral.
Reprinted with permission from Green, A. (2007). An introduction to health planning in developing health systems (3rd ed.). 
Oxford, UK: Oxford University Press.

Situational analysis (2)

Situational analysis

Priority setting

Option appraisal

Programming

Implementation
and

monitoring

Evaluation

694 Chapter 15 Management and Planning for Global Health



the planning process that cannot be avoided.  Priority 
 setting is also a key contributor to health systems 
performance (Barasa, Molyneux, English, & Cleary, 
2015).

For the state providing an overall strategic plan, 
its priorities need to be sufficiently broad to allow for 
local variations as a result of differing needs. Under-
pinning all of the issues regarding how priorities are 
set is a tension between attempts to make decisions 
evidence driven and recognition of the essentially 
political or value-laden nature of such decisions.

What Should Priorities Be Based On? At one level, 
the most obvious answer to the question of the basis 
for prioritization is that priorities should be set on the 
basis of greatest health need. However, this response 
in itself raises various further questions, such as how 
health need is perceived. In particular, is a broad or a 
narrow view of health taken, how is health need mea-
sured, and should priorities focus on health needs or 
healthcare needs? It also (and related to the preceding 
discussion) is affected by whose perception of health 
is taken.

Clear criteria are needed so that the process of 
priority setting can be as open as possible. These cri-
teria should be derived from overall policy and could 
include the following:

 ■ The maximum health gain given the available 
resources (efficiency)

 ■ The effects on equity
 ■ Public demands for change

These criteria may sometimes work against one 
another. For example, there may be a tradeoff between 
equity and efficiency, unless efficiency is seen as a 
means to achieve objectives that include the distribu-
tional aspects of the health gain.

Who Should Set Priorities? A critical issue within 
the planning process relates to who has the right or 
responsibility to set priorities at which level in the 

national health system. For example, good arguments 
may be made for any of the following groups to be 
involved in priority setting: health workers, admin-
istrators and managers, users of services, and, more 
widely, communities or politicians. The priorities set 
will depend significantly on who makes them. There-
fore, adequate engagement, empowerment, and satis-
faction of key stakeholders in relation to the process 
of priority setting are important (Barasa et al., 2015).

Stakeholders’ power is an important consideration 
in understanding the broader political environment of 
priority setting. For example, a study in Ghana found 
that interventions that targeted breast cancer, spear-
headed by the country’s First Lady, received greater 
attention despite the epidemiologic and economic evi-
dence suggesting that cervical cancer should be priori-
tized (Reichenbach, 2002). Stakeholder analysis (Brugha 
& Varvasovszky, 2000) can be a useful technique in 
assessing the strengths of different groups in society.

Establishing Priorities Within a Planning Frame-
work. It is important that the planners make explicit 
how priorities are to be set. This process needs to allow 
a broad view of health, rather than health care alone; 
find an appropriate balance between decision making 
at the national and local levels; be transparent; and 
end up with feasible objectives. A common flaw in the 
priority-setting process is that everything is viewed as 
a high priority, meaning effectively that no real pri-
orities have been set. A good test of a robust priority- 
setting system is whether it clarifies those areas that 
are not viewed as high priorities.

Various processes and techniques can be used 
to set priorities, including economic appraisal (e.g., 
using cost per disability-adjusted life year [DALY] as 
the basis for measurement), multivariable decision 
matrices, and Delphi techniques. The resource alloca-
tion processes from the center to lower health services 
levels are also an important vehicle for ensuring that 
broad priorities (and particularly those of equity) are 
reflected in the budgets allocated for service deliv-
ery. However, there is a danger in assuming that 
 priority-setting is value-free, when it actually incor-
porates a number of implicit values. FIGURE 15-8 pro-
vides examples of value-driven judgments exercised 
in conducting economic appraisal of health programs.

Multivariable decision matrices offer another 
approach in which any number of criteria can be incor-
porated and the information used either quantitatively 
or qualitatively. FIGURE 15-9 provides an example. Cau-
tion is needed when such tools are used, however, 
because they can easily mask implicit value judgments 
such as relative weightings between the criteria.

FIGURE 15-7 SWOT analysis framework.

Strengths (internal)

Opportunities (external)

Weaknesses (internal)

Threats (external)
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FIGURE 15-8 Examples of value judgments required in economic appraisal using an HIV/AIDS program example.
Reproduced from Collins, C., & Green, A. (2014). Valuing health systems: A framework for low and middle income countries. New Delhi, India/Los Angeles, CA: Sage.

Appraisal elements Judgments to be made related to HIV/AIDS focus

Select area for appraisal

Select alternative
interventions to assess

Decide on
outcome/output

Decide on costs to be
included

Adjust data for time and
market imperfections

What was the focus of the appraisal?
• HIV/AIDS vs. other health problems?
• Health problems vs. system problems such
  as referral system?

What alternative interventions were
short-listed for appraisal?
• Preventive? Treatment? Care? Support for
  family?
• Health care? Social care? Other
  intersectoral actions?
• Formal? Informal sector, including family
  provision?
• Service provision? Financial support?

What type of indicator is used to measure
effects?
• If simple: number of deaths averted? Level of
  disability averted? Number of cases of HIV?
  Number of cases of AIDS? Number of wider 
  family supported?
• If composite such as DALY: weighting given to
  elements of indicator (disability vs. life
  years)? Implicit value given to age at which
  illness occurs (the older age of incidence, the
  less potential DALYs saved)?

Whose costs are included?
• Health service costs alone?
• Wider social costs?

Was the data adjusted?
• What discount rate was chosen (including no
  use of a discount rate – implying zero)?
• Are market prices used to cost? Is there any
  form of adjustment (such as shadow
  pricing)?

FIGURE 15-9 Hypothetical example of a multivariable decision matrix.
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The end result of a priority-setting stage should be 
a set of clear objectives for an organization. Although 
different terms are often used by different organiza-
tions for objectives (e.g., goals, purpose, aims, objec-
tives, and targets), the important feature is that they 
are structured in a hierarchy. For example:

 ■ Broad overall health goals achieved through x
 ■ Specific health aims related to particular health 

problems to be achieved by x
 ■ Health-sector activity objectives to be monitored 

by x
 ■ Targets that are milestones along the way to 

achieving aims and objectives

FIGURE 15-10 sets out an example of a hierarchy 
of objectives. The mnemonic SMART is often applied 
to objectives to suggest that they should be Specific, 
Measurable, Attainable, Relevant, and Time bound.

Option Appraisal
For each priority area, there may be various strategies 
that can be followed to achieve those aims. In the third 
stage of planning, planners appraise each alternative 
to determine which is most appropriate according to 
various criteria. These criteria should include those 
that underpin economic appraisal techniques (cost 
and effectiveness) as well as others such as equity, fea-
sibility, and acceptability.

A variety of options are available to any organiza-
tion, but are particularly feasible for use by the state, 

which has multiple “carrots and sticks” that it can 
deploy to encourage or require action by other orga-
nizations. In traditional command-and-control plan-
ning systems, plans were expected to be implemented 
through managerial commands and compliance, 
rather than through incentives and creation of an 
enabling environment for better performance. With 
the recognition of the importance of other sectors and 
providers, a wider range of tools has become neces-
sary. Thus the state may see, as one of its options to 
be appraised, the contracting out of services to other, 
nonstate organizations. The end product of the option 
appraisal stage should usually be a detailed record 
of alternative options considered, along with a clear 
framework for assessment and justifications for the 
chosen planning option.

Programming
The next stage in planning encompasses program-
ming for services and projects. The aims of and 
agreed-upon approaches for meeting the organiza-
tion’s objectives are brought together in a document 
that sets out mechanisms to achieve these objectives, 
along with a time frame and financial plan. The level 
of detail, particularly regarding the budget and time 
frame, will depend on whether the plan is primarily 
strategic or more operational. EXHIBIT 15-2 outlines the 
components of a typical plan document.

Logframes (logical frameworks) are often advo-
cated as a means of both ensuring that a logical 

FIGURE 15-10 Example of the hierarchy of objectives.
Courtesy of Dr. Nancy Gerein.
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approach to project design is followed and providing 
a means of monitoring progress. FIGURE 15-11 gives an 
example of a logframe layout.

The end product of the programming stage should 
be a detailed plan of action identifying clearly the 
resource implications, time frame, and distribution of 
responsibilities.

Implementation and Monitoring
Planning is useful only if it culminates in imple-
mentable action. Unfortunately, planning has a poor 
implementation record, with failure being possible for 
a variety of reasons—for example, lack of funds, lack 
of relevant resources, poor timing of inputs, resistance 

to change, neglect of institutional or legal require-
ments, unexpected results, poor coordination, and 
unforeseen circumstances. Frequently, the root cause 
is poor planning design, often as a result of a failure to 
recognize the political nature of planning at the design 
stage and the development of overly optimistic and 
infeasible objectives.

A key activity that can improve implementation 
is monitoring. It requires an explicit time frame for 
well-specified activities and a clear understanding of 
who is responsible both for implementation and for 
monitoring of the activities. Monitoring techniques 
such as Gantt charts set out, in tabular form, activi-
ties by their expected dates of completion. In addition, 
planners must ensure that monitoring does not end up 
being viewed as an end in itself, but rather as a means 
of facilitating the achievement of the set objectives. As 
such, it is important that only the minimum number 
of monitoring indicators are chosen and used, and that 
monitoring is seen as a supportive (rather than puni-
tive) activity. This understanding is closely linked to 
the concept of performance management of an orga-
nization, which seeks to identify the progress toward 
the organization’s objectives and any barriers to this 
advancement.

The end product of this stage should be a record of 
implementation (e.g., services provided) including the 
challenges faced and any deviations from, or changes 
to, the original plan.

EXHIBIT 15-2 Possible Outline for a Plan

 ■ Situational analysis, including the health needs or 
problem being tackled

 ■ Objectives of the plan
 ■ Strategies to meet these objectives, and specific 

activities as appropriate
 ■ Resources required, including funding to provide 

the services and sources of these resources
 ■ Timetable with identification of specific roles and 

responsibilities
 ■ Foreseeable constraints or risks

FIGURE 15-11 Example of a logframe layout.
Note: See Nancholas (1998) for a description of the process.

Objectives
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verification
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Outputs

Activities Inputs
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Evaluation
The final stage of planning involves the evaluation of 
the plan. Similar to monitoring, evaluation seeks to 
establish whether and to what degree the objectives 
have been achieved. Evaluations may be formative 
(process evaluation) or summative (end evaluation). 
While monitoring is primarily seen as an in-house 
activity, evaluation can often be outsourced to an 
“external” (i.e., not involved in the implementation) 
person or a group. Evaluation is also regarded by 
many as a separate activity in itself, involving a series 
of stages that are similar to those occurring in research 
(i.e., identification of questions to answer, methodol-
ogy design, data collection, analysis of findings, and 
report writing). The key areas that an evaluation is 
likely to focus on are the following:

 ■ Inputs: Did the resources planned arrive? Were 
they sufficient for the services provided?

 ■ Processes: How were resources allocated, and by 
whom? How were services provided, and how was 
quality assurance performed?

 ■ Outputs: Were the services provided? Were the 
services appropriate, relevant, and adequate?

 ■ Outcomes: What were the objectives of the activ-
ity being evaluated? Were they appropriate? Were 
the objectives set achieved? If not, why not? Were 
there any other effects of the activity?

 ■ Impact: Did any health improvements occur 
as the direct result of the activity? What are the 
other benefits or unintended consequences of the 
implemented activity?

The results of the evaluations should be fed into 
the next round of the situational analysis, thereby 
completing one round of the planning spiral.

Political Aspects of Planning
The preceding discussion outlined different stages 
and techniques used in developing plans. It is 
important to recognize that during all of these stages, 
there is a need to consider the political dimension 
of planning, which is inevitable in a process that is 
designed to determine who gets what in the health 
sector (EXHIBIT 15-3). There are two levels at which 
planners need to be aware of the political nature of 
planning as a process. First, they need to recognize 
that techniques and decisions are rarely value free. 
Second, they need to understand that techniques 
such as stakeholder analysis and political mapping 
may use priorities set at different points in the plan-
ning cycle to analyze levels of support for different 
strategies.

 ▸ Management of Resources
Management, as we argued earlier, is about resources—
how they are generated and developed; allocated; and 
combined and used with a view toward achieving 
objectives. Management of resources can be either 
direct by public-sector managers or indirect (e.g., 
through contracting out this function to the private 
sector or other agencies within the public sector), 
and may be informed, and driven, by the managers’ 
underlying values such as equity, efficiency, and par-
ticipative and accountable decision making (Collins 
& Green, 2014). Resources of particular importance 
to the health sector include those in the financial, 
human, information, supplies (including pharmaceu-
ticals), and transport categories.

EXHIBIT 15-3 Examples of Political Decisions 
in Planning

Situational Analysis
 ■ Who chooses the information (e.g., in determining 

health needs)?
 ■ Whose view is taken? What emphasis is placed on 

the different information?

Priority Setting
 ■ Whose views are taken?
 ■ Which view of health is chosen, and by whom?
 ■ Which criteria for priorities are chosen (e.g., equity 

versus efficiency)?

Option Appraisal
 ■ Who chooses, and how, the original options that 

are appraised?
 ■ Which criteria are chosen, and by whom, for the 

option appraisal?

Programming
 ■ How are resources distributed, and by whom?
 ■ Who is responsible for the different tasks?

Implementation and Monitoring
 ■ Who is coordinating the implementation, and how 

it is done?
 ■ Who is using the information from monitoring and 

how?

Evaluation
 ■ Who is involved in the evaluation?
 ■ What are the criteria for evaluation?
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This section first presents an overview of the main 
issues related to resource generation, allocation, and 
use; it is followed by a more detailed discussion of 
how the principal resources—money and staff—are 
managed. This is followed by brief comments on the 
management of supplies, transport, and information. 
In most countries, management of specific resources 
is undertaken by separate subsystems (e.g., the health 
management information system) that have their own 
staff, organizational rules, and objectives. Although 
much of the discussion in this section refers specif-
ically to management or managers, in reality many 
issues (e.g., related to resource generation and alloca-
tion) apply to planning as well, so they should be of 
relevance to health planners.

Resource generation and development relates to 
the different processes for production and enhance-
ment of various types of health resources. Examples of 
these processes include preservice training of health 
staff, manufacturing of pharmaceuticals and medi-
cal supplies, different types of health financing (e.g., 
taxation, insurance, user fees), and procurement of 
transport and technology. Given the complementarity 
of such resources in their eventual use, it is important 
that the generation of these resources is planned in a 
coordinated way. Unfortunately, this is not always the 
case: There may, for example, be an imbalance between 
the number of health workers trained and the health 
facilities in which they are to work.

A broad interpretation of the concept of resource 
allocation defines it as “the process by which available 
resources are distributed between competing uses” 
(Pearson, 2002, p. 7), highlighting the links between 
resource allocation and priority setting or rationing 
(Martin & Singer, 2003). A well-known example of the 
result of prioritization of resources within the health 
sector is a minimum or essential package of health-
care services. Although some systems of resource allo-
cation focus on nonfinancial resources, such as the 
distribution of staff, the most common interpretation 
of the term “resource allocation” relates to financial 
resources.

Different classifications of approaches to resource 
allocation exist, including a distinction between nor-
mative and empirical approaches (Martin & Singer, 
2003), as well as negotiation and political compromise, 
incremental budgeting, and allocation according to 
health needs (Pearson, 2002). Approaches to resource 
allocation rarely exist in isolation. For example, the 
allocation of financial resources for health in Mexico, 
Nicaragua, and Peru is done through a combination of 

5 Acknowledgment is given to Jane Shaw for her input into this section.

legal, political, and technical approaches (Arredondo, 
Orozco, & De Icaza, 2005). Any approach to resource 
allocation is linked with (i.e., driven by, and likely to 
affect) the underlying health system values. For exam-
ple, a true needs-based system of resource allocation 
will address equity, whereas an incremental approach 
is likely to reinforce existing inequities.

The types of resource allocation can be described 
using two continua: (1) the allocation of resources 
across different levels (e.g., between the center 
and decentralized levels) and (2) the allocation of 
resources within a single level (e.g., within a district 
health system). The types of resource allocation also 
reflect the underlying methods for allocating health 
resources. Resource allocation may include different 
combinations of (1) input-based models (e.g., based 
on numbers of facilities or staff) and (2) needs-based 
models (e.g., based on identified health needs requir-
ing specific types of health services). Other principles 
in allocating resources include continuation of histori-
cal trends and patterns in utilization of health services.

Different economic tools and techniques are avail-
able to support allocation of resources, with the most 
commonly used tools including cost-effectiveness, 
cost-utility, and cost–benefit analyses (Arnesen & 
Kapiriri, 2004; Hutubessy Chisholm, Edejer, & WHO, 
2003; Kapiriri, Norheim, & Heggenhougen, 2003). An 
important caveat here is that, irrespective of which 
tools and techniques are used, there is a need to ensure 
consistency between the overall strategic direction 
identified within the health policy or plan, the under-
lying values, and the allocation of resources.

From a management perspective, the use of dif-
ferent resources refers to the most efficient and effec-
tive combination of available resources to achieve 
intended objectives such as providing high-quality 
services. Where different management subsystems are 
set up to manage different resources, a particular chal-
lenge is ensuring the coordinated and complementary 
deployment of these resources.

Financial Management
A key resource for any organization is, self-evidently, 
finance. This section looks at the main elements of 
good financial management.5 Finance is, of course, 
important in that it allows human and physical 
resources to be obtained, such as by hiring health 
worker and administrative staff, purchasing equip-
ment, and investing in infrastructure. Good finan-
cial management supports the health organization in 
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the achievement of its objectives. As such, it must be 
closely linked to other key decision-making processes 
and, in particular, to planning. Financial management, 
like general management, is not value-free, and must 
be viewed as a means rather than an end in itself. The 
elements of financial management are described next.

Resource Generation
Various sources of financial support are available to 
a health services organization, and it is important to 
recognize the interrelationships between these differ-
ent sources and consider them as a whole in planning. 
These sources are explored in the Design of Health 
 Systems chapter.

Financial Resource Allocation 
and Budgeting
Financial resource allocation refers to the distribu-
tion of block financial resources from a higher level 
to a lower level in an organization (a vertical pro-
cess). Budgeting refers to the allocation of financial 
resources within an organization.

Within the public health sector, financial resource 
allocation from the center is a common feature. Its 
importance will depend on the health financing sys-
tem and the degree of decentralization of resource 
generation within the health system (Green, Ali, 
Naeem, & Ross, 2000).

Frequently, financial resource allocation is based 
(explicitly or implicitly) on one or more of the follow-
ing factors:

 ■ Previous allocations
 ■ Service or facility patterns and norms
 ■ Capital developments and associated recurrent 

implications
 ■ Political profile and compromise

These approaches, although potentially nonthreat-
ening to existing budget holders, fail to address issues 
of efficiency and equity. In contrast, an equity-focused 
strategy bases its resource allocation on an assessment 
of the needs of particular areas or population groups. 
FIGURE 15-12 sets out a conceptual model for such a 
process. The potential components for allocation are 
as follows:

 ■ The population’s size, composition, and health 
needs

 ■ The costs of providing services
 ■ Variations in costs between different areas
 ■ The costs of activities other than health care, such 

as research or teaching
 ■ Flows of patients across administrative boundaries

“Health need” is the most significant and most 
difficult element to measure, as its ingredients include 
demographic factors; morbidity, mortality, and dis-
ability; and indicators of deprivation.

Formulae to allocate resources on the basis of 
needs have been developed in a number of health sys-
tems. The historical U.K. RAWP (Resources Allocation 
Working Party) model is a well-known example, with 
similar approaches that target specific groups such 
as the poor being the subject of resource allocation 
experiments in other countries such as Cambodia, 
South Africa, and Uganda (Pearson, 2002). A number 
of issues arise regarding the implementation of such 
a formula, however—most importantly, the choice of 
indicators, and the availability of information. Other 
issues affecting the introduction and implementation 
of resource allocation a formula include the absorp-
tive capacity of areas receiving significant additional 
funding and the political resistance of areas that are 
“losing” funding. In many countries, it may be nec-
essary to start with a basic allocative a formula based 
on the size of population being served before devel-
oping more sophisticated approaches. One partic-
ular challenge that managers often face is balancing 
allocated funding for local health priorities with the 

FIGURE 15-12 Conceptual model for needs-based resource 
allocation.
Data from Green, A. (2007). An introduction to health planning in developing health systems (3rd ed.). Oxford, UK: Oxford 
University Press.
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management of donor funds earmarked for particular 
disease priorities. Besides potentially distorting local 
priorities, donor funding can create some unique ten-
sions: New donor-linked incentives and targets can 
change the behavior of actors within the health ser-
vice, and potentially result in an overall reduction of 
local funding to the health sector if the funding is seen 
as a subsidy rather than as a supplement to the gov-
ernment budget.

Budgets specify the allocation of financial resources 
within an organization. These statements of intended 
expenditure are required in the implementation of 
planned activities, and should reflect the plans of an insti-
tution or service. Thus, budgets are vital management 
tools. Two major forms of budgets are distinguished:

 ■ Capital/development: for buildings, large equip-
ment, and vehicles

 ■ Recurrent/revenue: for expenses necessary to run 
the organization, including salaries and supplies

In addition, an organization may develop separate 
project budgets, which may combine both of these 
forms.

A budget consists of three components: what it is 
spent on (line items such as personnel, medicines, and 
equipment), for what purpose (service or institution 
or geographic area), and when. Within health organi-
zations, budgets may also be set up on the basis of pro-
grams (such as maternal health) that cover all aspects 
of care irrespective of where it takes place. Such pro-
gram budgets are better aids in planning because they 
allow for programs to have different priorities; how-
ever, they are much more difficult to manage.

Budgets may be established in various ways. The 
most commonly used practice is historical incre-
mentalism, whereby the previous period budget is 
increased across the board. Such an approach is easy to 
administer and nonthreatening, but it does not reflect 
major changes in priorities or new developments. A 
common variant on this approach involves additional 
increases to a budget (over and above the historical 
increment) arising from capital developments such as 
a new building and its associated service.

A contrasting method is activity-based budgeting, 
whereby the budget is set based on predicted activity 
levels. This technique allows for a clear link between 
the budget and the service objectives. An extreme 
example is zero-based budgeting, in which no prior 
assumptions are made, and every item in the budget 
for each year has to be fully justified.

Zero-based budgeting is more time-consuming 
and generally more politically sensitive compared to 

historical incrementalism, as it requires information 
on both the level of activity and the costs of a unit of 
activity. These costs may, of course, change depending 
on the level of activity and on the relationship between 
fixed and variable costs.

A possible timetable for budgeting is given in 
TABLE 15-4.

Expenditure Drawing and Disbursement
The next element is that of expenditure against a 
set budget. Each financial management system will 
have mechanisms to authorize named officials to 
incur expenditures, within certain predefined limits 
and conditions, that reflect the level of decentralized 
authority.

Expenditure Monitoring and Control
Monitoring of expenditures against the budget 
throughout the year is an important management 
function. Critical to this process is a good information 
system. Each management system will have its own set 
of accounting methods. Such a system needs to be able 
to give the manager up-to-date information not only 
on past expenditures, but also on any commitments 
already made. For managers to understand the real 
implications of such information, they need to have 
an indication of the likely expected profile of expendi-
tures throughout the year; that will allow them to dis-
cover any variance from the budget early enough that 
they can take the necessary remedial action. Needs for 
some resources (such as staff salaries) may be evenly 
spread out over the course of the year; others, such 
as medicine purchases, may occur more sporadically 
(in batches) and may reflect within-year differences in 
usage due, for example, to seasonal disease incidence. 
Capital equipment is even more lumpy in terms of 
expenditure patterns.

A manager needs to be able to compare actual 
expenditures against the expected expenditure pro-
files and understand the likely reasons for possi-
ble differences. An example of a simple monitoring 
tool appears in TABLE 15-5. It shows a monthly man-
agement statement after nine months of the year. 
The “Budget to Date” column shows what might be 
expected to have been spent three-fourths of the way 
through the year. It is assumed here that spending will 
be equal each month (which is unlikely, of course); 
more sophisticated estimates could be made. The vari-
ance columns show the relative (not actual) over- or 
underspending.
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Once managers have identified a projected 
over-expenditure (or under-expenditure), they need 
to consider the various options open to them to pre-
vent this departure from the budget. Potential actions 
include the following:

 ■ Seeking additional funds
 ■ Instituting cost-control mechanisms, such as 

freezing expenditures
 ■ Revising service objectives
 ■ Reallocating funds from one budget (line item) to 

another

To select the appropriate option, managers need 
to have a clear understanding of the reasons for the 
overspending or underspending, so they can suggest 
the best remedial strategy. It is also important that 
the implications of any remedial actions be weighed 
against their effects on the organization’s objec-
tives. Cost-control mechanisms, for example, will 
affect services in terms of either the quantity deliv-
erable, the quality, or the efficiency with which the 
services are delivered. The first two of these factors 
will, in turn, affect the ability to achieve the service 
objectives.

TABLE 15-4 Annual Budget Cycle for a Three-Level Decentralized Health System

Month Activity

 1 The financial year begins.

 5 The ministry of health receives its provisional annual allocation from the central government, together with 
any special constraints or conditions.

 6 The ministry of health issues broad resource allocation guidance to regions on the basis of the provisional 
allocation.

 7 Regions issue broad allocations to districts on a similar basis.

 8 Budget holders develop and return proposals showing the following:
 ■ Review of service targets in line with the plan
 ■ Estimated expenditures for the previous year
 ■ Estimated expenditures for the current year
 ■ Reasons for under- or overspending
 ■ Budget proposals for the following year, costed and showing how they will meet planned service targets

 8 Budgets are totaled and reconciled first at the regional level and then at the ministry of health.

 9 Adjustments are made for the following reasons:
 ■ To reflect national policy
 ■ To reconcile with other budget proposals
 ■ To reflect constraints
 ■ To reconcile with central government allocations

 9 Discussions are held with the central government.

10 Adjustments are made with the input of service managers.

11 Informal approval of the budget is granted.

12 The government approves the budget.

 1 Budgets are issued to budget holders.

Modified with permission of Oxford University Press from Green, A. (2007). An introduction to health planning in developing health systems (3rd ed.). Oxford, UK: Oxford University Press. 
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Auditing
The last elements of the financial management pro-
cess are internal and external auditing. An internal 
audit is a process of testing and validating the finan-
cial control and accountability systems to ensure that 
they are working correctly. This task is performed 
by a special department of the organization, which 
is separate from the normal accountancy group. In 
external auditing, the accounts of an organization are 
subjected to independent external scrutiny to con-
firm that they do not contain errors or hide fraud. For 
any organization, auditing is an important part of its 
governance.

Requirements for an Effective Financial 
Management System
FIGURE 15-13 identifies a number of critical features 
of an effective financial management system. If 

these aspects are lacking, there is a real danger that 
the system will not perform its expected task—that 
is, ensuring that the desired strategic direction is 
followed.

TABLE 15-5 Monitoring Tool Example

Variance from Budget 
to Date (+, under-
expenditure; −, 
over-expenditure) Projected Year-End Expenditure

Month: 9

Full-Year 
Budget 
($000) 

Expenditure 
to Date 
($000) 

Budget 
to Date 
($000) 

Amount 
($000) Percentage

Projected to 
Estimated 
($000) Comment

Personnel 600 400 450 +50 +11.1 500 Underspending 
is due to 
recruitment 
difficulties

Medical 
supplies

150 140 112.5 −28 −24.4 160 Earlier epidemic, 
likely to 
result in final 
overspending

Transport 80 75 60 −15 −25.0 95 Earlier epidemic

Utilities 50 10 37.5 +28 +73.3 50 Delays in 
invoicing

Other 120 100 90 −10 −11.1 100

Total 1,000 725 750 +25 +3.3 905 Overall 
underspending 
projected

FIGURE 15-13 Requirements for an effective financial 
management system.
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Clear, strategic
direction
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Management of Staff 6
The management of health staff was for some time a 
somewhat neglected issue. Indeed, only since the mid-
2000s have international policy makers explicitly refo-
cused their attention on human resources for health 
(WHO, 2006b). In the past, policies largely sought to 
reform health systems through new financing arrange-
ments or organizational changes, such as decentral-
ization. Yet staff costs are a major part of the health 
budget, and the quality of staff is vital to ensure the 
effectiveness of health care (Buchan, 2004;  Rondeau & 
Wager, 2001). Furthermore, the development of staff 
management systems and skills throughout the health 
system increases in importance as decentralization 
and hospital autonomy spread out the management 
responsibility throughout the health system. 

In developing staff management capabilities, 
several factors must be considered. First, the inequi-
table distribution of health staff must be addressed. 
It is often difficult to persuade health staff to work 
in poorer areas, where incentives such as good liv-
ing conditions and the possibility of supplementing 
income through private practice are lacking. Sec-
ond, some health systems are undergoing important 

6 Acknowledgment is given to Tim Martineau for his input into this section.
7 A more comprehensive and in-depth analysis would cover issues such as employee relations, change management, staff communica-

tion, and conflict management.

changes such as decentralization, or facing contextual 
changes such as conflicts, that are affecting how health 
staff are managed and how their capacity is enhanced 
( Kolehmainen-Aitken, 2004; Prashanth et al., 2014; 
Rockers Peter & Bärnighausen, 2013; Roome et al., 
2014). This kind of transformation can mean import-
ant changes in civil service arrangements, for exam-
ple (as shown in TABLE 15-6). Two other influences on 
how staff are managed are professional authority and 
power, and corruption and patronage.

There are many systems and approaches for man-
aging staff, ranging from defining staffing needs and 
jobs to employing people and developing their perfor-
mance. The discussion here focuses on a number of 
key issues and functions.7

Staffing Review
An important issue is how the workforce can be used to 
improve performance in meeting health needs. A review 
may be undertaken, with key questions focusing on 
the number of staff employed, possible substitution by 
technology, and changes in the skill mix and grades cur-
rently employed (Strike, 1995). A simple technique for 
defining staffing needs of a healthcare unit is provided 

TABLE 15-6 Decentralization and Options for Civil Service Structure

Civil Service Option Commentary

Centrally controlled system Terms for the civil service are centrally controlled and staff are seconded or transferred 
to local units.

Health-sector centrally 
controlled system

Health-sector staff are taken out of the national civil service and included in a national 
system exclusively for health staff.

A national local 
government system

All local government units operate under the terms and conditions of a national system 
that is specifically designed for local government staff.

Local public service 
commissions

A public service commission can be tasked with and empowered to investigate, 
monitor, and evaluate the organization and administration of the public service, as well 
as tasked with promoting measures to ensure effectiveness and efficiency. 

Decentralized unit The decentralized unit determines the terms and conditions and employs its own staff.

Mixed system Following decentralization, existing staff are kept as part of the national civil service, 
while new staff are employed under the new decentralized system.

Data from Collins, C. (1994). Management and organisation of developing health systems. Oxford, UK: Oxford University Press; Kolehmainen-Aitken, R.-L. (2004). Decentralisation’s impact on the 
health workforce: Perspectives of managers, workers and national leaders. Human Resources for Health, 2, 5.
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by Kolehmainen-Aitken and Shipp (1990); it involves 
the definition of job responsibilities and calculation of 
a “standard workload” for each person (e.g., number of 
outpatients attended per day). This value is compared 
with projected workloads in the health facility to esti-
mate staff required. The possibility of using such plan-
ning tools is restricted by the degree of autonomy local 
managers are given, the existence of patronage, the 
availability of information, the capacity of managers to 
use the tools, and the willingness of staff to move. 

At a facility level, WHO (2010b, p. 2) has devel-
oped human resources management tools and guide-
lines that (1) determine how many health workers of a 
particular type are required to cope with the workload 
of a given health facility and (2) assess the workload 
pressure endured by the health workers in the facility. 
The tools take into account multiple services that need 
to be delivered in a facility.

Defining Jobs and Employment
The defining of jobs and staff employment may be 
viewed as a set of the following logical steps:

1. Job analysis: assessment of which tasks are 
required and which category and level of 
staff are required

2. Development of a clear job description: a 
detailed description of the planed duties 
and responsibilities, as well as personal 
specifications (both essential and desirable) 
for the anticipated candidate

3. Advertising: inviting potential candidates 
to apply for the position(s)

4. Selection and recruitment: processing of 
applications and selecting (typically follow-
ing an interview, test, or another method to 
assess the candidate’s appropriateness) the 
most suitable candidate(s) for the position 
against the personal specifications

5. Posting: assigning the recruited candidate 
to a workspace

6. Induction: initial training and discussions 
to help candidate understand the organiza-
tion and start performing the duties

The definition and use of clear principles and rules 
and an open and transparent process can facilitate an 
effective and fair employment process.

Staff Payment
The issue of payment is related to the staff grading sys-
tem and form of public service system (see the earlier 
discussion). Changes in health systems, such as decen-
tralization, can lead to corresponding changes in the 

source and level of pay. The form of payment may be 
based on time spent working, physical results pro-
duced, individually assessed performance, or a com-
bination of these factors. Payment by time is simple, 
whereas performance-related pay is both complicated 
and controversial (Alimo-Metcalfe, 1994; Kessler, 
1994). The latter approach assumes that staff will work 
more, and will perform better, if their earnings are 
related to their performance. In addition to practical 
difficulties in measuring performance, drawbacks of 
this strategy include its potential to introduce conflict 
between staff members and to counteract a teamwork 
approach.

Reliance on material incentives downplays the 
important motivation that public health staff may 
derive from the inherent usefulness of their jobs and 
public service (Perry, Hondeghem, & Wise, 2010; 
Vandenabeele, 2007). In fact, the extent to which pay 
actually acts as a motivator will vary according to the 
context and the type of staff concerned.

Delegation
Delegation involves transfer, trust, responsibility, tasks, 
and authority. Delegation is a transfer of authority and 
tasks between two people or groups of people. It entails 
entrusting part of your own authority to someone else 
(French & Saward, 1983). Although the person receiv-
ing the delegation has the responsibility or obligation 
to satisfactorily perform his or her duties, the person 
doing the delegating does not relinquish responsibility 
for that task. Rather, that individual retains “responsi-
bility for that person’s exercise of authority” (French 
& Saward, 1983, p. 122). This responsibility can also 
involve authority over resources—an issue that is 
important to recognize in the act of delegation.

The purpose behind the delegation is likely to 
affect its form and should be clear. For example, del-
egation might be used to address work overload or 
underload, to motivate staff, to bring decisions nearer 
the point of service delivery, or to gain a better under-
standing of service needs and achieve more timely 
decisions and increased flexibility and adaptability. 
Greater ownership may also be achieved with a more 
participative management style.

Delegation is not easy, particularly where there are 
constraints on its effectiveness. In a setting of limited 
resources, for example, delegation may not transfer 
authority over those resources. Managers may resist 
losing authority and control; staff may lack the knowl-
edge, skills, and values to practice delegation. They 
may also lack motivation where the delegation has no 
additional incentives and a culture of blame exists in 
the organization that is not conducive to delegation.
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It is important to identify the objectives involved 
to communicate them to staff, monitor the effective-
ness of the delegation, and design the means of delega-
tion. The delegation needs to be clearly identifiable in 
terms of tasks, authority, control over resources, and 
its limits. A particular issue is the capacity (e.g., skills 
and experience), support, and motivation of the per-
son receiving the delegation. Is that person equipped 
to receive the delegation? A useful concept in mak-
ing this determination is staff “maturity” (Hersey, 
Blanchard, & LaMonica, 1978), which encompasses 
the skills, experience, and willingness to take on new 
responsibility.

Performance Management
In the field of staff management, performance man-
agement is frequently associated with annual confi-
dential reviews or appraisals that are bureaucratic and 
routine, and that do little to develop performance. 
Effective performance management requires not only 
reinvigoration of such yearly events, but also a broader 
approach of continuous performance management 
(TABLE 15-7).

Performance can be improved by focusing on 
its various aspects. Grindle (1997), for example, has 
examined organizational culture and identified which 
aspects of an organization lead to good performance. 
These elements include an organizational mission and 
a strong sense of attachment to it among staff; good 
management relations, such as fairness and teamwork; 
positive expectations concerning staff performance; 
and institutional autonomy in staff management.

Incentives and Motivation
Incentives and motivation represent an area in which 
there has been considerable theoretical debate and 
that has provided useful indications about possible 
causes of staff motivation. Unfortunately, theories on 
motivation often fall short of providing health manag-
ers with a comprehensive framework that would allow 
them to understand fully the wide range of factors that 
can motivate or demotivate staff. Furthermore, the list 
of such factors can be so long as to render it useless as 
a managerial guide.

Another problem associated with attempts to 
explain motivation is that different individuals and 

TABLE 15-7 Steps in Performance Management

Steps Commentary

1. Explain and reinforce the 
logic of performance 
management.

Managers explain to staff the organization’s performance management and 
supervision practice.

2. Understand job context, 
content, and relations.

Performance management needs to be based on appreciation of the job content 
and the often complex relations of authority it involves. When they understand 
the job context, managers and staff should recognize the various factors that 
affect performance.

3. Agree on performance 
criteria.

Managers and staff develop a joint understanding about the meaning of 
“effective work.” This agreed-upon standard accompanies an understanding of 
the conditions that need to be in place (e.g., logistics support, flow of funds, 
skills) for actual performance to meet these standards.

4. Compare actual 
performance with standards.

Managers and staff monitor performance using the agreed-upon performance 
indicators (both quantitative and qualitative).

5. Discuss and agree on action. This step involves both feedback on performance with dialogue and agreement 
on the causes of this performance and possible changes required (including 
agreement on training needs).

6. Take action and monitor. Action may need to be taken in areas, such as job context, content, and support. 
The effects of this action need to be monitored.

Data from Bacal, R. (1999). Performance management. New York: McGraw-Hill; McMahon, R., Barton, E., & Piot, M. (1992). On being in charge: A guide to management in primary health care 
(2nd ed.). Geneva, Switzerland: World Health Organization; Weightman, J. (1996). Managing people in the health service. London, UK: Institute of Personnel and Development.
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groups of health staff respond to different factors 
(Weightman, 1996). Attempts to generalize across 
groups are not easy, although a general distinction 
may be made between “satisfiers” and “dissatisfiers” 
(Herzberg, Mausner, & Snyderman, 1959).8 Dissatis-
fiers are those factors that in themselves do not nec-
essarily motivate workers, but whose absence can 
demotivate individuals; they are related primarily to 
attracting people into jobs and ensuring their reten-
tion. Typical examples are pay and security. In con-
trast, the presence of satisfiers does lead to improved 
motivation and performance; typical examples are 
career development and job achievement. Notably, the 
following factors can have a bearing on staff motiva-
tion (Henderson & Tulloch, 2008; Ogundeji, Jackson, 
Sheldon, Olubajo, & Ihebuzor, 2016; Willis-Shattuck 
et al., 2008):

 ■ Career development
 ■ Job characteristics
 ■ Working and living conditions
 ■ Managerial style and organizational culture
 ■ Job rewards (financial and nonfinancial)

In using such a checklist of motivational factors, 
managers need to distinguish between the satisfiers 
and the dissatisfiers. Job characteristics, for example, 
can be the cause of demotivation for staff if too many 
duties are imposed on the job holder; if the job lacks 
variety, scope, and delegated authority; and if the job 
is badly defined and, therefore, the object of conflict. 
Even so, job holders may feel that the job is meaning-
ful and contributes to social welfare and solidarity. 
Staff working in the poorer areas of a country may 
perceive that they have inadequate working condi-
tions (e.g., office accommodation, information tech-
nology) and living conditions (e.g., schools), which 
are also dissatisfiers.

In contrast, transparent and open management, 
showing an interest in good supervision and com-
munication, staff involvement in policy making and 
problem solving, good teamwork, and reinforcement 
of ethical standards can be positive forces (satisfiers). 
The pattern of rewards and incentives is important 
as well, and can include the extent to which the basic 
needs of health workers are met and are considered 
equitable, the regularity and security of payment, and 
nonfinancial rewards such as stability and status of 
employment. Likewise, the possibility of career devel-
opment can be important. Building workplace trust 
relationships, through supervisory support, appreci-
ation and recognition, communication, and feedback 

8 For a brief description of Herzberg’s approach and its application to a LMIC context, see Dieleman et al. (2003).

are important for promoting and sustaining intrin-
sic motivation—that is, working because the work is 
inherently enjoyable, rather than just for a tangible 
reward (Okello & Gilson, 2015).

Supervising
Like the other management functions, supervision is a 
process, rather than an end in itself. Supervision sup-
ports staff through a process of continuous professional 
improvement, includes all levels of the organization, 
and uses information from the staff, service users, and 
the community. It is defined as “[a] range of measures 
to ensure that personnel carry out their activities effec-
tively through direct, personal supervisory contact on 
a regular basis to guide, support, and assist designated 
staff to become more competent in their work” (Man-
agement Sciences for Health [MSH], 2003, p. 3).

Among the roles of the supervisor are the fol-
lowing (Bosch-Capblanch, Liaqat, & Garner, 2011; 
 Collins, 1994):

 ■ Defining tasks to be carried out and planning 
their implementation

 ■ Providing professional and technical advice
 ■ Problem solving and decision making
 ■ Ensuring performance standards (technical, ethi-

cal, and legal) and providing feedback
 ■ Personal counseling and employee motivation
 ■ Providing referral, broker, and advocate services
 ■ Ensuring appropriate support for the job
 ■ Providing training and development support

A distinction may be made between line man-
agement authority and supervisory authority (see 
Figure 15-2). In particular, the two types of authority 
may be separated to allow the line manager to widen 
his or her span of control (Rowbottom & Billis, 1987). 
Depending on the relation between supervisor and 
line manager, the supervisor can also be involved in 
disciplinary actions and career development.

Despite its importance, the value of good super-
vision is often overlooked. Pressures on time and the 
demoralizing lack of incentives and overall support to 
managers and health workers may shunt supervision 
aside, such that it is perceived as a peripheral activ-
ity. Yet the importance of effective supervision is well 
recognized. For example, Trap and associates (2001) 
evaluated the effect of supervision on pharmaceutical 
management in Zimbabwe and concluded that it had a 
positive impact, emphasizing the importance of train-
ing in supervision.
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Managers have a variety of options at their disposal 
with which to improve the supervisory process. Both 
individual and group supervisory techniques may be 
considered, and a combination of formal and informal 
methods may be implemented (Collins, 1994).

The style of supervision is also important. The 
concept of supportive supervision was emphasized 
by Management Sciences for Health as one of the 
most effective ways of supporting improvements in 
staff performance (MSH, 2003). A distinction can be 
made between supervision that focuses on the super-
visee’s performance and supervision that focuses on 
the more personal relationship factors. The style of 
supervision employed may be contingent on a variety 
of contextual factors, some of which are discussed in 
this chapter.

Finally, the supervisory process may be formal-
ized. A three-stage plan for such a process can consist 
of preparation, supervision, and follow-up.

Teamwork
Teams are widely recognized as a positive influence 
in the health sector and can improve decision mak-
ing, problem solving, and innovation; motivate team 
members; improve communication, collaboration, 
and support; and allow for training. Teams are used in 
a variety of health-sector settings and for a variety of 
reasons (EXHIBIT 15-4).

Although Exhibit 15-4 suggests some reasons for 
developing health teams, such groups do have the 
potential to be associated with problems. Account-
ability within the team may be dispersed and lost, and 
team meetings can put pressure on time.

Ultimately, the effectiveness of teams will depend 
on factors such as definition of the objectives and tasks 
of the team, team members’ willingness to modify their 
working styles to fit the team, good motivation among 
team members and leadership, effective team meeting 
skills, getting team size and members’ characteristics 
right, understanding the changing nature of teams, 
good team action planning, and achieving a balance 
between team cohesion and diversity (Noakes, 1992). 
An increasing body of knowledge is available on how to 
build better teams. In addition, interventions that focus 
on team design, training and development, and team 
leadership can be applied to improve team effectiveness 
(Katzenbach & Smith, 2005; Kozlowski & Ilgen, 2006).

Managing Staff Development
Staff development is an important aspect of 
 individual-level capacity development and a factor 
that affects the motivation and performance of staff 
members. It can be done through various combina-
tions of training, delegation of tasks, and supportive 
supervision. Although training is often associated 
with off-work courses, there is scope for incorporat-
ing staff development into the management process. 
We have already noted the importance of induction 
for new recruits. TABLE 15-8 looks beyond this step, 
suggesting informal processes that allow training to 
become an integral part of the management process. 
Many of these mechanisms avoid taking workers out 
of their environment and disrupting service delivery. 
Moreover, learning in the workplace can be more rel-
evant and realistic.

Unfortunately, interest in these training mecha-
nisms may arise for the wrong reasons, such as cost 
cutting or the ineffectiveness of poorly managed train-
ing courses. Learning environments are not easily cre-
ated at work, especially where employees face strong 
pressures to ensure service delivery. Furthermore, 
when carried out properly, on-the-job training is not 
an inexpensive option.

It is not enough to think about the development 
of individual management competencies in isolation 
from the broader complex contextualized settings 
within which managers work. Indeed, managers will 
be able to put acquired individual knowledge and skills 
into practice only given the right conditions. WHO 
(2007a) considers three other dimensions to be critical 
to leadership and management capacity development: 

EXHIBIT 15-4 The Importance of Teams for Health 
and Health Care

Teams can operate at senior management levels within 
a district health system (DHS). Sometimes referred to 
as a district health management team (DHMT), such a 
team is made up of staff with a range of competencies 
and capabilities who manage under conditions of 
complexity. Teams can also be used to work throughout 
the DHS. In South Africa, district clinical specialist teams 
(nurse–physician dyads working in three key disciplines) 
were introduced to support clinical governance through 
clinical supervision and mentorship at the facility 
level as well as to support the DHMT by supporting 
organizational collaboration and communication. Teams 
can also be developed to deliver preventive health 
services at the interface between the community and the 
health services platform, such as ward-based outreach 
teams as well as more specifically in primary care to 
promote holistic patient care, known as interprofessional 
teamworking.

Data from Doherty & Gilson, 2015; Kwamie, Agyepong, Dijk, 2015; Mampe, Schneider, & 
Reagon, 2016; Oborien et al., 2015; Voce et al., 2014; Xyrchis & Lowton, 2008.
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TABLE 15-8 Forms of Training Within Management

Form of Training Commentary

Self-development A learning agreement may be used in which the conditions are provided for staff to take 
the initiative in planning their own training. This experience can be isolating, however, and 
those workers who are less able and more in need of training may be less successful in 
self-development. Also, there is no guarantee that the staff view of self-development will 
coincide with the interests of the service.

Shadowing In shadowing, a worker learns from another employee through observation. Potential 
drawbacks are that the “shadower” may be exploited as a “free helper,” observations may 
not be systematically recorded, and the “shadowed” individual may be unconvinced of the 
usefulness of the procedure. Care needs to be taken that the experience is relevant.

Mentoring Mentoring may involve an experienced colleague (not the worker’s manager or supervisor) 
taking on roles such as providing advice, setting specific learning tasks, and suggesting 
new work options. Recognizing the problems that can occur within the context of this 
relationship, mentoring should be voluntary and parties’ roles should be clear.

Supervision Although there is a danger of overloading this important relationship, there are 
opportunities for supervisor and supervisee to agree upon and implement plans for skills 
development and problem solving.

Delegation Delegation may provide an opportunity for developing staff, although the worker receiving 
the delegated task should have sufficient capacity to perform it. Good supervision is 
necessary to take full advantage of the possibilities inherent in delegation.

Secondment Staff can gain from the experience of temporarily working in another unit or organization. 
Care needs to be taken to ensure that the secondment experience is relevant to the 
responsibilities of the original job and that opportunities are given for learning.

Job rotation Staff may undergo planned movements throughout the organization to develop new 
knowledge and experience.

Action learning Learning through participation in completing tasks in a challenging environment may 
be useful. Such learning must be carefully planned and should not disrupt service 
delivery. This strategy is particularly useful to ensure a deep and engaging approach to 
learning.

Group-based work Such work can involve a range of activities, such as study circles, support groups, 
professional and occupational groups for developing quality standards, and specific group 
meetings.

Reflective practice and 
journaling 

This form of staff development involves thinking and writing about what has happened 
during the day. The purpose is for managers to pause and reflect on how they have coped 
during the day, how they have behaved, and what they have learned from the day—a 
practice that promotes reflection and learning. 

e-Learning There are multiple ways in which managers can learn online, ranging from access to 
readings in shared online folders, to modular or full coursework online, to highly interactive 
web sessions with multiple participants. 

Data from Kerrigan, J. E., & Luke, J. S. (1987). Management training strategies for developing countries. Boulder, CO: Lynne Rienner Publishers; Storey, J. (1994). Management development. 
In K. Sisson (Ed.), Personnel management: A comprehensive guide to theory and practice in Britain (pp. 365–396). Oxford, UK: Blackwell Business.
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an adequate number and deployment of managers 
throughout the health system, the existence of func-
tional critical support systems to help in decision mak-
ing (e.g., information and financial services), and the 
creation of an enabling working environment (e.g., 
delegation, stakeholder management, cultural, and 
economic context). Collins and Green (2014) argue 
that the values of the health system can be found in 
these broader dimensions for capacity development. 
For example, a health system with equity as its value 
base will regulate the migration of health workers from 
LMICs, will promote an organizational culture that 
incorporates a public-sector ethos, and will ensure that 
managers are treated in a fair and empowering fashion 
to support self and team development.

Personnel Administration
Most staff management functions outlined previously 
may be performed by either line managers (and super-
visors), personnel specialists, or administrators. Per-
sonnel specialists can take on strategic, advisory, and 
operational roles (Cole, 1988). The administrator cat-
egory encompasses the mostly routine administrative 
and procedural activities associated with functions 
such as recruitment, selection, pay administration, 
staff contracts, staff grading, promotion, transfer, staff 
communication, health, safety, and welfare in addition 
to maintaining a human resources information system 
(Strike, 1995).

Supplies Management9

The management of supplies includes those resources 
related to health technologies, such as medicines and 
diagnostics, and nonmedical items (such as food, fuel, 
and cleaning materials). This section focuses mainly 
on medicines, although many of the principles apply 
to other supplies.

As much as one-third of a country’s budget for 
health care can be spent on medicines. Thus, as one 
would expect, this is an area of political interest (see 
the Pharmaceuticals chapter). It is also a complex 
area requiring, among other things, the choice of new 
health technologies at global, national, and local levels 
(Frost & Reich, 2008), and a process of procurement 
(including international and national tendering) char-
acterized by complicated technical specifications and 
strict quality assurance throughout the process. 

Effective management of pharmaceuticals requires 
international-, national-, and local-level management 

9 Acknowledgment is given to Mayeh Omar and Reinhard Huss for their inputs in this section.

processes. At the international level, standards of qual-
ity, safety, and efficacy need to be set and monitored. 
An example of such a system is the WHO prequali-
fication project, which since 2001 has monitored the 
compliance of selected HIV/AIDS, tuberculosis, and 
malaria medicines with unified standards of quality, 
safety, and efficacy (WHO, 2010c). Another import-
ant global public health task is the control of coun-
terfeit medicines in international trade (International 
Medical Products Anti-Counterfeiting Taskforce 
[IMPACT], 2010). At the national level, in addition to 
robust systems for ensuring quality, safety, and efficacy 
of medicines, the appropriate mechanisms for licens-
ing of medicines and regulating costs are important. 
Local challenges concern the storage and distribu-
tion of medicines in often inhospitable climatic and 
 inaccessible geographic conditions with limited 
resources.

Problems with the availability of medicines in 
many services can be a major source of community 
complaints and irritation for health staff. In part, 
this issue arises because of the scarcity of material 
resources and the economic context. Other challenges 
relate to the existence of an underpaid and insuffi-
cient workforce with inadequate training, which may 
lead to poor management and corrupt practices. Poor 
management, for example, may include inadequate 
determination of need and demand, inappropriate 
selection, long delays in procurement, weak distribu-
tion systems, inadequate systems for medicine stor-
age, and unsuitable use.

Supplies management is sensitive to changes in 
health systems and health policies. Reorganization 
of this system, for example, may result in separation 
of the regulator, purchaser, and provider functions. 
Decentralization requires new definitions of responsi-
bilities in supplies management. Potential economies 
of scale in central purchasing must be reconciled with 
the forms of local supplies management and account-
ability and their associated responses to local needs 
and flexibility. National medicine policies should 
include key issues such as the pricing and taxing of 
essential medicines, the development of legislation 
and regulatory capacity, the training of health workers 
and education of the public, and implementation of 
international policy initiatives such as those developed 
by the Global Fund to Fight AIDS, Tuberculosis and 
Malaria (Anderson, Huss, Summers, &  Wiedenmayer, 
2004).

The supplies management system for pharma-
ceuticals can be seen as comprising four basic stages: 
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selection, procurement, distribution, and use (MSH 
&  WHO, 1997). These four stages, which are linked 
and cyclical, need to be made operational to ensure 
that the right quantity and quality of medicines are 
located and used at the right time and right place. 
EXHIBIT 15-5 outlines each of the stages and identifies 
some of the key issues and techniques involved in 
this process. A more detailed description of manage-
ment of medicines is provided in the Pharmaceuticals 
chapter.

An important feature of supplies management 
is the coordination of the various resources such as 
health technologies, information, money, staff, trans-
port, and nonmedical items. Several functional sub-
systems are required for good supplies management, 
such as health management information, regulation, 
financial/budget management, and transport man-
agement. For example, the supplies process must be 

linked to budget profiling. Also, efficient supplies 
management relies on a good management infor-
mation system to monitor items such as stocks and 
treatment supplies. Furthermore, an effective supplies 
system is contingent on appropriate staff training and 
supervision, as was shown in a study conducted in 
Zimbabwe (Trap et al., 2001).

 ▸ Transport Management
The importance of managing for an effective transport 
system should not be underestimated. Transport is 
central to ensuring access of patients to health services 
and the effective working of the referral system through 
both the emergency ambulance service and the trans-
port of nonemergency patients. Health policies based 
on improved access and the principle of equity should 

EXHIBIT 15-5 Stages of the Supplies Management System

Selection
Selection should consider the needs of the health units and programs, in addition to understanding the health situation 
of the particular communities concerned, their unmet needs, and the way in which these factors affect medicine 
requirements. Among the key considerations are the medicine requirements of the different levels of health care, priorities 
set, targeting of specific groups (e.g., children younger than 5 years), the use of an essential medicines list and generic 
medicines, and the design and implementation of quality assurance specifications.

The quantities required need to be estimated. Such estimates can be constructed via methods that use (1) population-
based data on morbidity and mortality complemented by norms, (2) service-based data on diagnoses (and frequency) 
complemented by standard treatment norms, or (3) historical consumption data. Each of these methods has both pros 
and cons. For example, the second method fails to take into account unmet demand; the third method may be the easiest 
to use, but fails to account for changes that have occurred since the data were collected or are now occurring. Adequate 
supplies have to be maintained over time, so attention needs to be paid to issues such as consumption patterns over 
time, lead time for procurement, safety stocks, and reconciliation of medicine needs with available resources.

Procurement
Medicines are obtained through a procurement process, which involves actions such as following purchase procedures 
(e.g., tendering, negotiating), selecting the supplier (based on criteria such as price and quality through inspections), 
clarifying the terms of supply and supply periods (fixed or variable intervals), monitoring order status, and receiving and 
checking the medicines.

Distribution
Distribution can be based on either a “push” (kits) system or a “pull” (inventory) system. In the former type of system, 
quantities of medicines are sent at regular intervals, based on estimates of anticipated usage. The latter type of system 
requires the health unit to order medicines according to need. Use of this approach assumes, for example, the existence 
of an adequate stock control system and good communications for ordering and delivering. Among the issues to be 
considered are the simplicity, regularity, and reliability of the push system, in addition to how it compares with the greater 
sophistication and adaptability of a pull system.

Use
The use stage involves “diagnosis,” “prescribing,” “dispensing,” and “patient compliance.” A variety of indicators can be 
developed to monitor and evaluate medicine use.

Republished with permission of Collins, C., & Green, A. (2014). Valuing health systems: A framework for low and middle income countries. New Delhi, India/Los Angeles, CA: Sage. 
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take full note of the role of transport systems in reduc-
ing the direct costs of accessing health care, as those 
costs can impose economic consequences on house-
holds (McIntyre, Thiede, Dahlgreen, & Whitehead, 
2006; Thiede, Akweongo, & McIntyre, 2007).

The management and operation of primary 
healthcare units and the implementation of commu-
nity health programs require transport. Community 
work that involves nonresident health workers also 
relies heavily on good transport. Likewise, mobility 
and transport are vital for effective management such 
as supervision and operation of a supplies system. 
Finally, transport consumes a significant portion of 
the health services budget.

Although there are undoubtedly good transport 
practices that can be applied, problems in transport 
management are also commonplace, including lack 
of management skills and systems. For example, there 
may be an insufficient number of drivers, inappro-
priate or poorly maintained vehicles, no supervision, 
no vehicle scheduling or usage information, or poor 
maintenance. A tendency to treat transport as a free 
good may be one cause of a lack of cost-consciousness. 
Donor involvement may lead to a multiplicity of vehi-
cle makes, making it difficult to maintain an effective 
store of spare parts and capacity to perform repairs. 
Corruption and the appropriation of transport for 
private use may also diminish the effectiveness of the 
transport function. EXHIBIT 15-6 outlines measures to 
improve transport management and planning.

Attempts to develop a comprehensive policy for 
transport management have been made in countries 
such as South Africa (Department of Health and 
Developmental Social Welfare, 1999). Transaid, a 
transport international NGO working in the health 
sector in LMICs, has developed a transport manage-
ment system geared toward service delivery orga-
nizations that includes detailed tools for transport 
management. Two key elements within its system are 
operational vehicle planning and using information 
(Transaid, 2008, 2017),

Ideally, the operational planning of transport 
will be coordinated by a dedicated transport officer, 
though in many cases this function can be centralized 
to ensure efficiency of operations. The discussion here 
assumes that transport in the organization is pooled 
and that appropriate decisions are made on how to use 
it best. Users of transport, such as health programs and 
units, first identify their transport needs. Subsequent 
decisions are then made based on, for example, service 
delivery and urgency. Vehicles are programmed, with 
every effort being made to meet needs and priorities, 
effectively monitor the process, and ensure the trans-
parency of the process.

The use of information for improving performance 
is a theme throughout resource management and is 
particularly evident in transport. Managers responsi-
ble for transport need to pay attention to developing—
among other documentation—log sheets, vehicle 
maintenance records, fuel consumption reports, bud-
get management instruments, and reports on acci-
dents and incidents. Key indicators of performance 
need to be developed relating to the distance trav-
eled (per vehicle), utilization of fuel, vehicle running 
costs, vehicle availability, and utilization, together 
with information on the safety of each vehicle and the 
extent to which the vehicle meets service needs.

Information for Management and 
Management of Information
One resource that the manager is both responsible 
for and relies heavily on is information. This section 
looks at issues related to the management of infor-
mation, including the development of an organiza-
tional culture of evidence-informed management. 
Information systems provide “information support to 
the  decision-making process at each level of an orga-
nization” (WHO, 2004, p. 3). A health management 
information system (HMIS) is “an information system 
specially designed to assist in the management and 
planning of health programmes, as opposed to deliv-
ery of care” (WHO, 2004, p. 3). 

EXHIBIT 15-6 Measures to Improve Transport 
Management

 ■ Include consideration of transport in the health 
policy, planning, and programming process.

 ■ Determine the organizational arrangements and 
responsibilities for transport management and 
planning.

 ■ Ensure financial management arrangements for 
transport.

 ■ Develop vehicle programming.
 ■ Develop fleet management, including vehicle 

maintenance and repair and operational norms for 
transport use.

 ■ Manage and develop human resources for 
transport.

 ■ Use information for improving transport 
performance.

 ■ Clarify the contributions made by donors to 
transport management and planning.

Data from Collins, C. D., Myers, G., & Nicholson, N. (1992). A successful transport 
scenario for the health sector in developing countries. World Hospitals, 28(3), 9–14; 
Transaid. (2001). Transport management manual. London: Transaid Worldwide.
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Types of Information
Managers are constantly bombarded with, and attempt-
ing to make sense of, information. Most tend to con-
sider information for use in management as that which 
is explicit, and often the information gold standard 
is seen as quantified data. In practice, however, most 
managers continuously use a considerable amount of 
information without being aware of it—often informa-
tion derived from their own experience and frequently 
of a qualitative nature (Scott, Dinginto, & Xapile, 2015). 
It is important to recognize and value this type of input, 
while at the same time being aware that such informa-
tion may be difficult to validate, in part because of its 
implicit nature. Managers need to identify points at 
which decisions are sensitive to critical information 
and, where necessary, triangulate the information. 
Data collection and analysis also carry substantial 
costs; thus, a good manager is able to request and use 
only the minimal amount of information at the mini-
mal level of accuracy required for that decision.

Information may be of many types and describe 
a wide range of issues of importance to a manager. 
Indeed, several types of information systems were 
described in the preceding sections, including those 
dealing with budgetary information, information on 
transport usage, and personnel information. Within 
these health information systems, three domains of 
information can be distinguished: information on 
determinants of health (e.g., socioeconomic factors), 
information on a population’s health status (e.g., 
mortality, morbidity, well-being), and information 
related to the functioning of a health system (inputs, 
processes, and outputs—for example, health services) 
(Health Metrics Network [HMN], 2008).

Sources of Information
The sources of health-related information can be clas-
sified into six broad categories (HMN, 2008; Stanfield, 
Walsh, Prata, & Evans, 2006):

 ■ National census
 ■ Population surveys
 ■ Public health surveillance
 ■ Vital events monitoring (civil registration)
 ■ Health service records (statistics)
 ■ Resource tracking subsystem

The following four categories are particularly 
important from the management perspective:

 ■ Routine ongoing data collection (such as immuni-
zation records or resource tracking)

 ■ Specific periodic or one-off surveys (such as com-
munity health surveys)

 ■ Documented experiences and tacit knowledge of 
managers

 ■ Comparative information from other health 
systems

Each source has both strengths and weaknesses in 
terms of accuracy, costs, and relevance to decision pro-
cesses. A weakness of some management information 
systems (MISs) is that too much emphasis is placed 
on routine data collection systems when less frequent 
data collection would suffice. There is a temptation to 
institutionalize all data requirements, which can lead 
to an unwieldy formal MIS and perhaps a devaluing of 
the overall system.

Users and Providers of Information
Information systems include a number of compo-
nents, with the information process being the central 
element. It comprises the following stages (HMN, 
2008; Lippeveld, Sauerborn, & Bodart, 2000):

1. Identification of information needs
2. Collection of relevant data
3. Analysis of data to provide information
4. Use of information
5. Timely feedback to providers of information

Other important elements of information systems 
include the organizational and systems procedures 
and rules (e.g., the frequency of reporting) and the 
availability of resources (e.g., human resources, soft-
ware and hardware, consumables).

Weaknesses can occur in an MIS at any stage of 
the information process. In some cases, data collected 
may not be relevant. For example, a manager seeking 
to understand why there is low utilization of health 
care is unlikely to get answers from service-based 
information, which cannot provide data on access 
barriers that prospective users may be facing in com-
munities and which may underestimate the preva-
lence of unreported conditions. One frequent failing 
in information systems is a lack of feedback to data 
providers, which can lead to a downward information 
spiral in which the accuracy of data collected declines 
due to poor motivation and, as a result, the data are 
used even less.

Sometimes, inappropriate amounts and types of 
information may be found at different levels in the 
management system. FIGURE 15-14 illustrates a com-
mon failing in which a similar amount of data flows 
up all levels of the system; ideally, the higher manage-
ment levels should operate on increasingly selective 
amounts of key data.

Analysis of data and its transformation into 
information also raise issues in terms of the level at 
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which these tasks are best done and by whom. A gen-
eral rule of thumb is the closer the person doing the 
analysis/transformation to the collection of the data, 
the better.

Typically, HMIS represents the mainstream infor-
mation system, covering all services. However, indi-
vidual programs and projects (e.g., maternal–child 
health or mental health) may establish their own 
information systems, which may contribute to frag-
mentation of the health information system.

Information Technology
The rapid development of information technol-
ogy provides both opportunities and challenges for 
health systems. Information technology can signifi-
cantly increase efficiency of data collection, process-
ing, analysis, and presentation—all of which may 
potentially contribute to improved quality and utili-
zation of information in management and planning 
decisions. Information technology has developed 
rapidly, and organizations must be ready to adapt to 
these changes. For example, more than a decade ago 
Ash et al. (2004) reported that in the United States, 
the Netherlands, and Australia, the implementa-
tion of patient care information systems (PCIS) had 
the potential to foster errors related to the entry and 
retrieval of information, and to hinder the communi-
cation and coordination process that the PCIS aims to 
support. Nowadays, an increasing number of studies 
report the opposite effects. The positive effects that 
followed the introduction of the “SMS for life” plan in 
Tanzania offer a case in point. Through weekly mobile 
text messages and electronic mapping technology, this 
program helped improve accuracy of stock counts and 
timely replenishments of antimalarial medicines. The 
plan, which was implemented through a collaborative 
partnership of public and private institutions, con-
tributed to greater visibility of antimalarial stock lev-
els and supported more efficient stock management 
(Barrington, Wereko-Brobby, Ward, Mwafongo,  & 
Kungulwe, 2010).

Furthermore, mobile technology provides oppor-
tunities to improve the range and quality of health ser-
vices due to its increasing accessibility at the grassroots 
level. For example, a recent systematic review identi-
fied that, in addition to collecting health data, com-
munity health workers have increasingly used mobile 
technology to receive alerts and reminders, facilitate 
health education, and conduct person-to-person com-
munication across various programs, including those 
dealing with maternal and child health, HIV/AIDS, 
and sexual and reproductive health (Braun, Catalani, 
Wimbush, & Israelski, 2013). This is consistent with 
a more general point, reported in an earlier system-
atic review, that health information technology can 
facilitate improvements in quality (through increased 
adherence to guidelines, decreased medication errors, 
and enhanced disease surveillance) and efficiency ben-
efits (decreased utilization of care) (Chaudhry et al., 
2006). The Innovation, Technology, and Design chapter 
provides more information on health and technology.

 ▸ Key Themes in Management 
and Planning

The previous sections reviewed two key management 
and planning activities: organizing and resources 
management. Permeating these activities are various 
cross-cutting issues that are brought together and 
directly addressed in this section. How these cross- 
cutting issues are approached will have an impact on 
the way management functions are carried out within 
the health system. This section focuses on the fol-
lowing issues, which in many respects apply to both 
health management and health planning:

 ■ Styles of leadership
 ■ Accountability
 ■ Evidence-informed approach
 ■ Systems approach
 ■ Linking and working together
 ■ Sustainability
 ■ Contradictions, tensions, and change

Styles of Leadership
Many of the issues related to leadership have been 
mentioned earlier in connection with supervision. 
Leadership is understood as a process of “providing 
direction to, and gaining commitment from, part-
ners and staff, facilitating change and achieving better 
health services through efficient, creative and respon-
sible deployment of people and other resources” 
(WHO, 2007b, p. 1). Effective leadership is concerned 

Actual Desirable

National

Provincial

District

Community

FIGURE 15-14 Data flow.
Reproduced with permission from Wilson, R. G., Echols, B. F., Bryant, J. H., & Abrantes, A. (Eds.). Management information systems 
and microcomputers in primary health care. Geneva, Switzerland: Aga Khan Foundation. 
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with setting and maintaining an appropriate organiza-
tional culture and values that all (or at least a majority) 
of the organization’s members will accept and sub-
scribe to and that will help the organization achieve 
its organizational vision and mission. More than 
400 definitions of leadership exist in the literature 
( Aarons, 2006; Edmonstone & Western, 2002; King 
& Cunningham, 1995; WHO, 2007b), and numerous 
frameworks have been developed for understanding 
leadership styles and approaches. Examples include 
a four-way typology of leadership styles denoting the 
distinction between high and low degrees of political 
and business orientations (Goodwin, 2000) as well as 
the various underlying theories of leadership (King 
& Cunningham, 1995). One framework of particular 
relevance to management is based on the distinction 
between the two broad leadership styles: transforma-
tional leadership, which inspires and motivates fol-
lowers, and transactional leadership, which tends to 
rely on reinforcement and exchanges (Aarons, 2006; 
 Stordeur, Vandenberghe, & D’hoore, 2000).

EXHIBIT 15-7 presents a number of functions of 
a leader. How managers practice effective leader-
ship while carrying out these functions will depend 
on various factors. Personal qualities are certainly 
 important—for example, one would expect a good 
leader to show personal understanding, confidence, 
and principled conduct. Nevertheless, these personal 
qualities are difficult to define precisely and measure. 
The style of leadership is also important. These styles 
can be viewed as varying, for example, from authoritar-
ian to democratic, and from technically based to more 
personal-based leadership. However, leadership style 

needs to be adapted to the circumstances in which it is 
practiced, including the nature of the task. For exam-
ple, problems with open-ended solutions may require 
a more flexible leadership style than more closed or 
finite problems; problems requiring an immediate 
solution may lead to a tighter style of leadership.

The category of staff over which leadership is exer-
cised is also important. As noted earlier in this chapter, 
Hersey, Blanchard, and LaMonica (1978) highlighted 
task and relationship behavior as key variables of lead-
ership activities. They highlighted that the maturity of 
staff is influenced by different combinations of four 
variables: capacity to set ambitious but realistic goals, 
willingness to take responsibility, and staff education 
and experience as both individuals or as a group. Man-
agers adapt their style of supervision according to the 
level of maturity of their staff. For example, staff with a 
low level of maturity need the manager to demonstrate 
a high level of task leadership. As the maturity of the 
staff increases, the level of task leadership can decrease 
and the level of relationship behavior can increase.

The various styles of leadership in management 
are outlined in the following subsections. Note that 
these styles are not mutually exclusive, but rather can 
coexist within a single organization.

Proactive
A proactive approach reflects a key difference between 
management and administration and lies at the heart 
of the pursuit of objectives. When this style is applied, 
management performance should not be measured 
based on adherence to rules and regulations, as in 
administration, but rather on the extent of move-
ment toward objectives. Such movement requires a 
proactive approach and reflects the ability to predict 
constraints and new opportunities, influence the envi-
ronment, develop coalitions of support, foresee future 
problems and take early preventive action, and moni-
tor performance so as to take corrective action.

There is a potential danger that managers’ perfor-
mance may be (perceived to be) judged on the mere 
appearance of proactivity. This circumstance can lead 
to shows of being proactive, such as displays of haste, 
workaholic behavior, and constant change. In some 
contexts, the necessity to demonstrate a proactive 
approach may lead to “change for change’s sake,” with 
little consideration of the underlying rationale. This is 
not good management.

Risk Taking
Risk taking reflects another important difference 
between administration and management. It expresses 
the inventiveness of managers, meaning their use of an 

EXHIBIT 15-7 Functions of a Leader

 ■ Scanning for changes and new developments
 ■ Structuring and focusing the situation: determining 

what is a key priority, making it clear where the 
group is going and which action has to be taken

 ■ Controlling group behavior: creating and enforcing 
appropriate rules for guiding the behavior of group 
members

 ■ Speaking for the group: sensing and articulating 
(both internally and externally) the objectives and 
feelings of the group

 ■ Uniting the group to achieve its goals and 
potential: mobilizing and coordinating group 
resources and decision making toward a common 
goal

 ■ Inspiring: being a role model who serves and 
encourages 

Coleman (1969), as quoted in Smith et al., 1982.
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approach that does not accept existing ways of doing 
things are the only way. New methods and approaches 
involve an element of risk, however, so they represent 
a source of danger for managers. There are necessary 
limits to the extent to which managers should take 
risks; this point is particularly evident in the field of 
health. The notion of reasonable and acceptable risk 
needs to be understood.

How staff performance is managed also reflects 
the organization’s attitude toward risk taking. For 
example, if staff are routinely criticized for failure 
and not praised or rewarded for success, then few 
staff will be willing to take reasonable and acceptable 
risks. Effective and supportive communication and 
supervision, together with the existence of clear and 
 agreed-upon ethical and technical work standards, 
can create a more conducive environment of accept-
able risk taking.

Problem Solving
One function of management is to seek solutions to 
problems arising from unforeseen changes in circum-
stances either within the organization or externally. 
An attribute of good management is the ability to deal 
creatively with new issues. One danger of paying too 

much attention to “problems,” however, is neglect of 
future emerging issues at the expense of current fire-
fighting. Problem-solving management needs to be 
balanced with a more long-term set of considerations.

Accountability
Accountability is defined as “the obligation of individ-
uals or agencies to provide information about, and/or 
justification for, their actions to other actors, along 
with the imposition of sanctions for failure to comply 
and/or to engage in appropriate action” ( Brinkerhoff, 
2004, p. 372). It can be interpreted as a health sys-
tem value as well as a principle of good governance 
( Collins & Green, 2014; Siddiqi et al., 2009; Travis, 
Egger, Davies, & Mechbal, 2002), and its importance 
permeates the health system. Accountability is essen-
tial to performance management, underlines the seri-
ousness of health and health care and the concern for 
people’s lives, and is crucial to exercising checks and 
balances on the use of resources. Networks of different 
(but overlapping) and changing forms of accountabil-
ity run through the management of the health system, 
as summarized in TABLE 15-9.

Managers need to recognize and respond to 
each form of accountability. In some cases, they are 

TABLE 15-9 Different and Changing Forms of Accountability

Form of 
Accountability Commentary

Managerial Managerial authority sees subordinates as accountable to the hierarchically superior manager. This 
perspective is typically expressed in the main line managerial relations in the organizational chart.

Professional Professions are hierarchically structured, so that junior staff are technically accountable to those 
higher up on the professional ladder. Members of the profession may also be accountable to a 
professional body for their actions and behavior.

Political Political representatives can hold staff accountable for their actions and behavior—for example, 
under devolution, where health staff are accountable to an elected local council.

Community Health staff may be formally accountable to the community through mechanisms that monitor 
areas such as availability of medicines, personal relations with health staff, and punctuality of staff. 
Community accountability mechanisms in LMICs include health center and clinic committees, 
village health committees, patients’ rights charters, and citizen report cards (McCoy, Hall, & Ridge, 
2012; Molyneux, Atela, Angwenyi, & Goodman, 2012). 

User User accountability differs from the community form in that health staff are accountable to users of 
a particular service.

Market Users are viewed as consumers of a particular service, for which they pay. Health staff are 
accountable to the consumers of the service through the market. Consumers who are dissatisfied 
with the service may go elsewhere.
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reporting to authorities; in others, they are themselves 
the authority. Each form of accountability imposes 
rights and obligations on the management process. At 
the same time, individuals involved in management 
take part in the design of accountability relations and 
need to balance the various aspects of the network of 
complex, changing, and overlapping relations. In so 
doing, they are influenced by the values of the health 
system and by demands for new forms of accountabil-
ity. The PHC approach, for example, puts the onus on 
community-based accountability, whereas the contem-
porary reform of health systems toward devolution 
emphasizes politically devolved forms of accountability. 

Managers need to strike a balance between bureau-
cratic accountability (at different levels of the health 
system) and external accountability (to the commu-
nity) to promote responsiveness to patients (Cleary, 
Molyneux, & Gilson, 2013). EXHIBIT 15-8 identifies the 
key determinants of accountability of health services 
providers to the public. Note that this exhibit uses the 
term “user” rather than “consumer” to reflect that these 
determinants of accountability can be considered in 
both the public service and the private  market context.

Evidence-Informed Approach
As stressed earlier in this chapter, management differs 
from administration in that it requires individual ini-
tiative rather than reliance on rules and regulations. 

The success of a manager in exercising such initiative is 
based on a combination of factors, including his or her 
technical skills and judgment. Both of these also rely on 
the manager’s ability to draw on existing evidence (from 
HMIS, research, and other sources) when making man-
agerial decisions. Different models have been proposed 
for utilization of evidence in  decision-making pro-
cesses, including  knowledge-driven, problem- solving, 
interactive, political, tactical, and enlightenment mod-
els (Bowen & Zwi, 2005; Hanney, Gonzalez-Block, 
Buxton, & Kogan, 2003). Most health systems apply a 
combination of those models.

For the use of evidence to occur, various precon-
ditions need to be met. First, the organizational cul-
ture needs to seek, generate, and accept the use of 
evidence in its decision making. Earlier we mentioned 
the importance of the values that underpin manage-
ment and planning decisions; evidence-informed 
decision making itself can be seen as both a value and 
a process emanating from other values such as equity. 
A major criticism of many organizations relates to 
their failure to use evidence. This omission may result 
from either a genuine lack of evidence or a resistance 
to research-generated evidence that is not perceived 
as relevant—a phenomenon called the “know–do” gap 
(Campbell et al., 2009; Hanney et al., 2003; Mirzoev 
et al., 2017). In addition, some of this resistance may 
be generated by stakeholders with a vested interest in 
maintaining a particular position that evidence might 

EXHIBIT 15-8 Key Determinants of Accountability of Service Providers

While there are many types of accountability, accountability by providers to communities and users is gaining significant 
traction in international discourse. Managers are stewards of the health system and must ensure that health providers are 
accountable within the health system and are responsive to community needs. Drawing on Berlan and Shiffman (2012), 
factors that may shape health provider accountability to users can include the following:

Health System Factors
 ■ Appropriate oversight mechanisms are needed: The actors who supervise health providers may influence whose 

preferences and needs are prioritized.
 ■ The source of revenue within the healthcare financing system can influence whose needs are prioritized (the rich 

versus the poor; the funder versus the community).
 ■ The nature of competition between providers may lead to greater focus on user preferences to obtain patients, 

although this needs to be considered within a broader context of the public–private mix of providers in a country.

Social Factors
 ■ Users often lack information and power to influence provider behavior. For this reason, a focus on empowering users 

through information provision and access to a broader collective can assist them in holding providers accountable.
 ■ Professional and societal norms can influence the level of accountability that providers feel toward users. Such 

norms can include provider gender bias, class bias, and professional norms. 

Data from Berlan, D., & Shiffman, J. (2012). Holding health providers in developing countries accountable to consumers: A synthesis of relevant scholarship. Health Policy and Planning.  
27, 271–280.
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challenge. Managers have a responsibility to generate 
an organizational culture that respects evidence-based 
approaches.

Second, a degree of “user-friendliness” of evi-
dence is needed that is appropriate to the deci-
sions being made (Hanney et al., 2003; Mirzoev et 
al., 2017; Oxman, Lavis, Fretheim, & Lewin, 2009). 
Facility managers and even district health planners 
are unlikely to find the time to read lengthy reports 
of monitoring and evaluation data sets. Instead, such 
individuals are more likely to read, understand, and 
eventually use succinct summaries in their planning 
and management decisions—that is, brief synop-
ses that are written in nontechnical language and 
that clearly highlight key facts or issues that need 
addressing or consideration in the plans or manage-
ment decisions. Although they certainly offer ben-
efits in terms of their brevity, the level of accuracy 
may be compromised in such summaries. As noted 
earlier, there are clearly costs involved in seeking evi-
dence, and these costs are directly related to the level 
of validity and accuracy of generated evidence as well 
as “packaging of the evidence” in an easy-to-use for-
mat to inform planning and management decisions. 
In turn, a decision maker needs to request only the 
minimum set of evidence necessary for any particu-
lar decision without compromising the quality of the 
overall evidence.

In the end, we return to the theme of the manager 
and the planner as practitioners of a value-driven art 
rather than a purely technical science. An indefinable 
quality of a good manager, which in part results from 
experience, is the ability to sift through information, 
select the appropriate information, and act appropri-
ately on it. While management information systems, as 
a source of evidence, are an important source of inputs 
into the decision-making process for managers, Col-
lins and Green (2014) note that decisions and activi-
ties decided upon by managers are, in fact, premised 
on an intersection of evidence, values, and judgment. 
Managers must combine the evidence (scientific and 
nonscientific) with which they are presented with 
their personal and health system values that they 
seek to uphold and achieve in the future. Manage-
ment judgment is then applied to weigh tradeoffs and 
potential conflicts in decisions and activities. Policy, 
planning, and management decisions often require 
the agreement of many stakeholders, all with their 
own personal and collective value sets. Managers and 
planners should be aware that these stakeholders may 
or may not share their own values base, and should be 
aware of their own value sets, which shape their prac-
tices and management decisions.

Systems Approach
The advantages of the division of labor often prompt 
organizations and health staff to parse broader func-
tions into specialized tasks. Although understandable, 
this approach runs the danger of producing fragmen-
tation, narrow perspectives, and inflexible working 
patterns. In the management process, staff need to 
complement their own specialized responsibilities 
with a broader, more flexible approach—that is, with a 
systems approach.

Embrace of the systems approach means that staff, 
in addition to handling their own specialized tasks 
in management (such as human resources or logis-
tics management), need to acquire a broad range of 
knowledge, skills, and aptitudes. This wide scope is 
important for the management process because man-
agers need to combine and use different resources. It is 
also important in that it allows for more flexible work-
ing patterns, allowing staff to be more multifunctional 
and deal more effectively with short-term changes in 
the organization’s work.

In addition, adoption of the systems approach 
means that staff are clear in relating their own posi-
tions in the organization to the overall organizational 
objectives. Thus, the manager of the TB program is 
not just concerned with a reduction in TB morbidity 
and mortality, but also with how overall community 
morbidity and mortality can be reduced. In this case, 
staff appreciate how their own actions relate to the 
work performed by other parts of the organization. 
Perhaps extra resources for one department or pro-
gram are taking resources away from an area of greater 
priority. Or maybe having extra staff at a health center 
located in a high-income area may means staff are not 
assigned to health centers in poorer areas. Thus, the 
systems approach means appreciating the opportunity 
costs of managerial action. 

The concept of systems thinking was recognized 
by the WHO Alliance for Health Policy and Systems 
Research in its flagship publication that identified the 
10 steps in this process (De Savigny & Adam, 2009). 
The application of systems thinking in LMICs is deep-
ening our knowledge of managing and leading in 
complex health systems (Adam, 2014; Gilson, Elloker, 
Olckers, & Lehmann, 2014; Kwamie, van Dijk, & 
Agyepong, 2014; Prashanth et al., 2014).

Linking and Working Together
The call for more collaboration is a frequent recom-
mendation in management reports and guidance doc-
uments for health planners. Collaboration, however, 
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remains an elusive feature of management and plan-
ning, although attempts have been made to define its 
different manifestations, such as coordination and 
cooperation (e.g., Wang, Collins, Vergis, Gerein, & 
Macq, 2007). The forces behind individualism, exclu-
sive group interests, and group interorganizational and 
intraorganizational conflicts are difficult to overcome. 
Yet the health system, if it is to function effectively and 
efficiently, needs to push collaborative strategies to the 
forefront of managerial action. Health staff, in their 
various organizations, need to work together. This 
includes the development of integrated management 
of patient care, team approaches within an organiza-
tion, interdepartmental cooperation, public–private 
partnerships, and interorganizational and intersec-
toral linkages (Elloker, Olckers, Gilson, & Lehmann, 
2012–2013; Langlios, Montekio, Young, Song, & 
Alcalde-Rabanal, 2016).

Working together through an intersectoral 
approach has long been advocated. Health depends 
on a wide range of factors located outside the health-
care system, including those known as social determi-
nants of health (see the Understanding and Acting on 
Social Determinants of Health and Health Equity chap-
ter). The challenge for management and planning is 
to devise effective approaches, actions, mechanisms, 
structures, and attitudes that can lead to greater ability 
of healthcare personnel to work together and coordi-
nate their activities with their counterparts from other 
sectors such as education or housing. Ways of working 
across boundaries include the following:

 ■ Coordinating. Two or more units agree on joint 
objectives, dedicate resources, and develop a 
joint plan, organization, and program (Rogers & 
 Whetten, 1982).

 ■ Cooperating. Two or more organizations keep 
their own separate but compatible objectives and 
agree to help—or at the least avoid hindering—
each other (Rogers & Whetten, 1982). For exam-
ple, health and agricultural organizations might 
agree to support the cultivation of subsistence 
crops and to protect fish-bearing rivers to ensure 
adequate nutrition of rural communities.

 ■ Community supporting. Communities, which can 
view needs from a more integrated perspective 
than can the public sector, might support policies 
designed to strengthen community involvement 
in decision making and planning, so as to encour-
age more community demands and support for 
integrated action by the public sector.

 ■ Nesting. Resources or activities are located in 
other organizations that support an intersectoral 
approach (Wang et al., 2007). For example, the 

MOH might strategically support initiatives of 
an intersectoral character in local governments, 
community associations, and NGOs by locating 
or nesting support in strategic points in these 
organizations. In return for action of an intersec-
toral nature, these bodies would receive resources 
and technical support.

 ■ Advocating. The MOH often takes on the role of 
advocating for a health perspective to be used across 
the various sectors of the public sector—for exam-
ple, through control over tobacco consumption, the 
use of car seat belts and motorcycle helmets, and 
elimination of fire hazards. Ideally a Health in All 
Policies approach should be adopted to minimize 
unintended impacts of public policy (WHO, 2014).

 ■ Regulating. As discussed in more detail in the 
Design of Health Systems chapter, the MOH has 
authority to ensure compliance from other indi-
viduals and organizations. A particular challenge 
has arisen from the growth of the private sector in 
many LMICs (Lê et al., 2015; Sheikh et al., 2015). 
The MOH and other health-related organizations 
may be vested with legitimate regulatory author-
ity to demand certain behaviors leading to health 
improvement. This role requires the development 
of legal expertise within the MOH, the focus of 
regulatory action on health objectives, the cre-
ation of regulatory mechanisms to require certain 
behavior, and the development of a sustainable 
administrative structure to implement regula-
tions. In turn, political commitment is needed to 
back up regulatory legitimacy, while proactively 
initiating dialogue as well as taking intellectual 
leadership on the part of the MOH. Constraints 
on regulation might include a lack of state legiti-
macy, a shortage of financial and human resources 
to enforce the regulations, and regulatory capture 
by vested interests.

 ■ Shifting Authority Upward or Downward. Author-
ity for setting a cross-cutting strategic direction 
can be shifted upward in the hierarchy of govern-
ment, moving above the organizational and sec-
toral divisions. A powerful cross- governmental 
commission for social development involving 
related ministries, for example, could provide 
intersectoral decision making as well as national 
planning and resource allocation. Authority can 
also be shifted downward to multifunctional 
devolved units at the local level. As discussed in 
more detail in the Design of Health Systems chapter, 
devolution, as a form of decentralization, opens 
up the potential for an intersectoral approach that 
links healthcare systems and other departments 
such as education and social services, although 
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the divisions between departments within local 
government can still constitute strong constraints.

 ■ Intersectoral collaboration. This type of collab-
oration is defined as “the joint action taken by 
health and other government sectors, as well as 
representatives from private, voluntary, and non-
profit groups, to improve the health of popula-
tions” (Public Health Agency of Canada, 2016). 
In addition to requiring political commitment 
and support for the integrated system, success-
ful intersectoral collaboration can be facilitated 
by engaging with partners early and establishing 
shared values and purpose. This includes decid-
ing on concrete objectives and results as well as 
making clear the resource implications (person-
nel and money) for each party. It is also import-
ant to invest in the alliance-building process and 
to identify relevant champions who can support 
and drive the collaboration forward. Leadership, 
accountability, and rewards should be shared 
fairly among all parties (Public Health Agency of 
Canada, 2016).

Management Systems
Collaboration can be built into the management sys-
tems of organizations based on how they use resources. 
Agreements on consultation and use of information, 
for example, could be integrated into the system of 
district health planning and other sector planning. 
Information systems can also take on an intersectoral 
character (de Kadt, 1988).

Contracting
Contracts between organizations can be a useful 
means for developing collaboration. As shown in 
 FIGURE 15-15, this relationship involves a commission-
ing body or purchaser, the contract, and the provider. 
The existence of a contract assumes some form of sep-
aration between the purchaser or commissioner (who 
has the funds and is the primary agent for determin-
ing the needs to be met by the contract) and the pro-
vider. The contract itself can include issues relating to 
services, object, and payment, and can be executed in 
a competitive or noncompetitive environment.

The elements involved in the contracting process 
suggest that variations in these components can lead 
to numerous contractual forms (TABLE 15-10). The dif-
ferent types of contracting may be appropriate for dif-
ferent environments.

FIGURE 15-15 Elements in contracting.

TABLE 15-10 Variables in the Analysis of Contracting Primary Care Services

Variable Comment

Object of the contract Ranging from type of service to geographic coverage

Type of contracting Ranging from formal and legalistic to more flexible contracting

Type of commissioner Could include centralized or decentralized agencies with different degrees of 
organizational autonomy and financing (e.g., taxes, insurance systems, fee based)

Type of provider Public-sector organization, NGO, or private for-profit organization, each with its own 
variations

Type of exchange or 
payment 

Based on a definition of services and payment system, which could be, for example, 
performance based

Market or nonmarket 
based 

Contracts can be based on competitive tendering, with services provided in a market 
environment, or without competitive tendering, with service providers operating in a 
noncompetitive environment

Market- or non-market-based environment

Commissioner body

Services Object
Exchange/
payment

Provider
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One can distinguish between a time-based versus 
a lump-sum nature of the payments in contracts. As 
an alternative means of classifying contracts, Palmer 
(2000, p. 823) distinguishes between classical contracts 
(“discrete transactions between people who will never 
see each other again”), neoclassical contracts (“less 
discrete and therefore contain techniques for flexibility 
within the terms of the contract, such as third-party 
determination of performance”), and relational con-
tracts (the terms of the contract are not the key element; 
rather, the whole relationship between the parties over 
time is key, and importance is put on harmony and 
keeping the relationship). Palmer suggests that LMICs 
often rely on classical and neoclassical contracting, 
despite the possibility that relational contracting might 
well be more promising in that environment.

Sustainability
An important theme in management is that of the 
sustainability of services. Lafond (1995, p. 63) sees 
sustainability as “the capacity of the health sector 
to function effectively over time, with a minimum 
of external input.” The mention of “external input” 
is of particular relevance to poor countries that are 
heavily reliant on funds from international agen-
cies. Olsen’s (1998) definition emphasizes the longer 
term: “A health service is sustainable when operated 
by an organisational system with the long-term abil-
ity to mobilize and allocate sufficient and appropriate 
resources (manpower, technology, information, and 
finance) for activities that meet individual or public 
health needs/demands” (p. 289).

The relevance of sustainability to health man-
agement and planning rests on two key points. First, 
health care is rarely time limited. Disease control, for 
example, requires continued interventions over time. 
As one case in point, the continuity of action in TB 
control is important to limit the spread of disease. In 
particular, continued medicine supply and continued 
treatment are important to avoid the development of 
drug-resistant TB.

Second, the importance of sustainability draws on 
four problematic and interrelated features of the pub-
lic sector, particularly in LMICs:

 ■ The extremely limited resource base of poor 
societies, coupled with the limited authority of 
national governments, leads to intense resource 
scarcity in the public sector. This limitation, in 
turn, underlies the problem of maintaining a 
secure and constant flow of resources to finance 
government programs and produces high levels of 
dependence on international aid.

 ■ The historical focus of international aid to LMICs 
on capital investment, with less support being 
given to recurrent expenditure, leads to difficult 
problems of maintaining programs of action. This 
issue is compounded by the vertical and cyclical 
nature of foreign aid projects.

 ■ Corruption has a marked impact on the continu-
ity and effectiveness of government given the high 
level of resource scarcity.

 ■ High staff turnover may lead to limited effective-
ness and reduced sustainability of government 
programs (Collins et al., 2000).

In practical terms, managers need to develop the 
appropriate health systems capacity, and in particular 
the organizational culture based on the chosen values, 
vision, and mission, and then ensure its sustainability. 
By “ensuring sustainability,” health planners usually 
mean drawing realistic plans and ensuring consis-
tency between longer-term policies or strategic plans 
and shorter-term operational plans and management 
practices (Mirzoev & Green, 2017).

Sustainability is not actually an end in itself, but 
rather a means to a wider end. It is colored by the pol-
icy objectives held by the stakeholders. This influence 
introduces two possibilities:

 ■ Appropriate sustainability occurs when a par-
ticular activity has continuity over time and has 
outputs that maintain their value. For example, 
policy objectives often specify the achievement of 
improved and equitable health care, with certain 
types of action deemed essential to achieve this 
outcome.

 ■ Inappropriate sustainability occurs when programs 
and activities need to be stopped at a particular 
point, but instead continue. For example, as the 
incidence of a particular health problem declines, 
related interventions may need to be reduced. 
Smallpox vaccination is a classic example.

Of course, what is seen as appropriate sustainabil-
ity by one stakeholder may be viewed as inappropriate 
sustainability by another. Stakeholders in a particular 
government activity will have different interpretations 
of a program, largely determined by how it affects 
their own particular interests. TABLE 15-11 highlights 
the possible interests of different stakeholders in 
sustainability.

To capture the determining features of sustain-
ability, the analysis of the health system needs to 
recognize the broad-ranging character of sustain-
ability and its multiple determinants. The factors 
influencing sustainability will also vary in different 
circumstances.
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 ▸ Conclusion and Challenges 
for Managers and Planners

Management and planning are fundamentally con-
cerned with the relationship between resources and 
objectives. They both deal with scarce resources, oper-
ate within various technical and political constraints, 
are strongly influenced by values, can operate in a polit-
ical manner, and have a strong interrelationship with 
the changing social, political, economic, and inter-
national context. Two interrelated functions of man-
agement and planning have been emphasized in this 
chapter: Organizing and management of resources. 
Cross-cutting issues permeating these management 
activities include styles of leadership; accountability; 
an evidence-informed approach; a systems approach; 
linking and working together; and sustainability.

The future direction of health management and 
planning in LMICs is far from clear. Certainly, the goal 
of universal health coverage will require significant 
improvements in health management and planning. 
However, such improvements cannot be divorced 
from some challenging questions.

What Is the Future of Public-Sector 
Management and Planning?
Criticisms of state and public-sector management and 
planning have ranged from simple market orthodoxy 
to a more nuanced approach that recognizes their 

10  These three points draw on the work of Stewart and Ranson (1994).

needs and social responsibilities. All too often, the 
prevailing view of corruption, bureaucratic expan-
sion, administrative fragmentation, and patronage 
within health systems has made it easy for many to 
levy criticisms. Nevertheless, two points need to be 
recognized.

First, public-sector management and planning 
typically operate in a context of low funding, intense 
and changing needs, and an unstable environment. 
Of course, the degree to which the resources are con-
strained varies across countries. For example, the 
rapid growth of many Asian economies provides—at 
least in theory—a platform for increased investments 
in these countries’ public health sectors. Changing 
health needs (e.g., due to epidemiologic and demo-
graphic transitions) and unstable political and eco-
nomic environments and crises put additional strains 
on management of the public health sectors in many 
countries.

Second, there is a need to recognize the specific 
characteristics of public-sector management and 
planning. Public-sector and private-sector manage-
ment have much to learn from each other. The future 
development of public sector management, and the 
values that underpin it, need to take into account 
three considerations:10

 ■ The public sector seeks to meet public needs and 
interests, although different social and polit-
ical groups have different interpretations of 
these needs and interests. Resolution of these 
discrepancies requires open and transparent 

TABLE 15-11 Stakeholders’ Potential Interests in Sustainability

Stakeholder Potential Interests in Sustainability

Donors Shifting resource dependence away from donors and increasing local contributions

Ministry of health Ensuring regularity of donor resources and/or shifting resource dependence away from 
donors and increasing local contributions

Staff Ensuring continuity in employment and career progression

Users Ensuring continuity of improved service delivery

Nonusers Expansion of services on a regular basis to cover their needs

Private-sector contractors Shift to public financing and private provision under favorable conditions
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participation and negotiation regarding the defi-
nition of public interest and agreement on the 
underlying values. Public-sector bodies need to 
define their objectives in relation to these public 
needs and interests.

 ■ The multifaceted nature of public needs means 
that public-sector organizations can achieve their 
objectives only by engaging in collaborative strat-
egies with other bodies, whether public-sector 
organizations, NGOs, or private for-profit orga-
nizations, and across all health-related sectors, 
such as education or housing. This also requires 
collaborative strategies between the public sector 
and communities.

 ■ Social needs are not ephemeral in nature but 
rather are long-term issues, and they require 
 public-sector management to recognize and 
respond to their persistence. Planning, sustain-
ability, continuity of service provision, capacity 
building, systems development, and planning for 
professional development are among the key fea-
tures of public management.

Are Managers Being Asked to Manage 
the Unmanageable?
That managers in health systems have to deal with 
contradictions, tensions, and change is not new. How-
ever, the immensity of these challenges becomes evi-
dent as we consider the paucity of resources available 
even in middle-income countries and the scale of the 
health needs stressed elsewhere in this text. In dealing 
with these challenges, there is a gap, which varies from 
one country to another in terms of both its size and its 
nature, between the existing capacity of management 
to meet those challenges and the potential that exists 
to do so through management strengthening. It is a 
matter of concern, however, that an already difficult 
situation is being made worse through sharpening 
contradictions and weakened means to respond to 
populations’ needs.

First, the tension between public interests and 
private gain is increasing as a result of the growth 
of public–private partnerships and the trend toward 
self-funding public bodies. Second, the public sector 
faces threats because of the poor rewards for public 
servants, the downgrading of the role of the public 
sector, and a hollowing out of its rationale and pro-
cess. The culture of individualism, internal markets, 
and self-funding of health units and programs all 
stand in opposition to the public sector’s perspective 
of social interests, collaborative strategy, longer-term 

framework, and public ethos. In the words of Flynn 
(1997, p. 232):

What . . . [was] . . . needed is a change in 
attitude towards the public sector. If spend-
ing could be based on need and a realistic 
assessment of what is affordable rather than 
a constant state of crisis and if management 
arrangements could be based less on distrust 
and fear and more on cooperation, then pub-
lic services could make a valuable contribu-
tion to the economic health and quality of life 
of society.

Twenty years on, although the narrative of the 
New Public Management persists, it has become 
decidedly more nuanced. The initial illusion of pos-
sible vast increases in the efficiency of the public sec-
tor (through adopting private-sector principles) has 
since been overshadowed by the recognition of the 
continuous “firefighting” mode in which the public 
sector operates, which requires continuous adap-
tation to multiple crises. The nature of these crises 
is fundamentally different from the pressures that 
the private (particularly for-profit) sector faces. For 
example, while populations in many countries have 
become more affluent, health inequalities have wid-
ened dramatically in rapidly developing countries 
such as China. Large population displacements across 
the globe, for various reasons, have put additional 
strains on the public health systems of the recipient 
countries. Even as the likelihood of profit generation 
has increased, the quest to address the social goals 
of equity and universal health coverage has become 
more of a challenge. The concept of health systems 
resilience has emerged in the last several years, sig-
naling the need to prepare health systems (and par-
ticularly the public sector) and their managers for 
both everyday shocks and major crises (Gilson et al., 
2017; Kruk et al., 2017). 

Perhaps as a consequence of the ever- changing 
contextual pressures, although the fundamental prin-
ciple of focusing on social value remains the domi-
nant theme within the public health sector, the role 
and resultant shape of that sector has changed. The 
introduction of internal public-sector markets has 
brought principles of competition to the public health 
facilities in countries such as Vietnam (Lê et al., 2015) 
and China, raising questions regarding the balance 
between the social goals of the public sector and the 
pressures to remain financially sustainable. In other 
rapidly developing countries (e.g., Thailand and 
 Brazil), the public sector’s role and primary focus on 
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social goals have been maintained, illustrating the 
public sector’s potential resilience to pressures of mar-
ketization and calls for increased efficiency. Such calls 
can, for example, counterbalance the pursuit of health 
equity and universal health coverage.

What Are the Challenges Facing Public-
Sector Health Managers?
This chapter has provided a brief overview of the 
key issues that a manager or a planner working in 
the public health sector needs to address. Manage-
ment and planning, we have argued, is a key, but 
often undervalued, component of a health system. As 
managers and planners seek to establish the struc-
tures, resources, and processes necessary for meeting 
the SDG, which emerging challenges are they likely 
to face?

First, public health planners and managers will 
need to grapple with the increasingly diverse structures 
of the health system and new approaches to funding. 
The ever-more-intertwined public and private institu-
tional complexity and changing relations between the 
system center and the local levels, combined with new 
funding flows and public–private partnerships, sug-
gest that decision makers need to seek new ways to 
meet these challenges.

Second, although LMICs continue to face major 
financial resource constraints, the crisis of the health 
worker gap must be seen, for many countries, as an even 
greater constraint. This trend, coupled with the low staff 
morale in many health systems, presents major chal-
lenges for planners and managers, who will need to find 
new ways to cope with shortages of healthcare workers.

Third, managers face an increasingly vocal and 
empowered citizenry, conscious of the global rights 
agenda. This trend will increasingly—and rightly 
so—challenge established values and principles (such 
as command and control) and will ultimately place 
greater demands for accountability on the health sys-
tem. Planners and managers will need to think strate-
gically in meeting this demand.

Fourth, new technology is continually emerg-
ing and increasingly being used in various aspects of 
health systems, including provision of health services, 
planning, and management. Its utility is often coun-
terbalanced by its high costs, with managers being 
called upon to respond to and manage the potential of, 
and access to, the technology.

Fifth, the increasing number of fragile econo-
mies in the countries across the world, combined 
with heightened interest in building resilient health 

systems that can anticipate and withstand everyday 
challenges as well as major shocks, create specific 
challenges for planners and managers. These chal-
lenges are manifold: Examples include responding to 
an ever- changing context including the resource envi-
ronment, ensuring consistency between short- and 
longer-term perspectives, and ensuring sustainability.

The nature, and indeed excitement, of manage-
ment and planning lies in identifying and adequately 
responding to such emerging and ever-changing chal-
lenges. Management as a scientific art must continu-
ously develop new approaches and tools to accomplish 
this feat.

Discussion Questions
1. Which approaches to health management exist 

in a country known to you? Which factors affect 
any differences in approaches to health manage-
ment at different levels of the country’s health 
system, and why?

2. Consider which kind of health planning takes 
place in a country known to you. How success-
ful is it? Which major health needs exist that are 
not met? Can you identify an expenditure that 
is of lower priority than these unmet identified 
needs? How could health planning be improved?

3. How are healthcare priorities decided within the 
health sector of a country known to you? What 
is the role of the manager in this process? Which 
values do these priorities and plans reflect?

4. Describe the financial management system of 
a country known to you. How are resources 
allocated to lower levels? Are there any differ-
ences in allocation between different types of 
resources? How is resource allocation linked to 
the planning process?

5. Which system of decentralization exists in your 
country? What are its strengths and weaknesses 
for the health sector?

6. Which practical steps could be taken to improve 
intersectoral collaboration for health in your 
country?

7. Consider the way in which local-level health 
staff are managed. Which steps could be taken 
to improve the way in which these staff are 
managed?

8. What information is included in the health 
information system(s) of a country known to 
you? How effective is it in providing timely, 
accurate, and relevant information to inform 
health management and planning decisions?
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CHAPTER 16

Pharmaceuticals
Kara Hanson, Stuart Anderson, Henry Lishi Li, Barbara McPake, Benjamin Palafox, 
Giuliano Russo, and Rima Shretta

 ▸ Introduction

Pharmaceuticals are a critical element of the 
health system. They consume, on average, 
25% of a health system’s total expenditures 

(Lu,  Hernandez, Abegunde, & Edejer, 2011) and are 
a potent symbol of effective health system function-
ing: When medicines and vaccines are not available 
in health facilities, the confidence of both patients and 
providers is undermined. Their central role in health 
systems is reflected in the Sustainable Development 
Goal target for universal health coverage, which high-
lights the importance of access to safe, effective, qual-
ity, and affordable essential medicines and vaccines for 
all, and captures the need for households to be pro-
tected from the impoverishing effects of health expen-
ditures, of which expenditures on medicines represent 
an important part. Pharmaceutical access is influenced 
by all the core health system building blocks (see also 
the Design of Health Systems chapter):

 ■ Service delivery, which affects how patients access 
medicines and whether they are appropriately 
prescribed and used

 ■ Information systems, which are responsible for 
monitoring appropriate use and effective supply 
management

 ■ Financing systems, which need to generate suf-
ficient resources and protect households against 
out-of-pocket payments

 ■ Effective governance and stewardship, capable of 
stimulating pharmaceutical research and devel-
opment and regulating the introduction of new 
products; ensuring the quality, safety, and appro-
priate distribution of existing products; and pro-
viding transparent procurement

Despite these products’ importance, large num-
bers of people around the world lack access to essential 
medicines. Improving access to pharmaceuticals is, 
therefore, a global public health priority, as evidenced 
by the number of international health movements 
that have included it as part of their central goals. The 
first Model Essential Drugs list, created in 1977, coin-
cided with the development of the primary healthcare 
movement. The 1987 Bamako Initiative committed to 
improving the availability of essential medicines across 
sub-Saharan Africa. From 1990 onward, a range of  
global health initiatives, including the Global Fund to  
Fight for AIDS, Tuberculosis and Malaria; Stop TB; 
and GAVI took up the challenge of improving access 
to essential medicines and vaccines, providing both 
financing and support in procurement to ensure qual-
ity standards. In the present era of universal health 
coverage, there is renewed focus on securing sufficient 
funds to meet the healthcare needs of populations 
through the expansion of public health spending, 
but also recognition of the need for these resources 
to be used efficiently. For medicines, meeting that 
goal requires a focus on these products’ selection, 
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procurement, distribution, and appropriate use. Anti-
microbial resistance poses a major challenge to the 
existing pharmaceutical business model and high-
lights the tensions between enabling access to vital 
medicines while simultaneously seeking to restrain 
their use so as to conserve their effectiveness. More-
over, as the epidemiologic transition unfolds in all 
parts of the world and the burden of noncommuni-
cable disease increases, new challenges arise. Chronic 
conditions often require lifelong use of medicines, 
so incorporating these medications into care benefit 
packages and ensuring their regular availability is crit-
ical for treating such conditions.

Three key components of access are addressed in 
this chapter: availability (addressing both “upstream” 
issues of product discovery and development and 
“downstream” challenges of national pharmaceutical 
supply systems), affordability, and safe and effective 
use of medicine. Two current issues in pharmaceuti-
cal policy—growing resistance to antimicrobials, and 
the need to ensure adequate availability, affordability, 
and use of medicines for chronic conditions—are pre-
sented at the end of the chapter as case studies to illus-
trate these issues.

Throughout the chapter, we strive to maintain 
consistency in terminology, while recognizing that 
the preferred names of the products that are discussed 
have changed over time. Currently, medicine is the pre-
ferred term over drug for any substance that is used to 
modify physiological systems or pathological states for 
the benefit of the recipient, as the latter is now widely 
regarded as referring to illicit substances. Pharma-
ceutical is a broader term that generally encompasses 
both medicines (prescription and over-the-counter) 
and vaccines in their finished form. Although medi-
cine and pharmaceutical are often used interchange-
ably, the latter may also encompass other products of 
the pharmaceutical industry—for example, the active 
pharmaceutical ingredients (API) used in production, 
other biologicals such as blood products and insulin, 
veterinary medicines, and diagnostic products such as 
those used for blood typing and test kits for the human 
immunodeficiency virus (HIV) and malaria parasites 
(Anderson & Huss, 2004; World Health Organization 
[WHO], 2002).

Other important and germane definitions and 
concepts include essential medicines, which are defined 
as the medicines that satisfy the priority healthcare 
needs of the population, and that are selected based 
on public health relevance, evidence on efficacy and 
safety, and comparative cost-effectiveness. Generics 
are pharmaceutical products that are intended to be 
interchangeable with the original innovator product 

and are marketed after the expiry of an original prod-
uct’s patent or other exclusivity rights. Generic prod-
ucts may be marketed either unbranded (“commodity 
generics”) or under a new brand name (“branded 
generics”) (Anderson & Huss, 2004; WHO, 2010b).

 ▸ Pharmaceutical Availability: 
Upstream Issues

One of the reasons why many people worldwide do 
not have access to medicines may be that the right 
sorts of products have not been developed yet, or that 
they are marketed at prices unaffordable for many. 
The following sections present the so-called upstream 
availability issues, discussing in turn the inherent 
complexity for the pharmaceutical industry of invent-
ing new medicines, the performance and flaws of the 
current research and development (R&D) system, and 
the alternative strategies that have been developed to 
address these shortcomings.

A starting point for securing access to pharma-
ceuticals in high-income countries as well as low- and 
middle-income countries is the development of the 
right products—that is, products that are safe, effec-
tive, and acceptable and that address major causes of 
disease burden. Pharmaceutical R&D mostly takes 
place in high-income countries, and is driven by a 
profit logic. Understanding the incentives operating 
in the industry is, therefore, essential as an entry point 
to influencing investment choices.

The Current System for Researching and 
Developing Pharmaceuticals
Developing a new pharmaceutical product is a long, 
heavily regulated, and expensive process, estimated 
to take 5 to 15 years, and to cost in excess of $2.5 bil-
lion (DiMasi, Grabowski, & Hansen, 2016). The drug 
discovery cycle typically goes through seven different 
phases: prediscovery, discovery, preclinical testing, clin-
ical trials, regulatory agency review, scale-up to mar-
keting, and postmarketing surveillance. This process 
involves laboratory experimentation, animal testing, 
three phases of clinical trials on humans, and several 
regulatory reviews before a drug can be made commer-
cially available (FIGURE 16-1). In the United States, the 
regulatory function for pharmaceuticals is performed 
by the Food and Drug Administration (FDA).

The probability of identifying a promising mole-
cule is reported to be small in the initial phase of R&D 
(0.1%): More than 5,000  molecules may have to be 
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synthesized to identify 5 candidates that are suitable 
to progress to the next phase. Phase I clinical trials 
involving small numbers of volunteers are conducted 
to test the compounds for safety, tolerability, and sta-
bility of the active ingredient. Efficacy and dosage are 
explored in Phase II small trials on tens of patients. 
Safety and efficacy are then tested in larger trials 
involving thousands of patients from real-life settings 
in the final clinical phases (Petrova, 2014). The cumu-
lative probability of success for the three clinical trial 
phases alone has been estimated to be in the range of 
12% to 33%; considerable costs are associated with the 
preclinical industrial phase (approximately 25% of the 
total costs), and with the clinical trial phases (60% of 
the total costs) (DiMasi et al., 2016; Petrova, 2014).

To create incentives for companies to engage in 
this costly and risky pharmaceutical innovation, gov-
ernments award inventors with patents, granting the 
inventors 20 years of exclusive rights to exploit the pro-
duction of the patented medicine worldwide. Patents 
are defined as exclusive property rights on intangible 
creations of the human mind—hence the term “intel-
lectual property rights” (IPR). While several forms of 
IPR protection are available, the product covered by a 
patent must be something that has never been previ-
ously disclosed anywhere in the world, and that would 
not be obvious to a person ordinarily skilled in the 
field involved. This is a crucial point for pharmaceu-
tical entities, as their manufacturing process is often 
easy to replicate and can be copied with a fraction of 
the investment required for research and clinical test-
ing (Saha & Bhattacharya, 2011). The appropriateness 

of 20 years as a patent term has been contested, with 
some arguing that a long protection period provides 
a negative incentive for real innovation (Leoni & San-
droni, 2016). In contrast, the industry has sought to 
extend these terms for medicines for which efforts are 
being made to conserve their efficacy by limiting their 
use (see the later discussion on antimicrobials) (Out-
terson, Samora, & Keller-Cuda, 2007).

Since the vast majority of medicine discovery 
activities are carried out in high-income countries 
and patents are awarded by specialized agencies based 
there (such as the U.S.-based FDA and the Euro-
pean Medicines Agency [EMA]), patents are upheld 
worldwide through the institution of Trade-Related 
Intellectual Property Rights (TRIPS), and enforced 
by the World Trade Organization (WTO) through its 
member nations. Negotiated between 1986 and 1994, 
the TRIPS agreement set the minimum standards for 
intellectual property protection that all WTO member 
countries—some of which did not provide patent pro-
tection for pharmaceuticals prior to the  agreement—
must respect. It also specified mechanisms for local 
enforcement and procedures for resolution of con-
flicts (WHO, 2005). Pharmaceutical patents and 
TRIPS were originally established as a remedy to the 
global markets’ failure to protect intangible products 
of intellectual activity; it bans potential manufactur-
ers from free-riding on inventions, thereby creating a  
financial “pull incentive” for innovation. The TRIPS 
agreement states that all pharmaceutical patents must 
be available for at least 20 years from the filing date for 
all products “invented” after January 1, 1995. To abide 

FIGURE 16-1 Overview of the key stages involved in the pharmaceutical R&D process and probabilities of compounds 
progressing to the next phase.
Modified from DiMasi et al., 2006; Petrova, 2014.
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by the agreement, WTO members must modify their 
intellectual property legislation to align them with the 
TRIPS standards, although countries at different levels 
of economic development were given different dead-
lines to comply with this mandate (e.g., the deadline 
for the least developed countries is 2033).

Although they are well intentioned, by imposing 
worldwide legal monopolies, patents prevent price 
competition and introduce a different market fail-
ure in the global market for pharmaceuticals, as the 
ensuing higher prices restrict consumption of phar-
maceuticals (Levy & Rizansky, 2014). Health-sector 
advocates have also argued that the TRIPS standards 
should take protection of public health into account, 
so a provision to allow the patent requirement to be 
circumvented in the event of “public health emer-
gencies” was included in the agreement (WHO, 
2001a). To further clarify this provision, and after 
much pressure from the international health com-
munity, the WTO produced the Declaration on the 
TRIPS Agreement and Public Health, also known 
as the Doha Declaration of 2001, and a subsequent 
Decision on the Interpretation of Paragraph 6 of the 
TRIPS Agreement was reached in 2003. These clarifi-
cations affirmed the flexibilities available to member 
states seeking to protect public health (Kerry & Lee, 
2007) (for further detail, see the International Trade 
and Health chapter).

Some of these measures, such as tiered pricing, 
aim to create the possibility of charging different sale 
prices in different countries according to consumers’ 
differential ability to pay (Nicol & Owoeye, 2013). Such 
practice, however, creates the risk of “parallel imports,” 
in which patented medicines are sold at a lower price 
in a low-and middle-income country (LMIC), only to 
be reimported illegally into high-income countries.

Other flexibilities, such as compulsory licenses, 
limits on data protection, patentability, and paral-
lel imports, aim at allowing national governments to 
break patents and produce (or outsource production 
to a third party) generic versions of patented medi-
cines in case of public health emergencies (Musungu 
& Oh, 2006). Such flexibilities have only rarely been 
used in LMICs, either owing to a lack of the legal and 
technical expertise required to take advantage of these 
complex options, or out of fear of trade retaliation 
from high-income countries, such as being included 
in annual watch lists like the Special 301 Report issued 
annually by the U.S. Trade Representative (Wirtz et al., 
2017). Nevertheless, TRIPS flexibilities have proved 
useful in improving access to medicines in LMICs (see 
the “Affordability” section later in this chapter).

Availability Challenges with the Current 
Pharmaceutical R&D System
The pharmaceutical industry has been criticized for 
underperforming in terms of discovering new phar-
maceutical products, and for being in a productivity 
crisis (Scannell & Bosley, 2016). Yet in a review look-
ing back at the past 60  years of pharmaceutical dis-
coveries, Munos (2009) showed that the FDA, which 
is perhaps the world’s most important pharmaceuti-
cal regulatory agency, has awarded a steady number 
of patents for new molecular entities (NMEs) each 
year—45, on average. This number has been increas-
ing in recent years (FIGURE 16-2).

Despite the undeniable advances of the last 
decades in pharmaceutical innovation, certain types 
of diseases appear to have been neglected by the R&D 
system. Light and Lexchin (2012) have identified a 
preponderance of FDA approvals for medicines with 
few significant therapeutic gains starting from the 
1990s, caused by a change in the industry business 
model from seeking blockbusters to turning out small- 
variation medicines. This different level of investment 
in medicines markets is consistent with the distinction 
drawn by the 2001 Commission for Macroeconomics 
and Health (WHO, 2001a) between three categories 
of diseases:

 ■ Type I diseases, which are prevalent in both 
high-income and LMICs. Their substantial com-
mercial markets in high- income countries drive 
R&D activity, so there is no product shortfall. 
Affordability is often an issue, however. Examples 
include noncommunicable diseases such as diabe-
tes, cardiovascular diseases (CVD), and tobacco- 
related illnesses, as well as infectious diseases such 
as pneumonia, hepatitis B, and Haemophilus influ-
enzae type b (Hib).

FIGURE 16-2 New molecular entity patents awarded by the 
FDA in the last seven decades.
Modified from U.S. Food and Drug administration, several years.
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 ■ Type II diseases, which are “incident in both rich 
and poor countries, but with a substantial propor-
tion of the cases in poor countries”—for example, 
acquired immunodeficiency syndrome (HIV/
AIDS) and tuberculosis (TB). These diseases have 
modest markets in wealthy countries; thus, some 
R&D activity exists, although it is often targeted 
at high-income groups rather than LMICs (e.g., 
short-term courses of antimalarial agents for trav-
elers and members of the military, or complex 
high-priced antiretroviral medicines).

 ■ Type III diseases, which occur overwhelmingly 
or exclusively in LMICs and have no commer-
cial market to drive R&D—for example, Chagas 
disease, dengue fever, Buruli ulcer, and African 
sleeping sickness (trypanosomiasis). There are 
often limited or no treatments for these diseases.

It is apparent that products aimed at certain dis-
eases give the pharmaceutical companies access to 
more lucrative markets than others, and that this fac-
tor drives the industry’s R&D investment decisions. 

A taxonomy of diseases and medicines for which the 
current R&D system does not seem to work adequately 
is offered in the following paragraphs (TABLE 16-1).

Aronson (2006) defines as “orphan drugs” those 
NMEs not associated with any recognized disease 
(such as for hepatitis G, a detectable hepatitis virus 
with as yet unknown implications), and those agents 
used to treat diseases affecting fewer than 5 to 10 
individuals per 10,000 population. Despite the obvi-
ous lack of incentive for the industry to invest in 
such narrow market segments, the patents awarded 
by the FDA for so-called orphan-designation drugs 
have increased in recent years, and currently repre-
sent approximately 40% of the total number of patent 
awards (FIGURE 16-3).

Neglected tropical diseases (NTDs) is a term used 
to identify a diverse group of communicable diseases 
affecting individuals in low- and middle-income trop-
ical and subtropical countries. Unlike the conditions 
targeted by orphan drugs, large numbers of people are 
affected by NTDs, but because of their limited dispos-
able income, suppliers’ ability to charge high prices for 

TABLE 16-1 Diseases, Medicines, and R&D Issues

Type of Diseases
Geographical Location 
of Affected Population Medicine Examples Specific R&D Issues

Rare diseases LMICs, HICs Orphan drugs; hepatitis G; 
Fabry disease; hemophilia; 
cystic fibrosis

Limited sales due to small group of 
potential patients
Need to charge high prices to 
recoup R&D investment

Tropical diseases LMICs in the tropics Dengue; leishmaniosis; 
leprosy

Limited ability to pay from potential 
consumers
Risk of price controls imposed by 
authorities

Complex diseases Mostly HICs, but also 
LMICs

Specialty medicines; 
specific cancer types; 
different type of hepatitis

Complex macromolecules requiring 
expensive technology
Challenge to establish 
bioequivalence for biosimilar
Extended data protection exclusivity 
granted for biologics

Antimicrobial-
resistant 
infections

HICs and LMICs Antibiotics for hospital 
superbugs; rising AMR 
levels in minimally 
regulated prescribing 
settings

Likely delays in wide 
commercialization due to 
prescription policies, leading to 
limited high-price sales during 
patent coverage

Abbreviations: AMR = antimicrobial resistance; HICs = high-income countries; LMICs = low- and middle-income countries. 
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related medicines is somewhat limited, and likely to be 
regulated for equity objectives. As a result, pharma-
ceutical companies claim that researching and devel-
oping medicines for NTDs is risky, as the expected 
returns would be unlikely to cover the costs in this area 
(Trouiller et al., 2002). The International Federation of 
Pharmaceutical Manufacturers Associations (IFPMA) 
reports that in 2014 multinational pharmaceutical com-
panies were the third largest funders for R&D in NTDs, 
contributing 13% to the $3.3 trillion global expenditures 
in this area—up from 7% in 2007; by comparison, 62% 
of these activities were funded by public sources, and 
20% by philanthropic organizations (IFPMA, 2017).

Specialty medicines for complex diseases are 
often, but not exclusively, complex macromolecules 
produced through recombinant DNA technology. 
They are typically used in new forms of treatment for 

cancer and hepatitis C. The costs involved in discov-
ering and developing such entities are many times 
higher than those for regular small molecules, because 
of factors such as the technology involved in the pro-
cess and the extended data protection exclusivity 
period granted for biologics. The lack of competitors 
in this market segment due to the challenge of estab-
lishing bioequivalence for biosimilars contributes to 
the high prices charged for such specialty products 
(Bigdeli, Peters, & Wagner, 2014).

For new antibiotics, the challenge of the current 
system of pharmaceutical innovation arises from the 
need to withhold the launch of new products to the 
market to delay the emergence of antimicrobial resis-
tance (Power, 2006). The incentives influencing R&D 
for new antibiotics are addressed later in this chapter.

Alternative Push and Pull Mechanisms to 
Deliver Pharmaceutical Innovation
In response to the shortcomings of the privately 
funded R&D system highlighted in the previous sub-
section, new solutions have been proposed to create 
incentives for pharmaceutical innovation for specific 
diseases at affordable prices. Delinking R&D invest-
ment from costs and sales is typically the rationale 
for such strategies (Bigdeli et  al., 2014), which have 
been broadly divided into “push,” “pull,” and mixed 
approaches (TABLE  16-2). “Push strategies” aim at 
providing an input at the beginning of the R&D pro-
cess to help jump-start specific R&D activities, such 
as new facilities, laboratory capacity, or extra funds. 

TABLE 16-2 Innovative R&D Models

Approach Types Examples

Push 
solutions

Product development partnerships (PDPs) 
between multiple public and private actors

 ■ GAVI Alliance to improve access to vaccines 
in LMICs

 ■ GlaxoSmithKline Diseases of the Developing 
World initiative

 ■ Medicines for Malaria Venture
 ■ International AIDS Vaccine Initiative
 ■ Global Alliance for TB Drug Development

Public–private partnerships to generate novel 
scientific concepts through information and data 
sharing, and common infrastructure

 ■ Critical Path Institute
 ■ Innovative Medicines Initiative
 ■ Structural Genomics Initiative
 ■ Open Source Drug Discovery initiative

Tax credits for R&D spending  ■ U.S. tax breaks and differential income tax 
rates for pharmaceutical companies

 ■ Drugs for Neglected Diseases initiativeTargeted research grants programs

FIGURE 16-3 FDA-awarded patents for NMEs with and 
without orphan designation, 2010–2016.
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Pull 
solutions

Prize funds for innovation  ■ Currently under study in the United States 
and by WHO

Priority review vouchers to fast-track approval 
process for neglected diseases medicines

 ■ Priority voucher accorded to Novartis for 
Coartem antimalarial medicine

 ■ Priority voucher accorded to Jansen for 
Sirturo TB medicine

 ■ Priority review voucher agreed in 2014 in the 
United States for future Ebola medicines

Advance market commitments  ■ Gates Foundation, World Bank, UNICEF, 
and U.K. Department for International 
Development advance market commitment 
for vaccines

 ■ GAVI’s Pneumococcal advance market 
Commitment

Mixed 
(regulatory) 
solutions

Regulatory measures discriminating positively 
towards neglected diseases medicines

 ■ Orphan drugs legislation in the United States 
and the European Union

 ■ Mandatory insurance coverage for specialty 
medicines in Thailand

Patent pools  ■ UNITAID’s innovative financing mechanisms 
to stimulate the market for HIV tests

 ■ Medicines Patent Pool

Market-shaping interventions to reduce 
transaction costs, increase market information, 
and balance supplier and buyer risk

 ■ DfID-UNITAID and CHAI’s efforts to 
forecast increased demand for second-line 
antiretroviral (ARV) medications to reduce 
their price in 25 countries

 ■ Global Fund, President’s Malaria Initiative, 
and UNITAID’s decisions to make available 
planned public purchases of artemisinin-
based combination therapy drugs to reduce 
their price volatility

Strengthening LMICs’ capacity to exploit TRIPS 
flexibilities

 ■ Incentives for local manufacturing of 
pharmaceuticals

Conversely, “pull strategies” aim at providing a 
“reward” at the end of the R&D process to entice par-
ticipation, be it prize money, or privileged approval 
conditions for other medicines in a company’s port-
folio. Mixed approaches can create both inputs and 
rewards to R&D activity, typically through regulatory 
interventions.

Product development partnerships (PDPs) are not-
for-profit organizational structures enabling entities 
from the public, private, academic, and philanthropic 
sectors to aggregate funding and capacity for the 
development of pharmaceuticals and public goods. 
Typically, PDPs target neglected diseases whose solu-
tions lack commercial incentives and that dispropor-
tionately affect people in LMICs. Each partnership 

displays different features. In some cases, philanthropic 
institutions (such as the Bill & Melinda Gates Founda-
tion) or national governments (such as France’s sup-
port for UNITAID) provide the funds to set up specific 
laboratory capacity or an institute to mediate between 
different players, with academics and industry pro-
viding the research know-how. In these partnerships, 
the industry remains responsible for developing and 
selling the medicines, but commits to an agreed, lower 
profit margin (as in the case for the new malaria vac-
cine “RTS,S”—a partnership between GlaxoSmith-
Kline and the Medicines for Malaria Venture).

In most cases, IPR on discoveries made through 
PDPs are owned by the private pharmaceutical part-
ners that, in exchange for these rights, commit to 
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cap their profits to ensure wider access to the med-
icine. Despite some early success, such as Medicines 
for Malaria Venture’s partnership with Novartis to 
develop a pediatric formulation of an anti- malarial 
agent, PATH’s Meningitis Vaccine Project launch 
of a meningococcal vaccine for less than $0.50 per 
dose, and some fixed-dose combinations of malaria 
medications, no major breakthrough medicines have 
emerged so far from PDPs, partly because these expe-
riences are quite recent (the oldest dating 15  years 
back) and the development of new medicines and 
vaccines is expected to take longer than this. IFPMA 
(2017) reports that in 2014 there were 17 active PDPs 
in the pharmaceutical sector.

Since 2012, the government of Brazil has engaged 
in PDPs with international pharmaceutical manu-
facturers. In those arrangements, production and 
technology of patented medicines are transferred 
to public laboratories for open local production, in 
exchange for the right to exclusive supply these med-
icines to the Brazilian national health service at nego-
tiated prices for an agreed time-span—usually 5 years 
(Viana et al., 2016).

Precompetitive public–private partnerships aim to 
generate novel scientific concepts (e.g., research mod-
els) and infrastructures (e.g., databases) by fostering 
collaboration between multiple public and private enti-
ties based on mutual trust, pooling of complementary 
expertise and knowledge, and sharing of rewards. To 
avoid potential disputes, activities are limited to the 
precompetitive space; that is, they stop before the actual 
development of pharmaceutical products begins (Vrueh 
& Crommelin, 2017). Examples of such partnerships are 
the Critical Path Institute, whose mission is to foster the 
development of new evaluation tools and standards for 
drug therapy trials to accelerate regulatory qualification 
and medical product approval and adoption, and the 
Innovative Medicines Initiative, which aims to speed 
up the development of, and patient access to, innovative 
medicines, particularly for neglected diseases.

Advance market commitments (AMCs) are legally 
binding contracts between donors and R&D com-
panies to subsidize the future purchase of a phar-
maceutical (specifically, a vaccine) that is not yet 
available, if an appropriate vaccine is developed and if 
it is demanded by LMICs. The product profile and the 
price are agreed upon prior to the R&D being under-
taken. Originally designed in 2005, AMCs have been 
specifically used to spur the development of vaccines 
for neglected tropical diseases. In 2010, the launch of 
an inexpensive vaccine for pneumococcal disease in 
more than 40 LMICs was made possible by an AMC 
organized by the GAVI Alliance (Scudellari, 2011).

Patent pools are mechanisms through which pat-
ent holders voluntarily exchange the property rights of 
their inventions for payment of royalties by manufac-
turers (Bermudez & ‘t Hoen, 2010). The Medicine Pat-
ent Pool is currently the only pool backed by the United 
Nations; it is supported by specific (innovative financ-
ing) taxes channeled through UNITAID. To date, the 
pool has signed agreements with nine private-sector 
patent holders for a total of 16 pharmaceutical prod-
ucts: 12 ARV medicines, 2 hepatitis C treatments, 1 TB 
treatment, and 1 HIV technology platform. Seventeen 
manufacturers have received sublicenses from the 
medicine patent pool to produce generic versions of 
those compounds (De Luca & Calzavara, 2016). Unfor-
tunately, despite the existence of TRIPS flexibilities and 
exceptions to current patent laws, many LMICs lack 
the technical regulatory capacity or manufacturing 
muscle to take advantage of such provisions.

Policies aimed at strengthening local capacity to 
take full advantage of the current R&D system have 
been identified as a possible measure to increase 
access to pharmaceuticals worldwide (WHO, 2016). 
While the vast majority of pharmaceutical R&D activ-
ities are conducted in high-income countries, there 
is evidence that local production of medicines offers 
advantages for national supply systems (Mackintosh, 
Banda, Wamae, & Tibandebage, 2016). For example, 
having sizable national pharmaceutical industries 
allowed the governments of Brazil and Thailand to 
effectively negotiate down the price of patented ARV 
medications by credibly threatening the use of com-
pulsory licenses (Flynn, 2008). Recent work from 
WHO (2016) suggests that strengthening the devel-
opment of national intellectual property systems and 
local production capacity in LMICs could improve 
access to medicines worldwide.

 ▸ Availability: Country-Level 
Distribution Systems and 
Pharmaceutical Management

Access to pharmaceuticals depends on strong phar-
maceutical supply systems to ensure the consistent 
availability of affordable and high-quality diagnostic 
and treatment commodities at the places where the 
target population seeks care. Furthermore, the sup-
ply chain is responsible for transferring information 
on supply and demand back to the central level where 
planners—along with policy and decision makers—
handle financial flows, so that the system is adequately 
resourced and replenished.
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Pharmaceutical Supply Chain Systems: 
Introduction and Scope
In recent years a series of global initiatives has greatly 
increased the resources flowing into LMICs for the 
procurement of medicines. The value of donor- 
financed health commodities now exceeds $10 billion, 
and it continues to rise. While these resources are 
greatly welcomed as a means to improve the availabil-
ity of essential commodities, they also have the poten-
tial to place considerable pressure on the already weak 
supply chain management systems in LMICs.

The pharmaceutical management framework 
(FIGURE  16-4) provides the foundation for improving 
access to medicines. It illustrates four basic pharma-
ceutical management functions: selection, procure-
ment, distribution, and use. These are all inter-related, 
with each major function building on the previous 
one and leading logically to the next. A breakdown in 
one part of the framework leads to failure of the whole 
pharmaceutical management process and compro-
mises access (Management Sciences for Health, 2012).

 ■ Selection involves reviewing the prevalent health 
problems, identifying treatments of choice, choos-
ing individual medicines and dosage forms, and 
deciding which medicines will be available at each 
level of health care.

 ■ Procurement includes quantifying medicine 
requirements, selecting procurement methods, 
managing tenders, establishing contract terms, 
assuring pharmaceutical quality, and ensuring 
adherence to contract terms.

 ■ Distribution includes clearing customs, stock con-
trol, stores management, and delivery to medi-
cines depots and health facilities.

 ■ Use includes diagnosing, prescribing, dispensing, 
and proper consumption by the patient.

At the center of the pharmaceutical management 
framework is a core of management support systems: 
organization, financing and sustainability, informa-
tion management, and human resources manage-
ment. Finally, the entire framework relies on policy, 
law, and regulation, which, when supported by good 
governance, establish and support the public commit-
ment to quality essential medicine supply. This sec-
tion focuses on the supply chain components of the 
framework: selection, procurement, and distribution. 
 Medicine use is covered in a later section.

Selection
Essential medicines are those that satisfy the pri-
ority healthcare needs of the majority of the popu-
lation. They are intended to be available within the 
context of functioning health systems at all times in 
adequate amounts, in the appropriate dosage forms, 
with assured quality and adequate information, and at 
a price the individual and the community can afford. 
Medicines should be selected according to the follow-
ing criteria:

 ■ Relevance to the pattern of diseases
 ■ Proven efficacy and safety
 ■ Evidence of performance in a variety of settings
 ■ Quality
 ■ Cost-effectiveness
 ■ Pharmacokinetics
 ■ Acceptability

In 1977, WHO defined the first Model List of 
Essential Drugs, a limited list of medicines whose 
use, it was hoped, would result in lower costs, better 
supply, and more rational use. The list has since been 
updated every two years, and many countries have 
used it as the basis for developing their own National 
Essential Medicines List. The 20th list was published 
in June 2017 (WHO, 2017g). In 2007, a separate Model 
List of Essential Medicines for Children was introduced. 
The sixth edition appeared in March 2017 and was 
amended in August 2017 (WHO, 2017f).

Procurement
Effective procurement ensures the availability of the 
right medicines of appropriate quality in the right quan-
tities, at reasonable prices with timely delivery to avoid 
stock-outs. Effective procurement is a collaborative 
process between the procurement department of the 
national ministry of health and technical committees or 

FIGURE 16-4 The pharmaceutical management framework.
Courtesy of Management Sciences for Health. (2012). MDS-3: Managing access to medicines and technologies. Arlington, VA: 
Management Sciences for Heatlh.
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disease control programs (e.g., HIV/AIDS or malaria). 
These committees often make the final decision on 
which medicines to buy and in what quantities. In most 
cases in the public sector, a form of group purchasing 
is used in which a central procurement department, 
such as a central medical store, negotiates contracts 
for its members. The procurement process involves the 
 following steps:

1. Review the medicine selections.
2. Determine the quantities needed, using the 

most appropriate method for forecasting 
based on the quality of data available (con-
sumption and/or morbidity).

3. Reconcile needs and funds.
4. Develop supply schedules.
5. Choose the procurement method.
6. Locate and select suppliers.
7. Specify the contract terms.
8. Monitor the order status.
9. Receive and check the medicine.

10. Make payment.

Four main methods of procurement are used: 
open tender, restricted tender with performance mon-
itoring, negotiated procurement, and direct procure-
ment. Some countries and donors may opt for some 
form of direct procurement from nonprofit suppli-
ers such as UNICEF or the International Dispensary 
Association Foundation. The Global Fund and most 
major donors require that tenders for the procure-
ment of HIV/AIDS, malaria, and TB commodities be 
restricted to WHO-prequalified products wherever 
possible, to facilitate access to medicines that meet 
high standards of quality, safety, and efficacy (Interna-
tional Dispensary Association, 2017; United Nations 
International Children’s Emergency Fund, 2017).

Challenges can arise at any point in the procure-
ment process. For example, they may be the result of 
factors arising at the level of regulation, lack of finan-
cial and human resources, or broader management 
and organizational shortcomings such as fragmenta-
tion and corruption (EXHIBIT 16-1).

A number of tools are available to facilitate phar-
maceutical procurement. The Global Fund secretariat 
developed the Price and Quality Reporting System, a 
publicly accessible online database, as a means to gather 
information about product prices, product quality, and 
supplier performance. This system represents a source 
of information that purchasers can use during negoti-
ation of price and delivery conditions (Global Fund, 
2017a). Management Sciences for Health has published 
an International Drug Price Indicator Guide since 1986 
and updates it annually; it reports procurement prices 
from multiple international sources (Management 

Sciences for Health, 2017). In 2001, the Global Drug 
Facility was established by the Stop TB Partnership to 
enable health ministries in LMICs to procure quality 
medicines at competitive prices (Stop TB Partnership, 
2017). Similarly, wambo.org is an online platform 
developed by the Global Fund to provide accessi-
ble price information, increased transparency, and 
improved reliability in the supply of medicines, health 
products, and nonhealth commodities necessary for 
HIV/AIDS, TB, and malaria programs. This platform 
is available to Global Fund recipients that use Global 
Fund grant funds to procure medicines through the 
Pooled Procurement Mechanism.

Competitive tenders are recommended for most 
public-sector procurement. A formal tender process 
includes medicine selection, quantification, prepara-
tion of tender documents and contracts, notification 
and invitation to bid, receipt of bids, formal opening 
and collation of bids and supplier selection, award of 
contracts, performance monitoring of suppliers and 
clients, and enforcement of contract terms when nec-
essary. Supplier selection should be based on formal 
written criteria.

Quantification and Forecasting
Quantification is the process used to estimate how 
much of a product is required for the purposes of pro-
curement. It involves estimating the quantities needed 
of a specific item, the funding required for purchasing 
the item, and when the products should be delivered 
to ensure an uninterrupted supply for the program. 
The quantification process has two parts:

EXHIBIT 16-1 Common Procurement Challenges

 ■ Absence of a comprehensive procurement policy
 ■ Inadequate rules, regulations, and structures
 ■ Public-sector staff with little experience of working 

with the private sector
 ■ Government or donor funding that is insufficient or 

disbursed at irregular intervals
 ■ Donor agencies with conflicting procurement 

regulations
 ■ Fragmented medicine procurement at the 

provincial or district level
 ■ Lack of unbiased market information
 ■ Currency fluctuations
 ■ Limited number of prequalified suppliers
 ■ Long procurement lead times
 ■ Insufficient product specifications
 ■ Insufficient capacity and data for forecasting
 ■ Poor procurement and supply planning
 ■ Corruption and lack of transparency
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 ■ Forecasting: Estimating the quantities of product 
required to meet customer demand that will actu-
ally be used during a particular time frame.

 ■ Supply planning: Detailing the quantities required 
to fill the supply pipeline, costs, orders, and arrival 
dates of shipments.

Three main methods are used for forecasting 
medicine requirements. The consumption method uses 
historical data on medicine consumption. If these 
data are available from a reliable system of reporting, 
this technique provides the most accurate prediction 
of future needs. New programs or new treatments, 
however, will not have historical data on consumption 
available. Thus, in such cases, purchasers must rely on 
the morbidity method, which estimates future demand 
based on estimates of disease burden using data on 
incidence, cases (from attendance at health facili-
ties) or episodes, and standard treatment guidelines. 
If there are no data on consumption or morbidity, it 

may be possible to use proxy consumption—that is, 
extrapolation of data from proxy facilities, regions, or 
countries—as a means of estimating need. TABLE 16-3 
summarizes the three main methods for quantifica-
tion and forecasting. A fourth method, service-level 
projection of budget requirements, can be used for 
estimating budget needs.

Supply planning works alongside forecasting to 
ensure an optimal procurement and delivery sched-
ule. Once the total requirements have been deter-
mined and the product specifications have been 
agreed, the estimated requirements should be trans-
lated into actual orders, including the timing of the 
orders, by taking the existing pipeline and seasonality 
into account (Management Sciences for Health, 2012).

Distribution
Effective and efficient distribution of medicines 
relies on good management and system design. 

TABLE 16-3 Comparison of the Various Quantification Methods

Method Uses Essential Data Limitations

Consumption First choice for 
procurement 
quantifications given 
reliable data. Most reliable 
predictor of future 
consumption. 

Reliable inventory records.
Records of supplier lead time. 
Projected pharmaceutical costs.

Must have accurate 
consumption data.
Can perpetuate irrational 
use.

Morbidity Estimating need in new 
and scaling-up programs 
or disaster assistance. 
Comparing use with 
theoretical needs. 
Developing and justifying 
budgets. 

Population and patient attendances.
Actual or projected incidence of 
health problems.
Standard treatments (ideal, actual).
Records of supplier lead time.
Projected pharmaceutical costs. 

Morbidity data are not 
available for all diseases. 
Standard treatments 
may not really be used.
Accurate attendance is 
difficult to predict.

Proxy 
consumption 

Procurement 
quantification when other 
methods are unreliable.
Comparing use with 
other supply systems.

Comparison area or system with good 
per-capita data on consumption, 
patient attendance, service level, and 
morbidity. Number of local health 
facilities by category. Estimates of local 
user population by age. 

Questionable 
comparability of patient 
populations, morbidity, 
and treatment practices.

Service-level 
projection 
of budget 
requirements 

Estimating budget needs. Use by service levels and facility type.
Average medicine cost per 
attendance. 

Variable facility use, 
attendance, treatment 
patterns, and supply 
system efficiency. 

Reproduced from Management Sciences for Health. (2012). MDS-3: Managing access to medicines and technologies. Arlington, VA: Management Sciences for Heatlh. http://apps.who.int 
/medicinedocs/documents/s19577en/s19577en.pdf
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An efficient distribution system should have the fol-
lowing characteristics:

 ■ Maintain an uninterrupted supply of medicines.
 ■ Provide appropriate storage.
 ■ Keep medicines in good condition throughout the 

distribution process.
 ■ Minimize losses due to damage and expiry.
 ■ Maintain accurate inventory management records.
 ■ Use available transportation efficiently.
 ■ Reduce pilferage.
 ■ Provide accurate information for quantification.

A distribution system consists of four main 
 elements (Management Sciences for Health, 2012):

 ■ System design: Geographic or population cover-
age, number of levels in the system, push versus 
pull system, degree of decentralization.

 ■ Information system: Inventory control, records, 
consumption reports, information flow.

 ■ Storage: Selection of storage sites, building design, 
handling systems, order picking.

 ■ Delivery: Collection versus delivery, choice of 
transport, vehicle procurement and maintenance, 
delivery schedules and routes.

As with procurement, distribution systems face 
a number of challenges that can arise at any point in 
the process (EXHIBIT 16-2). Some are a consequence 
of the system itself; for example, supply systems may 
be vertically multilayered and highly fragmented. The 
information management systems, which are needed 
to monitor stocks and enable proper planning and 
forecasting, may be poor or absent. There may also 
be a lack of adequate resources to provide the infra-
structure and facilities necessary for effective distribu-
tion. For example, there may be insufficient funding to 

develop appropriate storage, distribution, and inven-
tory management systems; and there may be a scarcity 
of warehousing and transport infrastructure, leading to 
limited geographic reach of the distribution network.

Management and organizational challenges at the 
local level include poor planning, poor security, and 
“leakage” of products. Limited provision of cold-chain 
facilities may lead to inadequate supplies of heat- 
sensitive medicines such as vaccines and sera. Prob-
lems with distribution chains may lead to medicines 
having a short shelf life when they finally reach their 
destination, to their reaching their expiry dates and 
having to be destroyed, and to stock-outs.

Stock-outs have serious implications for the 
implementation of programs, as they undermine the 
ability of health workers to follow treatment protocols. 
When a first-line medicine is not available, patients 
are either sent away to buy the medicine in the private 
sector, which leads to a progressive lack of confidence 
in the public health system, or treatment is adapted 
based on the availability of other medicines with a 
similar effect. Stock-outs can be prevented through 
efficient procurement and financial planning, accurate 
forecasting, and good inventory management.

Several initiatives have been undertaken to help 
prevent stock-outs in health facilities. The Stop Stock-
outs Project is a consortium of civil society orga-
nizations in South Africa that monitors availability 
of essential medicines and vaccines in public health 
facilities. Its annual National Stop Stockouts Surveys 
are used to raise public awareness of the consequences 
of medicine stock-outs, and to provide information 
about medicine availability to the member countries’ 
ministries of health to aid in their planning (Stop 
Stockouts Campaign, 2015). A number of countries 
use mobile phones and broadband access to track 
commodities and improve access to medical resources 
and health care to the rural poor (Zurovac, Talisuna, & 
Snow, 2012).

Storage and distribution costs represent a signif-
icant component of the health budget, and adequate 
resources must be allocated to these functions to 
ensure that the medicines get to their point of use. In 
fact, transport costs can be more than the value of the 
medicines themselves, especially when pharmaceu-
ticals must be moved to remote, sparsely populated 
areas. At least five alternative ways have traditionally 
existed for supplying medicines and medical sup-
plies to governmental and nongovernmental health 
services:

 ■ Central medical stores (CMS): In the traditional 
public-sector pharmaceutical supply system, 
medicines are procured and distributed by a 

EXHIBIT 16-2 Commonly Encountered Distribution 
Challenges

 ■ Vertical and fragmented supply systems
 ■ Insufficient funding for storage, distribution, and 

inventory management systems
 ■ Poor planning
 ■ Poor security and leakage
 ■ Short shelf life of medicine
 ■ Limited geographic reach
 ■ Insufficient warehousing and transport
 ■ Poor information management systems to monitor 

stocks for planning and forecasting
 ■ Stock-outs and expiry
 ■ Poor cold chain
 ■ Vertical and parallel distribution chains
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centralized government unit. The state is the owner 
and funder (using national or donor resources) 
for the entire supply system. This approach has 
been employed in a number of countries in Africa, 
Asia, Europe, and Latin America. In Ghana, the 
CMS distributes products to 10 regional medical 
stores, which in turn distribute those supplies to 
roughly 2,200 service delivery points. In Zambia, 
the CMS distributes products to 72 district med-
ical stores, which then distribute the supplies to 
roughly 1,500 service delivery points.

 ■ Autonomous supply agency: In this alternative to 
the CMS system, distribution is managed by an 
autonomous or semi-autonomous pharmaceuti-
cal supply agency. This strategy has been used in 
Tanzania and Benin.

 ■ Direct delivery system: In this decentralized, non-
CMS approach, medicines are delivered directly 
by suppliers to districts and major facilities. The 
government pharmaceutical procurement office 
selects the supplier and establishes the price for 
each item, but the government does not store and 
distribute medicines. This approach has been used 
in the Caribbean.

 ■ Primary distributor (or prime vendor) system: In 
this non-CMS system, the government pharma-
ceutical procurement office establishes a contract 
with one or more primary distributors, as well as 

separate contracts with pharmaceutical suppli-
ers. The contracted primary distributor receives 
medicines from the suppliers and stores, and 
distributes them to districts and major facilities. 
Thus, private channels are used to supply publicly 
funded medicines to government-operated health 
facilities. This strategy is used in the United States.

 ■ Primarily or fully private supply: In some coun-
tries, medicines for public-sector patients are 
provided by private pharmacies in or near gov-
ernment health facilities. With this approach, 
measures are required to ensure financial support 
that facilitates access for poor and other vulnera-
ble populations—for example, through insurance 
reimbursement. Private-sector supply is used in 
Canada and Australia.

These systems vary considerably with respect to 
the roles of government and the private sector and in 
terms of incentives for efficiency. Mixed systems in 
which different categories of pharmaceuticals are sup-
plied through different mechanisms are increasingly 
needed to respond to expanding demands for products 
and services (Management Sciences for Health, 2012). 
The systems used are not static, but rather evolve over 
time; they are also subject to revision by governments 
in response to changing political and economic prior-
ities (EXHIBIT 16-3).

EXHIBIT 16-3 A Semi-Autonomous Medical Supplies System in Sudan

In Sudan, a Central Medical Stores unit had originally been established in 1935 as a department of the Sudan Medical 
Services. In 1954, it became a department within the Ministry of Health and was renamed Central Medical Supplies. In 
1991, its status was again changed to enable this system to exercise maximum autonomy within the framework of the 
government of Sudan. A Central Medical Supplies Public Corporation (CMS) was established as a semi-autonomous body 
to facilitate the selection, procurement, storage, and distribution of medical supplies for the public sector. Central Medical 
Stores then became the national center for procurement, storage, and distribution of medicines.

Prior to 1991, all medicines and medical supplies procured and warehoused by CMS were given free of charge to all 
public health facilities in Sudan. However, since 1992 and since it has become a semi-autonomous organization, CMS 
has operated on a cost-recovery basis. This change was introduced to bring it into line with the cost-recovery policy 
implemented by the government at all health facilities in the Sudanese public health sector.

Unfortunately, this policy resulted in reduced access to medicines for those patients who could not afford to pay. In 
1996, the government announced a project to offer free treatment at hospital emergency units. This policy applied only 
to those needing emergency treatment in a hospital casualty department. All patients were entitled to free services, 
including medicines during the first 24 hours of admission. CMS receives a special budget from the Ministry of Finance 
and National Economy to cover the costs of this care. Medicines are distributed monthly, once the relevant sum has been 
deposited in the CMS account. The budget allocated for this amounted to SDG 60 million (approximately $20 million) in 
2015, accounting for more than 35% of CMS sales.

CMS now provides 73% of its sales to the public sector, 26% to private pharmacies, and 1% to others. In Sudan, there 
is now also public procurement of medicines through the Revolving Drug Fund, through health insurance, and through 
police and military medical facilities. In addition to the increased access to these services fostered by the CMS, a number 
of initiatives are designed to increase demand for HIV, TB, and malaria services.

Alfadl et al., 2016. 
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Private-Sector Supply of Pharmaceuticals
The for-profit private sector includes manufacturers at 
the international and local levels, importers and whole-
salers, distributors, and private prescribers, pharma-
cies, retail outlets, and itinerant medicine vendors. It 
can play four roles in support of one or more channels 
within the health system (Ballou-Aares et al., 2008):

 ■ Selling medicines, supplies, and equipment (e.g., 
manufacturers, wholesalers).

 ■ Selling supply chain services, such as procurement, 
transportation, warehousing, and information 
and financial services to one or more channels. 
Services may include supply chain design, needs 
quantification, or logistics management and infor-
mation system design.

 ■ Providing a distribution channel (e.g., via a phar-
macy, private health clinic, or franchise network).

 ■ Assisting in implementation of supply-chain best 
practices, such as scheduled delivery networks, 
integrated supply chains, pay-for-performance 
systems, or cash-to-cash cycle time management 
approaches (e.g., consultants, trainers, educators, 
change agents).

Private pharmaceutical outlets are often more 
numerous than their government counterparts, and 
play an important role in the provision of health 
services in many countries, particularly in rural and 

underserved communities (Abuya et al., 2007). Many 
countries also have thriving illegal markets that offer 
pharmaceuticals at retail and sometimes wholesale 
levels. Understanding the systems that supply medi-
cines to these providers is critical for designing effec-
tive interventions to improve quality and affordability 
in this sector (EXHIBIT 16-4).

Several strategies have been developed to engage 
the private sector, particularly retail shop owners, in 
an attempt to increase access to essential medicines. 
These efforts include training (Marsh et  al., 2004; 
Patouillard, Hanson, & Goodman, 2010) franchising 
(Chiguzo, Mugo, Wacira, Mwenda, & Njuguna, 2008), 
and accreditation (Management Sciences for Health, 
2010), all of which have had some success. EXHIBIT 16-5 
describes how Tanzania has used accredited drug dis-
pensing outlets to increase access to artemisinin-based 
combination therapies for malaria.

Mixed Systems and Interconnectedness 
Between the Public and Private Sectors
Most countries have mixed public and private financ-
ing and delivery of care, such that the public sector may 
supply public health facilities, while the private sector 
supplies the public sector, private hospitals, clinics, and 
retail outlets. In many instances, there is a great deal of 
interaction between the two sectors, with both being 

EXHIBIT 16-4 The Private-Sector Distribution Chain for Antimalarial Medicines

In many LMICs, the retail sector plays an important role in the treatment of malaria. Retailers are perceived as being more 
accessible and responsive than other providers, and it is often claimed that they are better able to respond to public-sector 
failures. A wide range of retail outlets exist, including pharmacies, drug shops, general stores, market stalls, and itinerant 
hawkers, and the availability of antimalarial medicines is generally high. Yet important concerns have arisen regarding the 
performance of retailers in providing high-quality and affordable malaria treatment. Highly effective, but more expensive 
medicines are rarely available, especially in more remote and less formal outlets, and antimalarial medicines are often 
substandard or even fake.

A number of studies have explored the retail-sector distribution chain for antimalarial medicines, with a view toward 
understanding how retailers decide which medicines to stock and what prices to charge. Notably, variation in the 
number of levels within the chain has been found across countries. Within countries, there are generally more levels in 
the distribution chains serving more remote outlets and in those employing less qualified staff. As would be expected, 
fewer suppliers operate at the top of the chain than at the bottom, and some operate at more than one level, creating 
considerable overlap across chain levels. Different types of wholesalers usually supply different types of retail outlets. 
In Tanzania and Kenya, wholesalers that supply medicines alongside other commodities serve general shops, whereas 
wholesalers that specialize in handling medicines serve pharmacies and drug shops. Overall, wholesale markets tend to 
be relatively concentrated, especially at the top of the chain, where a relatively small number of importers account for 
most of the antimalarial volumes sold.

Wholesale price markups play a key role in determining affordability at the retail level. Markups vary significantly across 
chain levels, ranging from 2% to 67% at the level supplying retailers directly, and from 8% to 99% at those supplying 
higher levels. Retail markups tend to be higher, ranging from 3% to 566% in pharmacies, 29% to 669% in drug shops, and 
100% to 233% in general shops. 

Data from Patouillard, Hanson, & Goodman, 2010.
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involved in procurement, importation, financing, ser-
vice delivery networks, and market and product infor-
mation. In many countries, illicit flows may also occur 
within and between the sectors due to leakage from 
public sector facilities, diversions from the port, and 
donations by nongovernmental organizations (NGOs).

FIGURE 16-5 illustrates the potential flow of med-
icines in the public and private sectors, highlighting 
interactions among the various sectors and stakehold-
ers. Understanding these systems, and the connec-
tions between the public and private sectors, is critical 
to intervening to improve access and quality.

The Effect of Global Health Initiatives on 
the Pharmaceutical Distribution Chain
Since 2000, the emergence of several major 
 disease-specific global health initiatives (GHIs) has 
contributed to an unprecedented increase in the 
resources available for programs targeting some dis-
eases. Establishment of GHIs has led to large increases 
in the supply of and demand for medicines, vaccines, 
 insecticide-treated bed nets, and diagnostic and lab-
oratory materials, and has been associated with 
improvements in the quality, availability, and afford-
ability of many of these commodities, particularly in 
relation to vaccines and antiretroviral medicines for  

HIV/AIDS ( Chauveau, Meiners, Luchini,  & Moatti, 
2008;  Hagmann, 2001; Samb et al., 2009; Sharma, 2003).

In some instances, national governments and GHIs 
have worked together to strengthen national procure-
ment and distribution networks (Stillman & Bennett, 
2005). Nevertheless, although alignment with country 
procurement systems is included as one of the indica-
tors of aid effectiveness in both the 2005 Paris Decla-
ration on Aid Effectiveness and the 2008 Accra Agenda 
for Action, such synergy has not always been realized 
(Sjöstedt, 2013). In other instances, GHIs have dupli-
cated or displaced country supply chains, thereby cre-
ating parallel systems (Laing & McGoldrick, 2000).

Last Mile Distribution
Every supply chain has a literal last mile, the crucial 
final leg to reach the customer. In public health there 
is also the figurative “last mile,” referring to reaching 
the most isolated segments of the population. Most of 
those persons who lack access to medicines and vac-
cines are either the most remote, living far from paved 
roads and affordable transport, or the most economi-
cally impoverished. 

Several initiatives have been developed to 
address this last mile. Project Last Mile (PLM) is a 
 public–private partnership that transfers Coca-Cola’s 
 supply-chain management and marketing expertise to 

EXHIBIT 16-5 Increasing Access to Malaria Treatment in Tanzania Through Accredited Drug Dispensing Outlets 

When Tanzania shifted its recommended first-line treatment to an artemisinin-based combination therapy (ACT), the 
National Malaria Control Program (NMCP) recognized that a public sector–focused program alone would not benefit the 
majority of Tanzanians who treat malaria at home. Nevertheless, providing malaria therapy through the private sector in 
this country has its challenges: Registered pharmacies are scarce and charge unaffordably high prices for ACT, while retail 
medicine sellers are untrained and largely unregulated.

With funding from Management Sciences for Health’s Rational Pharmaceutical Management Plus Program, the 
Tanzania Food and Drug Authority and NMCP designed a plan to make subsidized ACTs available through accredited 
drug dispensing outlets (ADDOs) in the Morogoro and Ruvuma regions. The ADDO program is an innovative public–
private initiative that uses accreditation, inspection, incentives, and training to increase access to essential medicines. Its 
design included allowing prescription ACTs to be sold in ADDOs, training ADDO dispensers on the new treatment, and 
collaborating with stakeholders to determine the price at which ADDOs would sell subsidized ACTs.

The pilot program covered approximately 2.9 million people, or approximately 8.4% of the population of Tanzania. In 
the Morogoro and Ruvuma regions, 1,363 ADDO dispensers from 650 ADDOs have been accredited and trained and are 
now identifying and treating uncomplicated malaria with ACTs. In comparison, only 600 pharmacists exist in the public 
and private sectors in the entire country.

One year after the pilot program was initiated, a review of records from 448 ADDOs indicated that the percentage 
of ADDOs that dispensed at least one course of ACT rose from 26.2% during July–September 2007 to 72.6% during 
April–June 2008, and that ADDOs dispensed more than 300,000 treatments over the same period. For the five districts 
in Ruvuma that reported data for July–September 2008, this percentage increased to 81.5%. These results illustrate the 
enormous potential of ADDOs to improve community access to recommended malaria medicines through the private 
sector. 

Data from Rutta, 2013; Management Sciences for Health, 2010.
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help governments and health systems in seven coun-
tries deliver life-saving medicines and supplies to hard-
to-reach communities across Africa. The initiative 
began in 2010 with a mission to transform the delivery 
of medical supplies in Tanzania, and expanded in 2014 
with more than $21 million in additional investment 
and an ambition to help support 10 African countries 
by 2020. PLM teams have since worked with Minis-
tries of Health in Ghana, Mozambique, Nigeria, and 
South Africa to improve the availability of essential 
medicines (Village Reach, 2012).

 ▸ Affordability
Affordability is a key factor affecting access to phar-
maceuticals. It relates the price that a patient must pay 
for a product to the amount that the person is able to 
pay. While medicines are sometimes provided for free 

at public health facilities, patients frequently seek care 
outside the public sector—for example, in private drug 
shops, clinics, or pharmacies. Even where medicines 
are officially free in the public sector, stock-outs and 
informal charges may mean that patients still incur 
payments to obtain them. Medicines are sometimes 
included in insurance benefit packages, but they may 
nonetheless require a copayment. Thus, in many cases, 
patients are required to make out-of-pocket payments 
to purchase medicines when they are ill.

Affordability of medicines is commonly measured 
in three ways (Niëns et  al., 2012; WHO & Health 
Action International [HAI], 2008):

 ■ The “catastrophic payment” method is based on 
the ratio of medicine expenditure to total house-
hold resources.

 ■ The impoverishment method examines a house-
hold’s residual income after paying for a good.

FIGURE 16-5 Flow of medicines in the public and private sectors.
Modified from Management Sciences for Health. (2012). MDS-3: Managing access to medicines and technologies. Arlington, VA: Management Sciences for Heatlh.
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 ■ The WHO/HAI method expresses affordability as 
the number of days’ wages (e.g., of the  lowest-paid, 
unskilled government worker in a given setting) 
required to purchase a treatment course.

To illustrate, the affordability of salbutamol inhaler, 
a medicine commonly used to treat asthma, purchased 
in the private sector is outlined in TABLE 16-4. As this 
example demonstrates, the significant variation in 
affordability for the same treatment is pronounced 
not only across countries, but also within countries 
between originator and generic brands (HAI, 2017).

This section examines some of the factors that 
have impacted the affordability of pharmaceuticals 
in LMICs, and explores the strategies that have been 
devised both to reduce the prices of pharmaceuticals 
and to increase financing for them.

Pharmaceutical Prices and Affordability
In LMICs, governments fund less than 35% of total 
pharmaceutical spending, compared with more than 
60% of such spending in high-income countries (Lu 
et al., 2011). While the affordability of pharmaceuticals 
is a key issue in all countries, it is of particular impor-
tance in LMICs, where less-developed health systems 
and lower wages generally result in a greater share 
of personal income being spent on health, thereby 
exposing households to the risk of catastrophic health 
expenditures (Lu et al., 2011). This situation is com-
pounded by the chronically low public-sector avail-
ability of pharmaceuticals, which forces many patients 
in these countries to purchase a high proportion of 
their pharmaceuticals from the private sector, often 

at greater cost (Cameron, Ewen, Auton, & Abegunde, 
2011).

Price is the most immediate factor that affects 
the affordability of pharmaceuticals. In the public 
sector, the efficiency of the procurement process is 
an important determinant of both the affordability 
and the availability of public-sector pharmaceuticals. 
A 2009 study that examined the government procure-
ment prices of 15 commonly purchased medicines in 
36 countries revealed that, although the median gov-
ernment procurement prices for those medicines were 
only 1.11 times the international reference prices from 
open international procurements for generic products 
(indicating a relatively good level of procurement effi-
ciency, on average), the range of procurement prices 
varied widely, from 0.1 to more than 5 times the 
international reference prices, indicating that the pro-
curement process often did not secure the best value 
(Cameron, Ewen, Ross-Degnan, Ball, & Laing, 2009).

To understand why medicine prices vary or may 
become unreasonably high, their many components 
must be elucidated. Beyond the upstream influences 
operating at the manufacturer level described earlier, 
the “downstream” elements differ by country, by sector 
of the health system, and by type of pharmaceutical, 
but generally include the manufacturer’s selling price; 
insurance, freight, port charges, inspection charges, 
and duties for imported products; the markups added 
by importers, wholesalers, and retail distributors; var-
ious taxes; and fees associated with dispensing.

Strategies to Improve Affordability by 
Reducing Pharmaceutical Prices
Several international panels have recommended a 
range of policies in an attempt to deliver more afford-
able pharmaceutical prices. Note, however, that the 
evidence for these recommendations comes largely 
from high-income settings, as research in this area has 
until recently been lacking in lower-income countries 
(Nguyen, Knight, Roughead, Brooks, & Mant, 2015). 
EXHIBIT 16-6 synthesizes a number of these recommen-
dations from WHO’s Guideline on Country Pharma-
ceutical Pricing Policies and The Lancet’s Commission 
on Essential Medicines Policies (WHO, 2015c; Wirtz 
et al., 2017). Along with these recommendations, the 
panels agree on a number of key principles for con-
sideration when choosing to act on high pharmaceu-
tical prices. Generally, countries should select several 
complementary policy options that are appropriate to 
their particular health system, pharmaceutical market 
composition, national priorities, available resources, 
and human rights considerations.

TABLE 16-4 Affordability of One Salbutamol Inhaler 
(100 mcg/dose) Purchased from the Private Sector in 
Selected Countries, 2013

Country (Date of 
Survey)

Originator 
Brand

Lowest-
Priced 
Generic 
Brand

Burundi (August 2013) 4.2 days 1.4 days

Egypt (September 2013) 0.3 day 0.3 day

Sudan (February 2013) 2.5 days 1.4 days

Tajikistan (June 2013) 3.3 days 3.1 days

Data from Health Action International, 2017.
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Two of the price-reduction mechanisms in Exhibit 
16-6 have more recently been debated: The reduction 
of taxes and tariffs and the use of the public health 
safeguards incorporated into the WTO’s Agreement 
on Trade-Related Intellectual Property Rights (see 
the International Trade and Health chapter for greater 
detail on TRIPS).

Tariffs and taxation are important tools wielded by 
governments to ensure economic growth and national 
development. For medicines, it has been argued that 
measures such as import duties foster the growth of 
the local pharmaceutical industry by protecting it from 
international competition. However, tariffs and taxes 
levied on medicines are widely regarded as regressive, 
disproportionately affecting the poor, who are more 
likely to experience ill health and pay a larger share 
of their income for treatment than their richer coun-
terparts. Recent studies have concluded that, although 
tariffs do contribute to the final price the patient pays 
for medicines in many countries, their overall share 
of the final price has been falling over time. Domestic 

taxes such as value-added tax (VAT) or sales tax are 
now more likely to be a key driver of medicine price, 
with these tax rates in LMICs ranging from 2.9% to 
34% (Creese, 2011). Although government revenues 
raised by taxing medicines have been shown to be 
small (Olcay & Laing, 2005), advocates for removing 
or reducing these taxes have recognized the challenge 
of lobbying effectively for a loss of government rev-
enue. “Healthy taxation,” which sanctions the taxing 
of risky and unhealthy behavior and products (e.g., 
cigarettes) rather than targeting health-promoting 
ones (e.g., essential medicines), has become a potent 
argument to reform tax regimes to improve medicine 
affordability (Creese, 2011).

Although the TRIPS flexibilities designed to pro-
tect public health have not been widely used, they 
have been most successfully applied to supply generic 
antiretroviral medicines in a number of LMICs; less 
frequently, they have been used to secure access to 
affordable treatments for cancer, arthritis, and avian 
flu (‘t Hoen, 2016). Even the simple threat of issuing 

EXHIBIT 16-6 Recommended Policies to Reduce Prices of Essential Medicines in LMICs

Procurement Interventions
 ■ Pooled procurement using limited competitive bidding/tendering
 ■ Pooled procurement or use of monopsony power (e.g., where large public or social health insurers operate), with 

price negotiation based on volumes procured or on inclusion in a reimbursement list

Pro-Generic Policies
 ■ Use of international nonproprietary names when prescribing, rather than brand names
 ■ Mandatory generic substitution or enablement of generic substitution by pharmacists and other dispensers
 ■ Measures to enable early and prompt entry of generics

Pricing Interventions
 ■ Reduction or removal of duties, tariffs, import taxes, or sales taxes, particularly for essential medicines
 ■ Internal/within-country reference pricing by chemical entity, pharmacologic class, or indication
 ■ External reference pricing for procurement and price benchmarking
 ■ Regulation of wholesaler and retailer markups, with preference for regressive markups (i.e., lower markup for  

higher-priced products), rather than fixed-percentage markups
 ■ Regulation of professional fees
 ■ Regulation of annual factory-gate price increases
 ■ Patent-related interventions such as encouragement of voluntary licensing and patent pools

Trade-Related Aspects of Intellectual Property Rights Flexibilities
 ■ For LMICs, postpone the granting or enforcement of medicine patents or other market exclusivity rights that  

would prevent the registration of a generic product
 ■ Parallel importation
 ■ Compulsory licensing
 ■ Government use licensing
 ■ Application of strict patentability criteria

Modified from WHO, 2015c, Wirtz et al., 2017b.
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compulsory licenses by several LMIC governments 
has proved useful in the past to negotiate lower prices 
for patented medicines for HIV and cancer (Coriat, 
2008; ‘t Hoen, 2016). Nevertheless, these flexibili-
ties are under continual threat from the inclusion 
of so-called TRIPS-plus measures in bilateral and 
regional trade agreements between powerful trading 
nations and LMICs. These agreements include intel-
lectual property rights obligations that go well beyond 
the TRIPS minimum standards and supersede them 
in these jurisdictions (Kerry & Lee, 2007).

External Financing of Pharmaceuticals
Chronic underfunding of their broader healthcare 
infrastructure has led some countries to rely on exter-
nal funding to support access to medicines. For exam-
ple, by 2016, 45% of the $30 billion disbursed by the 
Global Fund went directly to ministries of health, 
much of which was spent on pharmaceuticals and 
strengthening the distribution chain; another 30% of 
Global Fund disbursements went to civil society orga-
nizations, many of which run pharmaceutical-related 
programs that complement those found in the public 
sector (Global Fund, 2017b). Other prominent sources 
of external funding for pharmaceuticals include the 
GAVI Alliance, which has been co-financing country 
procurement of vaccines for immunization programs 
since 2007 (GAVI, 2016), and the Global Drug Facil-
ity, which provides financial and technical support to 
countries to procure TB treatments and other com-
modities (Arinaminpathy, Cordier-Lassalle, Lunte, & 
Dye, 2015; Stop TB Partnership & WHO, 2014).

 ▸ Safe and Effective Use 
of Medicines

Even when the right medicines are in the right place 
and are affordable, many challenges remain in ensur-
ing safe and effective therapy. Are the medicines of 
appropriate quality? Are they being used appropri-
ately? What must be done to ensure their continued 
safety? These are the questions to which we now turn.

Rational Use of Medicines
The concept of rational medicine use has been 
adopted by many countries. According to WHO 
(2010d), the rational use of medicines requires that 
“patients receive medications appropriate to their 
clinical needs, in doses that meet their own individ-
ual requirements, for an adequate period of time, 
and at the lowest cost to them and their community.” 

This definition is expressed in medical and financial 
terms, but patients have their own rationale for taking 
medicines. Thus, what may be seen as irrational from 
a medical  perspective—for example, interrupting a 
treatment course of antimalarials when symptoms 
recede—may be perceived as entirely rational from 
the consumer’s point of view.

Nonrational use of medicines takes many forms 
and can occur at the prescribing, dispensing, and 
patient administration stages. Studies in both high- 
income countries and LMICs have described numerous 
examples of nonrational medicine use (EXHIBIT 16-7).

The nonrational use of medicine carries enor-
mous costs and impacts. In addition to inefficient use 
of limited resources, such use may lead to adverse 
clinical consequences and unnecessary suffering in 
patients. Wasting resources in this way may lead to 
increased costs later and the need to use more expen-
sive medicines. In addition, nonrational use can lead 
to increased morbidity and mortality, along with 
increased risks of adverse drug reactions and the 
emergence of antibacterial resistance (discussed later 
in the chapter).

Medicine Use Behavior
The use of medicines has to be viewed in both bio-
medical and social contexts. A number of actors 
(principally prescribers, dispensers, and patients) are 

EXHIBIT 16-7 Examples of Nonrational 
Medicine Use

 ■ Polypharmacy (multiple prescriptions or 
over-prescription)

 ■ Use of medicines that are not related to diagnosis
 ■ Unnecessarily costly medicines
 ■ Inappropriate prescription and use of antibiotics
 ■ Indiscriminate use of injections
 ■ Irrational self-medication with underdosing and 

overdosing
 ■ Incorrect administration, dosages, timing, 

formulation, or duration
 ■ The use of medicines when no medicine therapy is 

indicated
 ■ Failure to prescribe available, safe, and effective 

medicines
 ■ Poor adherence to tuberculosis treatment
 ■ Underuse of effective medicines for hypertension 

and depression
 ■ Hospital medicine use problems such as antibiotic 

misuse for surgical prophylaxis

Wiedenmayer, 2004.

Safe and Effective Use of Medicines 749



engaged in this process, which involves a number of 
steps:

1. Diagnosis: Identification of what is wrong.
2. Therapy: Development of a therapeutic 

objective and plan.
3. Prescribing: Information, instructions, 

warnings, and prescription writing.
4. Dispensing: Supply, advice, counseling, 

instructions, and warnings.
5. Adherence by the patient: Understanding of 

the therapy, patient responsibility, and valu-
ing of treatment.

The factors that determine patterns of individual 
medicine use are complex. The medicine use system 
in which they occur is part of a larger healthcare sys-
tem, which is itself shaped by the social, cultural, eco-
nomic, and political contexts of the country concerned. 
Furthermore, both prescriber and patient bring a host  
of beliefs and motivations to their interaction. For 
example, the use of medicines may be discouraged as 
a result of social stigma associated with enrollment in 
an HIV medicine program, as this signals the patient’s 
HIV/AIDS status (Connelly & Rosen, 2006). Failure 
to understand the local cultural context is a common 
cause of inappropriate medicine use (Wiedenmayer, 
2004). For example, in some countries, medicines that 
are red in color are thought to be good for the blood. 
Injections and suppositories may be more acceptable 
in some countries than others based on local beliefs. 
Moreover, there is a widespread belief that antibiotics 
are effective against viruses, as well as lack of trust in the 
safety of vaccines (Vaccine Confidence Project, 2015).

Strategies to Improve Medicine Use
Improving the use of medicines by health workers 
and the general public is crucial to reducing morbid-
ity and mortality from both communicable and non-
communicable diseases, preventing and minimizing 
drug resistance, and controlling expenditures. Thera-
peutically sound and cost-effective use of medicines 
by health professionals and consumers needs to be 
achieved at all levels of the health system, in both the 
public and private sectors. A sound rational-use pro-
gram has three elements that are formulated to reflect 
the main responsibilities of a national essential medi-
cine program (EXHIBIT 16-8).

WHO and the International Network for  Rational 
Use of Drugs (INRUD) have developed extensive 
resources and literature on the promotion of ratio-
nal medicine use. INRUD’s Drug Use Bibliography is 
an annotated list of published and unpublished arti-
cles, books, reports, and other documents related to 

medicine use, with a special focus on LMICs (INRUD, 
2017). A framework linking strategies to improve use 
and other elements of the process has been developed 
(FIGURE 16-6).

Effectiveness of Interventions to Improve 
Medicine Use
In general, medicine use can best be improved through 
interventions targeted at specific problems with an 
identifiable audience, or by a system change such as 
preventing the unnecessary prescribing of expensive 
branded medicines through use of nationally accepted 
clinical practice guidelines. The most effective med-
icine use intervention is one that is participatory, 
interactive, problem based, and focused. It is usually 
more efficient and effective to combine a number of 
strategies into a multifaceted intervention to improve 
medicine use.

Some strategies have proved more successful 
than others. A review by Laing et al. (2001) identified 
10 key factors that have been shown to make a differ-
ence (EXHIBIT 16-9).

Quality of Medicines
A prerequisite for the rational use of medicines is 
that they should be of good quality, both at the time 
of manufacture and at the time of consumption by 
the patient. Unfortunately, a wide variety of potential 
hazards may emerge between the manufacture and 
end use of these products. Substandard and counter-
feit medicines are major problems on a worldwide 
basis, as are smuggling and the illegal importation of 

EXHIBIT 16-8 Elements of Rational Medicine 
Use Programs

 ■ Rational use of medicine strategy and monitoring: 
Advocating rational medicine use, identifying and 
promoting successful strategies, and securing 
responsible medicine promotion.

 ■ Rational use of medicines by health professionals: 
Working with countries to develop and update 
treatment guidelines, national essential medicine 
lists, and formularies, and supporting training 
programs on rational use of medicines.

 ■ Rational use of medicines by consumers: Supporting 
creation of effective systems of medicine 
information, and empowering consumers to take 
responsible decisions about their treatment.

Reprinted from Essential Medicines and Health Products. (2010). Activities, world 
health organization, rational use of medicines. http://www.who.int/medicines/areas 
/rational_use/rud_activities/en/
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FIGURE 16-6 Framework for improving medicine use.
From Management Sciences for Health. (2012). MDS-3: Managing access to medicines and technologies. Arlington, VA: Management Sciences for Heatlh. http://apps.who.int/medicinedocs/documents/s19577en/s19577en.pdf

EXHIBIT 16-9 Recommendations to Improve Use of Medicines in LMICs

1. Establish procedures for developing, disseminating, utilizing, and revising national (or hospital-specific) standard 
treatment deadlines.

2. Establish procedures for developing and revising an essential medicine list (or hospital formulary) based on 
treatments of choice.

3. Request hospitals to establish representative Pharmacy and Therapeutics Committees with defined responsibilities 
for monitoring and promoting quality use of medicines.

4. Implement problem-based training in pharmacotherapy in undergraduate medical and paramedical education 
based on national standard treatment guidelines.

5. Encourage development of targeted, problem-based, in-service educational programs by professional societies, 
universities, and the ministry of health, and require regular continuing education for licensure of health 
professionals.

6. Stimulate an interactive group process among health providers or consumers to review and apply information 
about appropriate use of medicines.

7. Train pharmacists and medicine sellers to be active members of the healthcare team and to offer useful advice to 
consumers about health and medicines.

8. Encourage active involvement by consumer organizations in public education about medicines, and devote 
government resources to support these efforts.

9. Develop a strategic approach to improve prescribing in the private sector through appropriate regulation and 
long-term collaborations with professional associations.

10. Establish systems to monitor key pharmaceutical indicators routinely so as to track the effects of health-sector 
reform and regulatory changes.

Data from Laing et al., 2001.

medicines. These activities present major challenges 
to national authorities, and seriously undermine ini-
tiatives aimed at rational medicine use.

Defining Quality of Medicines
Two concepts that need to be distinguished are qual-
ity assurance (QA) and quality control (QC). QA is 
the whole process of assuring quality from manufac-
turer to end user. By contrast, QC involves testing key 
characteristics of the final product, including the iden-
tity and potency of the active ingredient, the content 

range (with the acceptable range usually set at 95% to 
110%), purity (involving checks to exclude contami-
nating substances or microorganisms), uniformity (in 
terms of color, shape, and size), bioavailability (the 
rate and extent of absorption of a medicine into the 
body), and stability (adequate shelf life and expiry). 
Thus, QA in pharmaceutical supply is not the same as 
QC in manufacturing.

Detailed descriptions of medicine characteris-
tics and of analytical techniques to verify them are 
laid down in national pharmacopoeias such as the 
United States Pharmacopoeia (USP) and the British 

Education | formal and informal training
Management | guided decision making
Regulation | standards enforcement and accreditation
Economic | cost sharing and incentives/ disincentives
                                                                      (selected examples)

Health facilities | Laboratories | Pharmacies | Drug shops | Communities | Households

Systems
Public
Private

Providers
Prescribers
Dispensers
Technicians

End users
Patients
Caregivers

Strategies to improve use
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Pharmacopoeia (BP). WHO publishes an International 
Pharmacopoeia (Ph.Int.), which from 1975 has focused 
on WHO’s Model List of Essential Medicines (WHO, 
2017c). More recently, it has emphasized medicines 
of major public health importance and those recom-
mended by specific WHO disease programs, such as 
medicines to treat malaria, TB, and HIV/AIDS, as 
well as medicines for children. Priority is also given to 
medicines evaluated by WHO’s  Medicines Prequalifi-
cation Program.

Two other concepts that need to be distinguished 
are substandard and counterfeit medicines. Counter-
feit medicines are addressed later in this section. WHO 
(2010e) defines substandard medicines (also called 
out-of-specification [OOS] products) as “genuine med-
icines produced by manufacturers, authorized by the 
National Medicines Regulatory Authority (NMRA), 
which do not meet quality specifications set for them by 
national standards.” Normally, medicines produced by 
manufacturers have to comply with a set of quality spec-
ifications, and NMRAs review products against these 
criteria before they are authorized for marketing. The 
quality of medicines reaching the patient can be affected 
by the manufacturing process, packaging, transporta-
tion and storage conditions, handling, and other factors.

These influences can be cumulative. Loss of activity 
due to the instability of the drug itself is unusual; instead, 
poor initial quality of the medicine is the more serious 
problem. Substandard medicines include those with 
a loss of potency due to poor bioavailability, expiry, or 
poor storage conditions; those with too-low or too-high 
concentration of active ingredients due to manufactur-
ing or compounding error and counterfeiting; those that 
have degraded into toxic substances; those producing 
adverse reactions; and injectables, creams, syrups, and 
eye drops that have been contaminated with bacteria or 
fungi. Substandard medicines remain a serious problem 
in resource-poor settings (Caudron et al., 2008).

Quality Assurance Programs
The three main activities involved in assuring the 
quality of medicines are registration of medicines with 
the NMRA, inspection of manufacturing plants to 
ensure compliance with Good Pharmaceutical Man-
ufacturing Practice (GMP), and testing of medicines 
based on product types and characteristics. GMP cov-
ers all aspects of production, with its guidelines focus-
ing on personnel, facilities, equipment, sanitation, 
raw materials, manufacturing processes, labeling and 
packaging, quality control systems, self-inspection, 
distribution, documents and records, and complaints 
and adverse medicine reaction systems.

Quality assurance programs must include train-
ing and supervision of staff involved at all stages 
of the process. Effective information systems are 
essential for following up and documenting quality 
problems. Although the foundation of QA consists 
of regulations and standards, it is the people who 
enforce the regulations or work to comply with the 
standards who make the difference between QA and 
the lack of it (WHO, 2007). WHO’s prequalification 
program is another mechanism for ensuring pharma-
ceutical quality, including the quality of new products 
(WHO, 2017e).

Role of Regulatory Agencies
An important determinant of both QA and medi-
cine quality is effective medicine regulation. When 
enforcement is weak or lacking, pharmaceutical man-
ufacturers, importers, and distributors may ignore 
regulatory requirements; in turn, the quality, safety, 
and efficacy of both imported and locally manufac-
tured medicines may be compromised. In most coun-
tries, national legislation is often not equipped to 
deal with the extremely serious health consequences 
of counterfeit medical products, and penalties for 
counterfeiters are too light to act as real deterrents 
(International Medical Products Anti-Counterfeiting 
Taskforce [IMPACT], 2011).

Both NMRAs and WHO play an important part 
in ensuring the quality of medicines. Regulatory deci-
sions on medicines have been compiled by the United 
Nations in its Consolidated List of Products Whose 
Consumption and/or Sale Have Been Banned, With-
drawn, Severely Restricted or Not Approved by Govern-
ments (United Nations, 2005; WHO, 2010c)

Counterfeit Medicines
A separate and distinct issue from substandard medi-
cines is the proliferation of counterfeit medicines. The 
problem of counterfeit medicines was first addressed 
at the international level in 1985 at the Conference 
of Experts on the Rational Use of Drugs in Nairobi. 
A number of initiatives on this front have since been 
undertaken. In 2006, WHO launched the Interna-
tional Medical Products Anti-Counterfeiting Task-
force as part of the Declaration of Rome. Today, this 
body remains the main conduit for WHO’s work 
against counterfeiting operations.

WHO has defined a counterfeit medicine as “one 
which is deliberately and fraudulently mislabeled with 
respect to identity and/or source. Counterfeiting can 
apply to both branded and generic products, and coun-
terfeit products may include products with the correct 
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ingredients or with the wrong ingredients, without 
active ingredients, with insufficient active ingredients 
or with fake packaging” (IMPACT, 2006). This defini-
tion has not been universally accepted, however, which 
has made it difficult to exchange information between 
countries and to measure the size of the problem.

The cost of counterfeit medicines is not measured 
purely in financial terms (Burki, 2010), because these 
products constitute a serious health risk for the world’s 
population. Trade in counterfeit medicines is a serious 
crime. In recent years, increasing international trade 
of pharmaceuticals and sales via the Internet have 
facilitated the entry of counterfeit products into the 
distribution chain. In areas in some LMICs, more than 
30% of medicines sold are counterfeit. Counterfeiting 
is increasing, and it is estimated that more than 70% of 
this practice occurs in LMICs (IMPACT, 2006).

Medicines are attractive to counterfeiters for a 
number of reasons. They are high-value items for 
which demand exceeds supply, and their ingredient 
costs can be low. Moreover, production can often be 
undertaken using simple equipment, and overhead 
costs are minimal. Finally, patients are rarely in a posi-
tion to judge the quality of a medicine. The counter-
feiting of medicines tends to thrive where medicines 
distribution systems are weak or uncoordinated.

The majority of counterfeit cases involve tab-
lets and capsules. Antibiotics, hormones, analgesics, 
 antihistamines, and steroids account for almost 60% 
of reported cases of counterfeit medicines. In approx-
imately one-third of cases, products contain no active 
ingredient; in 20% of cases, they contain an incor-
rect quantity of that ingredient. In a further 20% of 
cases, the medicines contain the wrong ingredient, 
and in almost 10% of cases, they contain high lev-
els of impurities and contaminants (Deisingh, 2005). 
Counterfeit medicines pose a serious health risk to 
patients and are a major cause of waste of both public 
and private funds.

A wide range of methods are now available for 
the detection of counterfeit medicines (WHO, 2010a). 
Although some require the use of expensive equip-
ment, simple chemical approaches have also been 
developed. An initiative of pharmaceutical companies 
in Germany, the Global Pharma Health Fund (GPHF) 
has developed an inexpensive field test kit or “Minilab”  
with rapid, simple-to-use tests for medicine qual-
ity verification and counterfeit medicine detection.  
More than 800  Minilabs have since been supplied 
across 95 countries; Cambodia, Laos, Vietnam, Mad-
agascar, Nigeria, and Tanzania have also adopted this 
technology for postmarketing antimalarial drug qual-
ity monitoring (GPHF, 2017).

WHO has published guidelines for the develop-
ment of measures to combat counterfeit medicines. 
EXHIBIT 16-10 lists the steps that should be taken to 
curb medicines counterfeiting.

Many countries are stepping up their offensives 
against the counterfeiting problem, but the results 
have so far been mixed. In Nigeria, intensive action 
has led to the proportion of fake or adulterated med-
icines in circulation being reduced from 70% to 16%; 
in contrast, in India, the share of spurious medicines 
has grown from 10% to 20% of the market (IMPACT, 
2006). Global action will be necessary if this problem 
is to be contained, and suggestions have been made 
as to how this goal might be achieved (Attaran et al., 
2012). In Europe, a concerted effort is being made to 
tackle the problem by means of a Falsified Medicines 
Directive (EXHIBIT 16-11).

EXHIBIT 16-10 WHO-Recommended Steps  
to Curb Medicines Counterfeiting

 ■ National laws should regulate the manufacture, 
trade, distribution, and sale of medicines 
effectively, with severe penalties being imposed 
for manufacturing, supplying, or selling counterfeit 
medicines.

 ■ The NMRAs responsible for the registration and 
inspection of locally manufactured and imported 
medicines should be strengthened.

 ■ NMRAs should develop standard operating 
procedures and guidelines for the inspection of 
suspected counterfeit medicines, and should 
initiate widespread screening tests for the 
detection of such products.

 ■ Adequate training and powers of enforcement 
against counterfeit medicines operations should 
be given to personnel by NMRAs, the judiciary, 
customs personnel, and police.

 ■ Partnerships should be established between 
health professionals, importers, industry, and local 
authorities to combat counterfeit medicines.

 ■ Countries should systematically use WHO’s 
Certificate Scheme on the Quality of 
Pharmaceutical Products Moving in International 
Commerce. Countries in the same region should 
work toward harmonization of their marketing 
authorization procedures.

 ■ Countries should exchange experience and 
expertise in areas related to quality control, 
medicine detection, and enforcement. 

Modified from World Health Organization (WHO). (2003). Counterfeit drugs: Action  
sheet. http://www.wpro.who.int/mediacentre/factsheets/fs_200311_Counterfeit 
_drugs/en/
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Medicine Safety Issues
The availability of medicines of appropriate quality pres-
ents its own problems, as the use of any medicine brings 
with it the possibility of unintended consequences. Any 
injury occurring at the time a medicine is used, whether 
or not it is identified as a cause of the injury, is described 
as an adverse drug event (ADE) (International Council 
for Harmonization of Technical Requirements, 1996). 
An adverse drug reaction (ADR) is a special type of 
ADE in which a causative relationship can be shown. 
Both ADRs and ADEs are different from acciden-
tal or deliberate excessive dosage and administration 
errors. They also differ from “side effects,” as this term 
also applies to effects that may be beneficial (Nebeker, 
Barach,  & Samore, 2004). A range of approaches are 
used to report and analyze ADRs, including pharma-
covigilance and postmarketing surveillance.

Adverse Drug Reactions
An ADR has been defined as “any response to a med-
icine which is noxious, unintended, and occurs at 
doses normally used for prophylaxis, diagnosis, or 
therapy” (Kanjanarat et al., 2003). ADRs are unwanted 
effects of a medicine, including idiosyncratic ones, 

which occur during its proper use. They may occur 
following a single dose or after prolonged administra-
tion of a medicine, or result from the combination of 
two or more medicines; they can be either predictable 
or unpredictable. ADRs may be easily confused with 
outcomes of disease processes and are sometimes dif-
ficult to distinguish from other causes. WHO has pro-
posed a stepwise approach to assessing possible ADRs 
and has published a guide to detecting and reporting 
adverse drug reactions (WHO, 2017a).

Patients may respond differently to the same treat-
ment, so their risk of ADRs likewise varies. Genetic 
makeup and concurrent disease, for example, can 
make a patient more prone to ADRs. The very old and 
the very young are more susceptible to such reactions. 
Drug–drug interactions are some of the most com-
mon causes of adverse effects. Interactions can also 
occur with alcohol and traditional medicines.

Pharmacovigilance
Pharmacovigilance is defined as the science and activ-
ities relating to the detection, assessment, understand-
ing, and prevention of adverse effects or any other 
medicine-related problem (WHO, 2017d). In recent 
years, pharmacovigilance has extended its remit to 
include herbals, traditional and complementary med-
icines, blood products, biologicals, medical devices, 
and vaccines. The major source of new information 
about ADRs is spontaneous reporting.

Pharmacovigilance also extends to the regula-
tory measures required to prevent future ADRs and 
improve the benefit–risk ratio of pharmaceuticals. It 
supports effective decision making by NMRAs and 
facilitates the exchange of medicine safety informa-
tion between countries and the monitoring of global 
trends in ADRs.

Once limited to the high-income world, pharma-
covigilance has developed rapidly. Reliable systems of 
pharmacovigilance are now recognized as a prerequi-
site for the rational, safe, and cost-effective use of med-
icines in all countries (Mahmood, Tahir, & Haq, 2011). 
A regional pharmacovigilance network and training 
center for West Africa has been developed (Strength-
ening Pharmaceutical Systems Program, 2011), and 
similar collaborations are under development else-
where. Progress is patchy, however: In Pakistan, 
pharmacovigilance is practically nonexistent despite 
widespread recognition of the vital contribution it can 
make to best patient care (Hussain & Jamshed, 2016).

Postmarketing Surveillance
Premarketing trials of medicines are undertaken 
on relatively small numbers of patients and lack the 

EXHIBIT 16-11 Europe and the Falsified Medicines 
Directive 

For several years the European Union has been 
concerned about the threat of counterfeit or “falsified” 
medicines to public health and safety in its member 
states. In 2011, the European Commission (2017) 
started work to amend Directive 2001/83/ED to address 
these concerns under the Falsified Medicines Directive 
(FMD). The FMD is designed to protect patient safety 
by minimizing the chances of counterfeit medicines 
entering the established medicines supply chain across 
Europe. It will enable manufacturers, wholesalers, 
distributors, and all parties who supply medicines to 
patients to verify the authenticity of a medicinal product, 
identify individual packs, and check whether the outer 
packaging of medicines has been tampered with. 
Manufacturers will be obliged to apply a range of safety 
features to every pack, including a tamper-proof security 
seal and a two-dimensional barcode, which will be 
authenticated before dispensing. Data will be managed 
by the European Medicines Verification Organization, 
supported by the Medicines Verification Organizations of 
EU member states. Manufacturers will check packs into 
the database, and only those that can be authenticated 
by scanning the barcode will be dispensed. 

Data from Robinson, J., 2016; European Commission, 2017. 
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power to detect important but less common ADRs, to 
detect ADRs that occur in a delayed fashion after the 
original use of the medicine, or to detect consequences 
associated with long-term medicine administration. 
Premarketing trials often do not include special pop-
ulations such as pregnant women, the elderly, or chil-
dren, all of whom may be at risk from unique ADRs or 
from an increased frequency of ADRs compared with 
the general population.

For these reasons, postmarketing surveillance is an 
important tool to detect less common, but sometimes 
serious ADRs. The spontaneous reporting of ADRs is 
the cornerstone of postmarketing surveillance. Such 
reports can be made to the NMRA or to the pharma-
ceutical company concerned. Companies may also have 
to submit international reports, giving details of ADRs 
reported in other countries, to the national authority. 
In certain countries, only doctors are allowed to report 
suspected ADRs; in others, reports from a wider group 
of health professionals—sometimes including phar-
macists and nurses—are accepted. The frequency of 
reporting varies considerably between countries, but it 
is estimated that only 1% to 10% of all cases are actu-
ally reported to the authorities.

Postmarketing surveillance also includes the 
inspection of premises, documents, products, and 
the practice of personnel in charge to ensure compli-
ance with laws and regulations (Chaiyakunapruk &  
Jones, 2016).

Many countries have established monitor-
ing systems for early detection and prevention of 
 medicine-related problems. Postmarketing surveil-
lance is mainly coordinated by national pharmacovig-
ilance centers, which collect and analyze case reports 
of ADRs, distinguish signals from background noise, 
make regulatory decisions based on strengthened sig-
nals, and alert prescribers, manufacturers, and the 
public to new risks of ADRs. The number of national 
centers participating in WHO’s International Drug 
Monitoring Program increased from 10 in 1968 to 
120 in 2014, greatly strengthening its ability to detect 
ADRs (WHO, 2017h).

 ▸ Antimicrobials and 
Antimicrobial Resistance

Antimicrobial medicines, which kill or inhibit the 
growth of microbial organisms, are fundamental to 
modern medicine. They have made control and treat-
ment of previously incurable infectious diseases pos-
sible and enabled myriad medical procedures to be 
performed. Antimicrobial resistance (AMR), which 

refers to the ability of microbes to grow in presence 
of antimicrobials, presents a serious and imminent 
threat to global public health by undermining the 
effectiveness of existing antimicrobials in treating 
infections (see also the Infectious Diseases and Public 
Health Infrastructure chapters).

In a narrow sense, the term “antimicrobial resis-
tance” is used loosely to refer to antibiotic resistance. 
Although, scientifically speaking, both “antimicrobi-
als” and “antimicrobial resistance” are umbrella terms 
that apply to all types of microbes, including bacte-
ria, viruses, parasites, and fungi, many problems and  
challenges associated with antimicrobial resistance 
mainly concern the resistance of bacterial species. In 
those cases, policy makers, scientists, and the media 
alike sometimes use the term “antimicrobial” inter-
changeably with “antibiotic” or “antibacterial”; the lat-
ter actually concerns medicines that act only against 
bacteria (Mendelson, 2017).

AMR is driven by human activities. While AMR 
is a natural phenomenon that manifests the principles 
of Darwinian evolution, human activities can acceler-
ate its generation and amplify its spread in a highly 
dynamic and interconnected ecological network 
(Holmes et  al., 2016). Bacteria naturally colonize all 
types of physical environments of the socio- ecosystem, 
including residential, agricultural, aquacultural (fish 
farming), and industrial settings. They also reside in 
the living organisms that live within these settings, 
such as humans, farm animals, crops, and fish. Both 
extensive use of antibiotics in medicine, livestock pro-
duction, and fish farming, and industrial antibiotic 
pollution, which directly or indirectly releases anti-
biotics into these environments and the living organ-
isms within them, increase the exposure of bacteria to 
antibiotics, and consequently the selection pressure 
for antibiotic resistance. The resultant resistant genetic 
elements and bacteria are liable to spread across geog-
raphies and systems.

Consequences of Antibiotic Resistance
Antibiotic resistance across the globe has reached an 
alarming level. High rates of resistance to some of the 
most advanced antibiotics (such as third- generation 
cephalosporins and carbapenems) and to some of the 
most widely used antibiotics (such as fluoroquinolo-
nes) have been observed in bacteria that cause common 
healthcare-associated and  community-acquired infec-
tions in all WHO regions (WHO, 2014). In healthcare 
settings, a mix of gram-positive and gram-negative 
pathogens identified by the acronym ESKAPE (Entero-
coccus faecium, Staphylococcus aureus, Klebsiella 
pneumoniae, Acinetobacter baumannii, Pseudomonas 
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aeruginosa, and Enterobacter) are the major causes 
of nosocomial infections (Boucher et  al., 2009). At 
the community level, the leading causes of resistant 
infections are pneumonia- and meningitis-causing 
Streptococcus pneumoniae; the enteric pathogens Vib-
rio cholerae, Salmonella, Shigella, Escherichia coli, and 
 Campylobacter; and the urinary tract pathogens Esch-
erichia coli and Neisseria gonorrhoea (Laxminarayan 
et al., 2013).

The health and economic burdens imposed by 
such resistance are immense. Antibiotic resistance 
leads to increased morbidity and mortality, as well as 
longer treatment durations and higher costs (Fried-
man, Temkin, & Carmeli, 2016). In the United States 
and Europe, resistant infections cause an estimated 
23,000 and 25,000 deaths, respectively, each year; 
in LMICs, neonatal sepsis attributable to resistant 
infections alone causes an estimated 214,000 deaths 
each year (Laxminarayan, Sridhar, Blaser, Wang,  & 
Woolhouse, 2016). The economic burden of antibi-
otic resistance, although under-studied, is considered 
substantial. The overall economic burden of antibiotic 
resistance is roughly estimated to be $1.8 billion in 
Europe (European Centre for Disease Control, 2009) 
and $55 billion in the United States (Centers for Dis-
ease Control and Prevention [CDC], 2011). However, 
the lack of broader consideration for the fundamental 
role of antibiotics in medicine means that even existing 
upper-limit estimates are likely to be underestimates 
(Smith & Coast, 2013). In the worst-case scenario, the 
foundation of modern medicines could be shaken by 
an “antibiotic apocalypse,” in which effective antibiot-
ics run out in the face of rising resistance.

Upstream Availability of Antimicrobials
The scale of the challenge of AMR, as illustrated by 
the global disease burden of infectious diseases and 
its potential economic costs, contrasts sharply with 
the dwindling pipeline for novel classes of antimicro-
bials, especially antibiotics. Despite being one of the 
most widely used and profitable class of medicines—
accounting for 5% of the global pharmaceutical mar-
ket and generating global sales of $42 billion in 2009 
(So & Shah, 2014)—there has been significant stagna-
tion in the R&D of antibiotics. After the discovery of 
penicillin by Alexander Fleming in 1928, most other 
major classes of antibiotics, such as cephalosporins, 
tetracyclines, macrolides, and quinolones, were dis-
covered between the end of the 1940s and the early 
1960s (Monnet, 2005). Between 1960 and 2000, no 
new classes of antibiotics with novel molecular struc-
tures were approved (Walsh & Wencemicz, 2016). 
Although interest in antibiotic discovery has revived 

in recent years with the approval of several “first in 
class” antibiotics, the current pipeline does not offer 
potential treatment options for priority resistant bac-
teria, especially for multidrug- and extensively drug- 
resistant TB and gram-negative pathogens such as 
Acinetobacter baumannii, Pseudomonas aeruginosa, 
and Enterobacteriaceae (WHO, 2017b).

This lack of investment is the result of a mar-
ket failure created by the misalignment between the 
incentives created by the current pharmaceutical busi-
ness model and basic public health considerations. 
First, the target diseases of antimicrobials—infectious 
diseases—are categorized as Type II and III diseases, 
which mostly affect low-income countries; compared 
with high-income countries addressed by medicines 
for Type I diseases, the target market of antimicrobials 
is considered far less lucrative. 

Second, in a system where maximum profit is 
achieved by products that can be launched early, main-
tain effectiveness during their shelf life, and be sold as 
widely as possible, the unique properties of antibiotics 
make them an especially unattractive business propo-
sition. To start with, efforts to preserve the effectiveness 
of these novel products significantly limits their win-
dow of sales. Novel antibiotic products are advanced 
treatments whose launch is likely to be delayed until 
the effectiveness of existing products is near exhaus-
tion. Moreover, the highly regulated and restricted con-
sumption of novel antibiotics constrains the volume of 
sales. The duration of antibiotic treatment in general is 
already short, and use of novel products is constrained 
due to considerations for conservation. This creates a 
paradox that disincentivizes the pharmaceutical indus-
try: The more advanced a novel product, the less often 
it can be used and the lower its revenues.

With new antibiotics urgently needed, an increas-
ing number of innovative financing mechanisms and 
initiatives are being introduced to address this market 
failure and stimulate the R&D pipeline. These mech-
anisms aim to resolve the tension between antibiotic 
conservation and the current volume-based business 
model by delinking financial rewards from volume 
of sales. Delinkage rewards companies for successful 
innovation on some basis other than sales volume, 
such as value- or milestone-based payments (Rex & 
Outterson, 2016). With such a scheme, previously 
underestimated public health and societal benefits 
of antibiotics are recognized and realigned with eco-
nomic values. These include option value (in allowing 
preparedness for future epidemics), enablement value 
(in allowing other medical procedures to be under-
taken), and diversity value (in reducing selection pres-
sure on existing medicines) (Laxminarayan, Matsoso, 
et al., 2016; Laxminarayan & Weitzman, 2002).
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Numerous push, pull, and mixed incentives for 
delinkage have been proposed since the mid-2000s 
(Mossialos et  al., 2010), and some of these mecha-
nisms have been implemented by initiatives in Europe 
and North America (Renwick, Simpkin, & Mossialos, 
2016). Prominent examples of international  public–
private partnership programs are the European Com-
mission’s Innovative Medicines Initiative, WHO’s 
Global Antibiotic Research and Development Part-
nership, and Combating Antibiotic Resistant Bacteria 
Biopharmaceutical Accelerator (CARB-X), a partner-
ship of the U.S. Department of Health and Human 
Services, the Wellcome Trust, and Boston University 
School of Law (Renwick, Brogan, & Mossialos, 2016).

Access to, and Safe and Effective Use of, 
Antimicrobials
In tackling AMR, stimulating innovation of antimi-
crobials would be futile without ensuring adequate 
access to quality antimicrobials and their safe and 
effective use. Without access, innovation would be 
unjust; without efforts to conserve their effectiveness, 
investments in innovation and access would be waste-
ful (Hoffman & Outterson, 2015).

Access to novel antimicrobials is vital to treat-
ing increasingly resistant infections. Under the 
existing business model, the pricing of a novel med-
icine that has to be held back from the market and 
restricted in sales would likely be prohibitively high. 
Delinkage, with its rationale of separating costs from 
 volume-based sales by rewarding innovation itself, 
could also facilitate access by enabling scale-up of 
affordable products through licensing arrangements 
such as patent buy-out or other upfront agreements 
conditioned to ensure affordable access (Laxmi-
narayan et  al., 2013; So & Shah, 2014). However, 
delinkage is an indirect mechanism for addressing 
access, and practical challenges arise in incorporating 
access-enabling features in the design of such mecha-
nisms (Outterson et al., 2016).

Access to “old” but still useful antimicrobials is 
vital to safeguarding global health. Adequate access to 
antimicrobials has been a decisive factor in enabling 
modern medical procedures, significantly lowering 
the mortality associated with infectious diseases and 
leading to progress in maternal, neonatal, and child 
health worldwide (Laxminarayan et al., 2016; Mendel-
son et al., 2016). However, the lack of access to anti-
biotics remains a critical and worsening problem that 
affects both high-income countries and LMICs (Pul-
cini et al., 2017). The most influential upstream barrier 
to access concerns the lack of market availability, as 
pharmaceutical companies are deterred from entering 

the old antibiotics market—a generics  market—due 
to low profit margins (Pulcini et al., 2017). The main 
downstream barriers are financial (affecting afford-
ability), structural (affecting supply and distribution), 
and human resources (affecting capacity and manage-
ment) barriers.

While there are currently no specific mechanisms 
to support access to antibiotics, experience can be 
drawn from novel organizational, financing, logistic, 
and procurement models developed for infectious 
diseases including malaria, HIV, and TB, exemplified 
by the Global Fund’s Affordable Medicines  Facility–
Malaria and the U.S. President’s Emergency Plan for 
AIDS Relief (Årdal et al., 2016; Mendelson et al., 2016). 
Implementation of WHO’s Essential Medicines Policy, 
which has recently been overhauled in response to the 
escalating AMR crisis (Gulland, 2017), can also help 
LMICs improve access to quality assured antibiotics 
(Holloway & Henry, 2014). The Access to Medicine 
Foundation (2017) has developed a framework for 
benchmarking actions of pharmaceutical companies 
in improving global access to antimicrobials.

As much as ensuring adequate access is a critical 
issue, conserving the effectiveness of antibiotics by 
promoting rational use is a top priority at a time when 
consumption of antibiotics in humans is increasing 
worldwide (Van Boeckel et al., 2014). WHO’s Essential 
Medicines Policy is a good example of how improve-
ment in access can be combined with explicit poli-
cies for promoting rational use (Holloway, Rosella, & 
Henry, 2016).

One key strategy to improve rational antibiotic 
use is to change behaviors through addressing deter-
minants of antibiotic use. The behaviors of health-
care providers (doctors and pharmacists) and users 
(patients) are influenced by multiple layers of factors 
that shape their respective incentives for antibiotic 
use (Belongia & Schwartz, 1998; Haak & Radyowijati, 
2010; Hulscher, Grol, & Van Der Meer, 2010; Radyow-
ijati & Haak, 2002, 2003; Teixeira Rodrigues, Roque, 
Falcão, Figueiras,  & Herdeiro, 2013; Tonkin-Crine, 
Yardley, & Little, 2011). These factors are summarized 
in TABLE 16-5.

Although some of the structural and cultural 
determinants of antibiotic use can be addressed only 
indirectly by large-scale healthcare reforms or health 
system strengthening, determinants of antibiotic use 
in both hospital and community settings can be tar-
geted by specific policies and interventions (Dar et al., 
2015). These interventions, which are referred to as 
antibiotic stewardship, represent an organizational or 
healthcare system-wide approach to promoting and 
monitoring judicious use of antimicrobials to preserve 
their future effectiveness (NICE, 2015).
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In healthcare settings, antimicrobial stewardship 
can be introduced at national, hospital, and individual 
levels in the forms of national guidelines and programs, 
hospital antibiotic and therapeutic policies and guide-
lines, and training and educational activities. Effective 
implementation (Hulscher et al., 2010) of antimicro-
bial stewardship in inpatient (Davey,  Wilcox, Irving, & 
Thwaites, 2015) and outpatient settings (Arnold & 
Straus, 2005) requires a multidisciplinary team com-
prising doctors, pharmacists, microbiologists, epide-
miologists, and infectious disease specialists (Davey 
et al., 2015; Lee, Cho, Jeong, & Lee, 2013). In commu-
nity settings, where both prescribed and nonprescribed 
use of antimicrobials take place and noncompliance 
and self-medication are prevalent (Kardas, Devine, 
Golembesky, & Roberts, 2005; Morgan, Okeke, Laxm-
inarayan, Perencevich,  & Weisenberg, 2011), antimi-
crobial stewardship activities target both providers (in 
this case, retail pharmacies) and patients. 

On the supply side, more stringent regulation of 
over-the-counter sale of antibiotics can be introduced 
to restrict access to nonprescribed antibiotics (Santa- 
Ana-Tellez, Mantel-Teeuwisse, Dreser, Leufkens,  & 
Wirtz, 2013). On the demand side, national-level public 
campaigns and lower-level educational interventions 
aimed at the public can improve patients’ knowledge of 
antibiotic use and their use behaviors, especially when 

those campaigns are introduced alongside stewardship 
interventions aimed at providers (Haynes & Mcleod, 
2015).

Other strategies to improve rational antibiotic use 
include measures to reduce reliance on antibiotics by 
reinforcing prevention and infection control measures 
(including consistent hand washing, and developing 
and ensuring adequate access to vaccines), develop-
ing alternative treatments to antibiotics, and ensuring 
the availability of convenient diagnostic technology to 
assist decision making.

Antimicrobial Resistance  
as a Multisectoral Issue
In addition to the challenges surrounding antibi-
otic use in humans, tackling AMR involves address-
ing human drivers of resistance in other sectors. The 
emergence and spread of carbapenem resistance 
mediated by the NDM-1 enzyme in drinking and sew-
age water in India, and colistin resistance encoded by 
the mcr-1 gene in pig farms in China, are examples of 
how human activities in different sectors can signifi-
cantly contribute to the rise of resistance to antibiotics 
that are medically important to humans in an inter-
connected and increasing globalized socio-ecosystem. 
For this reason, national and international strategies 

TABLE 16-5 Determinants of Antibiotic Use

Level of 
Determinants Factors That Mainly Influence Providers

Factors That Influence Both Users 
and Providers

System Governance, organization, financing, and 
delivery of healthcare in the health system; 
major policies and regulations in the 
healthcare and pharmaceutical sectors; role 
and influence of the pharmaceutical sector

Cultures, beliefs, values, and medical universes 
in different societies; availability, accessibility, 
and quality of healthcare services and 
medicines

Organization Governance, organization, financing, 
and delivery of healthcare in hospitals; 
organizational policies and regulations 
specific to hospitals; interactions with the 
pharmaceutical sector

Availability, accessibility, and quality of 
healthcare services and medicines local to 
patients

Provider–user 
interpersonal

Interactions and relationships between doctors 
and patients

Individual Personal background, experience, and 
socioeconomic characteristics; interactions 
with other actors in the health system; level of 
medical knowledge; attitudes and expectations 
toward health care and medicine use
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to contain resistance recognize that AMR is a cross- 
sectoral problem requiring global collective action 
by international agencies, national governments, and 
NGOs (Hoffman et al., 2015).

A comprehensive set of multisectoral policies to 
tackle AMR set out by WHO in 2001 (WHO, 2001b), 
and reiterated in 2012 (WHO, 2012), helped trigger a 
series of policy responses at international and national 
levels. Nonetheless, implementation of these policies 
during this period remained partial and uncoordi-
nated (Carlet, Pulcini,  & Piddock, 2014; Gelband & 
Delahoy, 2014; WHO, 2015d).

Political interest and policy action in AMR has 
grown significantly since the 2010s. The initial focus 
on antibiotic R&D and other economic issues perti-
nent to AMR has gradually expanded to encompass 
a wide-ranging set of global health activities involv-
ing international agencies, national governments, and 
NGOs around the world (Carlet et al., 2014; Outter-
son, Powers, Daniel,  & McClellan, 2015; Review on 
Antimicrobial Resistance, 2016). Political momentum 
around AMR culminated in the adoption of a Political 
Declaration to tackle AMR at the General Assembly 
of the United Nations in 2016 (OPGA/WHO/FAO/
OIE joint news release, 2016), and progress continues 
to be made in the implementation of WHO’s Global 
Action Plan on AMR (WHO, 2015a) and Global AMR 
Surveillance System (WHO, 2015b), and in efforts to 
enable monitoring and evaluation of policies related 
to AMR (EXHIBIT 16-12).

 ▸ Pharmaceuticals for 
Noncommunicable Diseases

As discussed in detail in the Chronic Diseases and Risks 
chapter, noncommunicable diseases (NCDs) are now 
the leading cause of morbidity and mortality glob-
ally, and account for half of the burden of disease in 
lower-middle-income countries and one-third of that 
burden in low-income countries. Nevertheless, health 
systems, especially in LMICs, have struggled to adapt 
to the demands of this changing burden of disease. 
Ensuring availability, affordability, and rational use of 
pharmaceuticals for NCDs is one of the challenges yet 
to be conquered.

This section addresses the specific issues of med-
icines for NCDs, focusing primarily on cancers, dia-
betes, and cardiovascular and respiratory diseases as 
the most prevalent of these conditions, and as those 
for which pharmaceutical intervention is clearly indi-
cated in the majority of cases. WHO’s (2017g) Model 
List of Essential Medicines (MLEM) identifies anti-
neoplastic and immunosuppressive medicines used 
in cancer treatment (Section 8), cardiovascular condi-
tions ( Section 12), insulins and other medicines used 
for diabetes (Section 18.5), and asthmatic conditions 
and chronic obstructive pulmonary disorder (COPD) 
( Section 25.1); these are the medicines considered here.

Concordance of National Essential 
Medicine Lists
A number of studies have assessed the extent of inclu-
sion of those medicines recommended by the MLEM 
in national formularies. The 2015 MLEM added a sig-
nificant number of new cancer medicines (which were 
retained in the 2017 list), recognizing the rising burden 
of disease from common cancers. Analysis of national 
medicines lists indicates that the degree of concordance 
with the MLEM varies considerably, with low-income 
countries including fewer of the recommended anti-
cancer medications in their own national formularies 
(Cuomo & Mackey, 2017; Robertson, 2016).

Concordance between the MLEM and national 
formularies may be considered a necessary but not suf-
ficient condition for rational prescribing: Consistency 
with treatment guidelines and training are also needed, 
as well as inclusion of medication specifications in 
procurement lists, reimbursement lists, and manage-
ment guidelines (Bissell, 2015). For instance, a study 
in Papua New Guinea identified a range of inconsis-
tencies between the medicines included in the Medical 
and Dental Catalogue and those included in standard 
treatment guidelines (Joshua, Passmore, & Sunderland, 

EXHIBIT 16-12 Objectives of WHO’s Global Action 
Plan on AMR

 ■ To improve awareness and understanding of AMR 
through effective communication, education, and 
training

 ■ To strengthen the knowledge and evidence base 
through surveillance and research

 ■ To reduce the incidence of infection through 
effective sanitation, hygiene, and infection 
prevention measures

 ■ To optimize the use of antimicrobial medicines in 
human and animal health

 ■ To develop the economic case for sustainable 
investment that takes account of the needs of 
all countries, and to increase investment in new 
medicines, diagnostic tools, vaccines, and other 
interventions

Reprinted from World Health Organization (WHO). (2015). Global Action Plan on  
antimicrobial resistance. Retrieved from: http://www.who.int/antimicrobial 
-resistance/publications/global-action-plan/en/
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2016), creating a source of confusion that may contrib-
ute to the high levels of irrational prescribing that have 
been documented in the country.

Availability and Affordability  
of NCD Medicines
The WHO/HAI database of medicine prices, availabil-
ity, affordability, and price components (HAI, 2017) 
has been used to benchmark progress toward a target of 
80% availability of affordable essential NCD medicines 
by 2025 (Ewen, Zweekhorst, Regeer, Laing, 2017). The 
surveys included in the database cover 50 medicines, 
24 of which are indicated for cardiovascular diseases, 
diabetes, and COPD. The lowest-price generic medi-
cines were available in a median of between 25% and 
75% of public-sector medicine  outlets and between 
44% and 87% of private-sector medicine outlets sur-
veyed across the categories of low-, lower-middle-, 
and upper-middle-income countries.

Affordability is measured in the WHO/HAI sur-
veys in terms of the number of days’ wages of the 
 lowest-paid unskilled government worker. The level 
of 1 day’s wage for a monthly supply of the medicine 
in question is used as a benchmark of affordability. 
On this basis, most low-price generics are classified 
as affordable when sourced from the public sector 
in the median medicine outlet, except for medicines 
for COPD in lower-middle-income countries. On the 
same basis, most were not affordable when sourced 
from the private sector, except for cardiovascular dis-
ease medicines in low-income countries (marginally 
at a median of 0.9 day’s wage), and for diabetes and 
COPD medicines in upper-middle-income countries. 
Collectively, the proportion of public-sector outlets 
that had available and affordable the lowest-price 
generic medicine when surveyed ranged from 11% for 
cardiovascular medicines in low-income countries to 
46% for diabetes medicines in upper-middle-income 
countries; in the private sector, these figures ranged 
from 9% for COPD medicines in lower-middle- 
income countries to 51% for cardiovascular medi-
cines in upper-middle-income countries. Hence, the 
bulk of experience across the 30 countries included 
in the WHO/HAI database demonstrate the need for 
improvement to meet WHO’s newly proposed target. 

Babar et  al. (2013) conducted their own survey 
using the WHO/HAI methodology, examining the 
availability and affordability of corticosteroids and 
a bronchodilator in 52 countries. These researchers 
found large variations between countries in terms of 
availability, pricing levels, and practices. For example, 
some countries subsidize asthma medicines purchases 

to a significant extent (e.g., Mozambique provides an 
83% subsidy for generic salbutamol), while others 
leverage substantial margins on the sale of similar 
products (e.g., Peru charges 206% of the procurement 
price for generic budesonide). Other multicountry 
and national-level affordability analyses include those 
conducted by Mendis et al. (2007), Beran et al. (2015), 
Nguyen et al. (2009), Balasubramanian et al. (2014), 
and Jingi et al. (2014).

Other approaches have been used to measure the 
same concepts. For example, Jacobs et al. (2016) eval-
uated the capacity of the district level in Cambodia to 
manage NCDs, including an assessment of availabil-
ity of key medicines for hypertension and diabetes. 
Unsurprisingly, given the absence of these medicines 
from the national formulary as described by Robert-
son et al. (2016), these researchers found the district 
system ill equipped to manage NCDs, and specifically 
found that the quantity of medicines provided allowed 
for only a few patients to be treated for short periods. 
Katende et al. (2015) used a similar approach to estab-
lish the lack of readiness of Ugandan health services, 
including the nonavailability of essential medicines 
for dealing with NCDs, which was most pronounced 
at the primary level. Choudhry et  al. (2014) used 
data obtained from 4,000 “stockists” (wholesalers) of 
statins in India to track the rising rate of prescriptions 
of statins between 2006 and 2010, noting that this rate 
remained well below the estimate of need based on 
rates in high-income countries.

Pandey and Meltzer (2016) modeled the finan-
cial burden and impoverishment that would occur 
if households purchased cardiovascular medications 
according to need in India. They estimated that 17% of 
rural households and 32% of urban households would 
benefit from using these medications, but suggested 
that 17 million rural households and 10 million urban 
households would be impoverished by doing so.

In the private sector, the retail price of pharma-
ceuticals presents even more extreme issues for afford-
ability. A recent survey examined the monthly cost of 
a basket of four commonly used cardiovascular dis-
ease medicines (aspirin, beta blocker, angiotensin- 
converting enzyme inhibitor, and statin) in retail 
pharmacies across 596 communities in 18 countries 
participating in the Prospective Urban Rural Epidemi-
ology (Khatib et al., 2016). Using the catastrophic pay-
ment method described earlier, the study found that 
the combined monthly cost of all four medicines was 
potentially unaffordable for 0.14% of households in 
high-income countries, 25% in upper-middle-income 
countries, 33% in lower-middle-income countries, 
and 60% in low-income countries.
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Robertson et  al. (2016) compared the results 
of various approaches to measuring the availability 
of diabetes and hypertension medicines. As well as 
providing a range of data points from three method-
ologies, all of which suggested problems of low avail-
ability of NCD medicines, particularly in the public 
sector, these authors clarified the need for a standard 
approach on the basis of the divergence of estimates of 
the same outcome.

Causes of Poor Availability and 
Affordability of NCD Medicines
Mackay and Liang (2012) have established that patent 
protection is not the source of high medicine prices 
and low affordability of NCD medicines. Indeed, all 
of the active ingredients of medicines listed by the 
MLEM as treatments for cardiovascular and respira-
tory disease, cancers, and diabetes at the time of their 
research were available in generic versions.

Irrational prescribing has been measured in a 
range of settings such as East and South India (Bha-
vika, Prasanna,  & Swathi, 2016; Prasad, Pradhan, 
Datta, Samajdar, & Panda, 2015), Pakistan (Riaz et al., 
2016), and Moldova (Ferrario et  al., 2016). The last 
study describes the inclusion of salbutamol syrup 
for children in the list of reimbursable medicines in 
 Moldova’s health insurance system, and in clinical 
protocols for family physicians, despite its higher 
price and lower effectiveness than inhaled formula-
tions of salbutamol. Clearly, if the most cost-effective 
medicines are not purchased, then public-sector avail-
ability and/or affordability must be reduced; if private 
patients are prescribed less cost-effective medicines, 
then affordability is reduced. 

Irrational prescribing and procuring may be 
caused by poor knowledge of the most cost- effective 
options on the part of prescribers or procurers. 
Some have alleged the deliberate promotion of 
inappropriate medicines by an industry that profits 
from their greater use. For example, Yudkin (2012) 
argues that analog insulins are being promoted to 
low-income countries as appropriate medicines, 
even though evidence suggests they are not a cost- 
effective option. Gill et  al. (2017) resist an attempt 
to get analog insulins included in the MLEM on the 
same grounds. In some cases, resistance to the use 
of generics by both physicians and pharmacy staff 
drives the continued prescription and dispensing of 
medicines that are less cost-effective. For example, 
Flood et al. (2017) describe this situation in Guate-
mala. Patient pressure favoring brand-name prod-
ucts can also play a role.

A number of studies have explored the role played 
by the expansion of insurance systems on the availabil-
ity and affordability of NCD medicines (Bigdeli et al., 
2016; Ferrario et al., 2016; Garabedian, Ross-Degnan, 
Ratanawijitrasin, Stephens, & Wagner, 2012). Increas-
ing insurance coverage might be expected to increase 
the availability and affordability of medicines if it is 
associated with increasing public subsidy; it might 
also increase the purchasing power of those who pro-
cure medicines for the insurance system, and thereby 
enhance their leverage over prices. Conversely, if pur-
chasing is not well organized, the increased demand 
for NCD medicines may increase price; or if insurance 
is not universal, those excluded from coverage may 
face lower availability and higher prices.

In Thailand, Garabedian et al. (2012) found that 
the Universal Coverage Scheme increased access to 
medicines for noncommunicable diseases in primary 
care but not in secondary or tertiary care. In Moldova, 
Ferrario et  al. (2016) found improvements over the 
period since introduction of national health insurance 
in the affordability of subsidized cardiovascular med-
icines, but suggested that this trend was due more to 
rising incomes of the period than to expanding cov-
erage. Bigdeli et  al. (2016) compared the patterns of 
access to NCD treatments and medicines under health 
equity funds and insurance schemes with those of two 
specific NCD-focused interventions, finding that cov-
erage for NCDs under the two financing schemes was 
limited, leaving people shopping around in the private 
sector and often accessing higher-cost, less effective 
treatments. The disease-focused interventions were 
better at supporting NCD management using cost- 
effective strategies.

Strategies for Resolving the Issues of 
Access and Affordability of NCD Medicines
A number of commentators have suggested that the 
strategies used to extend access to antiretroviral drugs 
for HIV patients could be replicated for NCDs (e.g., 
Hogerzeil et al., 2013; Kishore, Vedanthan, & Fuster,  
2011). These strategies have been enumerated by 
Kishore et al. (2011, p. 1982) as follows:

1. Enhancing capacity for generic substitution.
2. Expediting generic availability by over-

coming legal barriers related to patents and 
licenses.

3. Optimizing local procurement practices in 
the public sector.

4. Broadening global procurement via third-
party price negotiations.
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5. Engaging the private sector to differentially 
price CVD medicines in LMICs.

6. Regulating retail markups in the supply 
chain.

7. Eliminating tariffs on medicines.
8. Developing a fixed-dose combination 

(FDC) for CVD (the “Polypill”).

An example of the implementation of this think-
ing is the Asthma Drug Facility. This program was 
established by the International Union Against Tuber-
culosis and Lung Disease to organize the purchase 
of generic asthma inhalers for LMICs while assuring 
quality and reducing the price of these medicines. 
Although it succeeded in approximately halving the 
price of inhalers (Beran et  al., 2015), funding ran 
out in 2014 and a new funding source has not been 
secured (Bissell, Perrin, & Beran, 2016).

Other strategies are implied by the problems men-
tioned earlier in this section. For example, reducing 
irrational prescription and procurement, and “joining 
up” national formularies, standard treatment guide-
lines, and training content all have the capacity to 
improve availability and affordability. When Barber 
et al. (2017) modeled the impact of full use of generic 
medicines for cancers in India, they found that a 56% 
price reduction in average price across 18 medicines 
compared could be achieved.

Agodokpessi et  al. (2015) make the case for a 
revolving drug fund for essential asthma medicines 
in a country such as Benin where universal health 
 coverage is far from achieved.

 ▸ Conclusion
This chapter has identified a number of challenges 
to ensuring access to pharmaceuticals. These issues 
include the need to finance R&D for new medicines 
and vaccines for neglected diseases; the drive to 
strengthen national pharmaceutical distribution and 
management to ensure that the right pharmaceuti-
cal products are consistently available throughout 
the health system; the problems of affordability and 
the need to generate sustainable financing for medi-
cines that are reasonably priced; and the challenges of 
ensuring safe and rational medicine use.

In many ways, these unmet needs are “old” prob-
lems that have challenged pharmaceutical systems in 
low- and middle-income settings for decades. In addi-
tion, a number of new challenges will demand further 
flexibility and responsiveness from these systems in 
the future. These issues include AMR and the need to 
both incentivize the development of new medicines 

and protect the effectiveness of existing products, and 
the epidemiologic transition away from infectious 
diseases and toward NCDs, which will mean that 
growing numbers of patients will need medicines on 
a lifelong basis.

The environment within which pharmaceuticals 
are developed, procured, and distributed is becoming 
increasingly more complex, particularly in the context 
of the epidemiologic transition and the move toward 
universal health coverage. A plethora of new actors 
are involved in this sometimes chaotic environment. 
At the national level, insurance funds and regulators 
will increasingly exert influence over pharmaceutical 
decisions that once were the main responsibility of 
national health ministries. At the international level, 
new actors include new corporate and philanthropic 
funding sources, new funding mechanisms and inter-
mediaries, multinational pharmaceutical firms based 
in the Global South, and regional and international 
regulatory bodies. These agents may have different 
incentives for their engagement and sometimes face 
conflicting priorities. While this new environment 
has had a generally positive impact on the availabil-
ity of pharmaceuticals to meet the needs of the low- 
and middle-income world, it also poses clear risks to 
the strength and stability of national pharmaceutical 
systems, and the new initiatives have at times created 
duplication, inefficiency, and resulting inequities.

From the material presented in this chapter, it 
should be clear that the functioning of the phar-
maceutical system provides a snapshot of the per-
formance of the health system as a whole. The 
measures that are needed to strengthen health sys-
tems in low- and  middle-income settings—such as 
improved governance, universal coverage of equi-
table healthcare financing mechanisms, and an ade-
quate, high- performing, and appropriately distributed 
workforce—will all have positive repercussions for 
the pharmaceutical system, and represent an import-
ant step toward ensuring access to pharmaceuticals 
for all. At the same time, many actions specific to the 
pharmaceutical sector can be taken across the patient, 
provider, and system levels to improve availability, 
affordability, and use of medicines.

Discussion Questions
1. Availability, affordability, and safe and effec-

tive use are the main challenges to improving 
pharmaceutical access. Define what is meant by 
each, and explain how they can be addressed.

2. What are “neglected diseases” and why are 
they neglected? Which policy interventions are 
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available to stimulate investment in pharmaceu-
ticals to address these conditions?

3. Describe three approaches to improving afford-
ability of medicines and some of the challenges 
of implementing them.

4. In what ways have global health initiatives had 
positive and negative impacts on medicine 
access?

5. Which strategies can be employed to improve 
supply chain management?

6. What are the implications of AMR? Which 
strategies can be used to contain the problem?

7. What is the impact of AMR on global health 
security?

8. What are some of the strategies for addressing 
AMR?

9. What are some of the challenges to continu-
ous availability, affordability, and effective use 
of medicines to manage noncommunicable 
diseases?

References
Abuya, T. O., Mutemi, W., Karisa, B., Ochola, S. A., Fegan, G., & 

Marsh, V. (2007). Use of over-the-counter malaria medicines in 
children and adults in three districts in Kenya: Implications for 
private medicine retailer interventions. Malaria Journal, 6, 57.

Access to Medicine Foundation. (2017). First independent 
framework for assessing pharmaceutical company action: 
Antimicrobial Resistance Benchmark 2018. Amsterdam, 
Netherlands: Author.

Agodokpessi, G., Ait-Khaled, N., Gninafon, M., Tawo, L., Bekou, 
W., Perrin, C., . . . Chiang, C. Y. (2015). Assessment of a 
revolving drug fund for essential asthma medicines in Benin. 
Journal of Pharmaceutical Policy and Practice, 8, 12.

Alfadl, A. A., Ali, G. K. M., Yousif, M. A., & Babekir, M. F. A. 
(2016). Pharmacy practice in Sudan. In A. I. Fathelrahman,  
M. I. M. Ibrahim, & A. I. Wertheimer (Eds.), Pharmacy 
practice in developing countries: Achievements and challenges 
(p. 743). London, UK: Academic Press.

Anderson, S.,  & Huss, R. (2004). Issues in the management of 
pharmaceuticals in international health. In S. Anderson,  R. 
Huss, R. Summers,  & K. Wiedenmayer (Eds.), Managing 
pharmaceuticals in international health (pp. 1–17). Basel, 
Switzerland: Birkhauser Verlag.

Årdal, C., Outterson, K., Hoffman, S. J., Ghafur, A., Sharland, M., 
Ranganathan, N., . . . Røttingen, J. A. (2016). International 
cooperation to improve access to and sustain effectiveness of 
antimicrobials. The Lancet, 387, 296–307.

Arinaminpathy, N., Cordier-Lassalle, T., Lunte, K.,  & Dye, C. 
(2015). The Global Drug Facility as an intervention in the 
market for tuberculosis drugs. Bulletin of the World Health 
Organization, 93, 237–248a.

Arnold, S. R.,  & Straus, S. E. (2005). Interventions to improve 
antibiotic prescribing practices in ambulatory care. Cochrane 
Database of Systematic Reviews, 1, CD003539.

Aronson, J. K. (2006). Rare diseases and orphan drugs. British 
Journal of Clinical Pharmacology, 61, 243–245.

Attaran, A., Barry, D., Basheer, S., Bate, R., Benton, D., Chauvin, J., 
. . . McKee, M. (2012). How to achieve international action on 
falsified and substandard medicines. British Medical Journal, 
345, e7381.

Babar, Z. U., Lessing, C., Mace, C.,  & Bissell, K. (2013). The 
availability, pricing and affordability of three essential 
asthma medicines in 52 low- and middle-income countries. 
Pharmacoeconomics, 31, 1063–1082.

Balasubramaniam, R., Benaragama, B. V.,  & Sri Ranganathan, 
S. (2014). A national survey of price and affordability of key 

essential medicines for children in Sri Lanka. Indian Journal of 
Pediatrics, 81, 362–367.

Ballou-Aares, D., Frietas, A., Kopezak, L. R., Kraiselburd, S., 
Laverty, M.,  & Macharia, E. (2008). The private sector’s role 
in health supply chains: Review of the role and potential for 
private sector engagement in developing country health supply 
chains. Technical partner paper 13. Essential Medicines and 
Health Products Information Portal. Retrieved from http://
apps.who.int/medicinedocs/en/d/Js16323e/

Barber, M., Gotham, D.,  & Hill, A. (2017). Potential price 
reductions for cancer medicines on the WHO Essential 
Medicines List. European Journal of Cancer, 72, S119.

Belongia, E. A., & Schwartz, B. (1998). Strategies for promoting 
judicious use of antibiotics by doctors and patients. British 
Medical Journal, 317, 668–671.

Beran, D., Zar, H. J., Perrin, C., Menezes, A. M., & Burney, P. (2015). 
Burden of asthma and chronic obstructive pulmonary disease 
and access to essential medicines in low-income and middle-
income countries. The Lancet Respiratory Medicine, 3, 159–170.

Bermudez, J.,  & ‘t Hoen, E. (2010). The UNITAID patent pool 
initiative: Bringing patents together for the common good. 
Open AIDS Journal, 4, 37–40.

Bhavika, D., Prasanna, V., & Swathi, B. (2016). Drug utilization of 
anti-hypertensive drugs in a tertiary care hospital. International 
Journal of Basic and Clinical Pharmacology, 5, 1580–1585.

Bigdeli, M., Jacobs, B., Men, C. R., Nilsen, K., Van Damme, W., & 
Dujardin, B. (2016). Access to treatment for diabetes and 
hypertension in rural Cambodia: Performance of existing 
social health protection schemes. PLoS One, 11, e0146147.

Bigdeli, M., Peters, D. H., & Wagner, A. K. (2014). Medicines in 
health systems: Advancing access, affordability and appropriate 
use. Geneva, Switzerland: Alliance for Health Policy and 
Systems Research, World Health Organization.

Bissell, K. (2015). Essential medicines for chronic respiratory 
diseases: Can people breathe easily in low-income 
countries? International Journal of Tuberculosis and Lung 
Disease, 19, 1.

Bissell, K., Perrin, C.,  & Beran, D. (2016). Access to essential 
medicines to treat chronic respiratory disease in low-income 
countries. International Journal of Tuberculosis and Lung 
Disease, 20, 717–28.

Boucher, H. W., Talbot, G. H., Bradley, J. S., Edwards, J. E., Gilbert, 
D., Rice, L. B., . . . Bartlett, J. (2009). Bad bugs, no drugs: No 
ESKAPE! An update from the Infectious Diseases Society of 
America. Clinical Infectious Diseases, 48, 1–12.

763References

http://apps.who.int/medicinedocs/en/d/Js16323e/
http://apps.who.int/medicinedocs/en/d/Js16323e/


Burki, T. (2010). The real cost of counterfeit medicines. The Lancet 
Infectious Diseases, 10, 585–586.

Cameron, A., Ewen, M., Auton, M.,  & Abegunde, D. (2011). 
Medicines prices, availability and affordability. In The world 
medicines situation 2011 (3rd ed.). Geneva, Switzerland: World 
Health Organization. Retrieved from http://apps.who.int 
/medicinedocs/documents/s18065en/s18065en.pdf.

Cameron, A., Ewen, M., Ross-Degnan, D., Ball, D.,  & Laing, R. 
(2009). Medicine prices, availability, and affordability in 
36 developing and middle-income countries: A secondary 
analysis. The Lancet, 373, 240–249.

Carlet, J., Pulcini, C.,  & Piddock, L. J. V. (2014). Antibiotic 
resistance: A geopolitical issue. Clinical Microbiology and 
Infection, 20, 949–953.

Caudron, J. M., Ford, N., Henkens, M., Mace, C., Kiddle-Monroe, 
R., & Pinel, J. (2008). Substandard medicines in resource-poor 
settings: A problem that can no longer be ignored. Tropical 
Medicine & International Health, 13, 1062–1072.

Centers tor Disease Control and Prevention (CDC). (2011). World 
Health Day: Media fact sheet. Retrieved from https://www.cdc 
.gov/media/releases/2011/f0407_antimicrobialresistance.pdf

Chaiyakunapruk, N., & Jones, S. M. (2016). Pharmacy practice in 
Thailand. London, UK: Academic Press.

Chauveau, J., Meiners, C. M., Luchini, S., & Moatti, J.-P. (2008). 
Evolution of prices and quantities of ARV drugs in African 
countries: From emerging to strategic markets, Cheltenham, 
UK/Northampton, MA: Elgar.

Chiguzo, A. N., Mugo, R. W., Wacira, D. G., Mwenda, J. M.,  & 
Njuguna, E. W. (2008). Delivering new malaria drugs through 
grassroots private sector. East African Medical Journal, 85, 
425–431.

Choudhry, N. K., Dugani, S., Shrank, W. H., Polinski, J. M., Stark, 
C. E., Gupta, R., . . . Jha, P. (2014). Despite increased use and 
sales of statins in India, per capita prescription rates remain 
far below high-income countries. Health Affairs (Millwood), 
33, 273–282.

Connelly, P., & Rosen, S. (2006). Treatment of HIV/AIDS at South 
Africa’s largest employers: Myth and reality. South African 
Medical Journal, 96, 128–133.

Coriat, B. (2008). The political economy of HIV/AIDS in developing 
countries: TRIPS, public health systems and free access. 
Cheltenham, UK/Northampton, MA: Edward Elgar Publishing.

Creese, A. (2011, May). WHO/HAI project on medicine prices and 
availability. Review series on pharmaceutical pricing and policies 
and interventions (Working paper 5: sales taxes on medicines). 
Amsterdam, Netherlands: Health Action International.

Cuomo, R. E., & Mackey, T. K. (2017). The availability of essential 
cancer medication: An analysis of national formularies. 
Journal of Cancer Policy, 12, 49–54.

Dar, O. A., Hasan, R., Schlundt, J., Harbarth, S., Caleo, G., Dar, 
F. K., . . . Heymann, D. L. (2015). Exploring the evidence 
base for national and regional policy interventions to combat 
resistance. The Lancet, 387, 285–295.

Davey, P., Wilcox, M., Irving, W.,  & Thwaites, G. (2015). 
Antimicrobial chemotherapy (pp. 206–226). Oxford, U.K.: 
Oxford University Press.

De Luca, C., & Calzavara, J. (2016). The Medicines Patent Pool: Five 
years on. Pharmafile. Retrieved from http://www.pharmafile 
.com/news/503074/medicines-patent-pool-five-years

Deisingh, A. K. (2005). Pharmaceutical counterfeiting. Analyst, 
130, 271–279.

DiMasi, J. A., Grabowski, H. G.,  & Hansen, R. W. (2016). 
Innovation in the pharmaceutical industry: New estimates of 
R&D costs. Journal of Health Economics, 47, 20–33.

European Centre for Disease Control. (2009). The bacterial 
challenge: Time to react. Stockholm, Sweden: Author.

European Commission. (2017). Medicinal products for human 
use: Falsified medicines. Retrieved from https://ec.europa.eu 
/health/human-use/falsified_medicines_en

Ewen, M., Zweekhorst, M., Regeer, B.,  & Laing, R. (2017). 
Baseline assessment of WHO’s target for both availability and 
affordability of essential medicines to treat non-communicable 
diseases. PLoS One, 12, e0171284.

Ferrario, A., Chitan, E., Seicas, R., Sautenkova, N., Bezverhni, 
Z., Kluge, H.,  & Habicht, J. (2016). Progress in increasing 
affordability of medicines for non-communicable diseases 
since the introduction of mandatory health insurance in 
the Republic of Moldova. Health Policy and Planning, 31, 
793–800.

Flood, D., Mathieu, I., Chary, A., Garcia, P., & Rohloff, P. (2017). 
Perceptions and utilization of generic medicines in Guatemala: 
A mixed-methods study with physicians and pharmacy staff. 
BMC Health Services Research, 17, 27.

Flynn, M. (2008). Public production of anti-retroviral medicines 
in Brazil, 1990–2007. Development and Change, 39, 513–536.

Friedman, N. D., Temkin, E., & Carmeli, Y. (2016). The negative 
impact of antibiotic resistance. Clinical Microbiology and 
Infection 22, 416–422.

Garabedian, L. F., Ross-Degnan, D., Ratanawijitrasin, S., Stephens, P.,  
& Wagner, A. K. (2012). Impact of universal health insurance 
coverage in Thailand on sales and market share of medicines 
for non-communicable diseases: An interrupted time series 
study. British Medical Journal Open, 2(6), e001686.

GAVI. (2016). Keeping children healthy: The Vaccine Alliance 
progress report 2015. Geneva, Switzerland: GAVI, Vaccine 
Alliance.

Gelband, H., & Delahoy, M. (2014). Policies to address antibiotic 
resistance in low-and middle-income countries. Washington, 
DC: The Center for Disease Dynamics, Economics and Policy.

Gill, G., Yudkin, J. S., Tesfaye, S., De Courten, M., Gale, E., Motala, 
A., . . . Wild, S. (2017). Essential medicines and access to 
medicine. The Lancet Diabetes and Endocrinology, 5, 324–5.

Global Fund. (2017a). Price and quality reporting. Retrieved from 
https://www.theglobalfund.org/en/sourcing-management 
/price-quality-reporting

Global Fund. (2017b). Results report 2016. Geneva, Switzerland: 
Global Fund to Fight AIDS, Tuberculosis and Malaria.

Global Pharma Health Fund (GPHF). (2017). The GPHF-Minilab: 
Protection against counterfeit medicines. Retrieved from 
https://www.gphf.org/en/minilab/

Gulland, A. (2017). WHO targets antimicrobial resistance in new 
essential medicines list. British Medical Journal, 357, j2809.

Haak, H., & Radyowijati, A. (2010). Determinants of antimicrobial 
use: Poorly understood—poorly researched. In A. Sosa, D. 
Byarugaba, C. Amábile-Cuevas, P. R. Hsueh, S. Kariuki, & I. 
Okeke (Eds). Antimicrobial resistance in developing countries 
(pp. 283–300). New York, NY: Springer.

Hagmann, M. (2001). TB drug prices slashed for poor countries. 
Bulletin of the World Health Organization, 79, 904–905.

Haynes, C., & Mcleod, C. (2015). A review of reviews of educational 
interventions designed to change the public’s knowledge and 
behaviour in relation to antimicrobial use and antimicrobial 
resistance that target healthcare professionals and patients. 
London, England: Social Care Centre, National Institute for 
Health and Care Excellence.

Health Action International (HAI). (2017). Database of medicine 
prices, availability, affordability and price components. 
Retrieved from http://www.haiweb.org/MedPriceDatabase/

764 Chapter 16 Pharmaceuticals

http://apps.who.int/medicinedocs/documents/s18065en/s18065en.pdf
http://apps.who.int/medicinedocs/documents/s18065en/s18065en.pdf
https://www.cdc.gov/media/releases/2011/f0407_antimicrobialresistance.pdf
https://www.cdc.gov/media/releases/2011/f0407_antimicrobialresistance.pdf
http://www.pharmafile.com/news/503074/medicines-patent-pool-five-years
http://www.pharmafile.com/news/503074/medicines-patent-pool-five-years
https://ec.europa.eu/health/human-use/falsified_medicines_en
https://ec.europa.eu/health/human-use/falsified_medicines_en
https://www.theglobalfund.org/en/sourcing-management/price-quality-reporting
https://www.theglobalfund.org/en/sourcing-management/price-quality-reporting
https://www.gphf.org/en/minilab/
http://www.haiweb.org/MedPriceDatabase/


Hoffman, S. J., Caleo, G. M., Daulaire, N., Elbe, S., Mossialos, 
E.,  & Røttingen, J.-A. (2015). Strategies for achieving global 
collective action on antimicrobial resistance. Bulletin of the 
World Health Organization, 93, 867–876.

Hoffman, S. J., & Outterson, K. (2015). What will it take to address 
the global threat of antibiotic resistance? Journal of Law, 
Medicine and Ethics, 43, 363–368.

Hogerzeil, H. V., Liberman, J., Wirtz, V. J., Kishore, S. P., Selvaraj, 
S., Kiddell-Monroe, R., . . .  & Von Schoen-Angerer, T. 
(2013). Promotion of access to essential medicines for non-
communicable diseases: Practical implications of the UN 
political declaration. The Lancet, 381, 680–689.

Holloway, K. A., & Henry, D. (2014). WHO essential medicines 
policies and use in developing and transitional countries: An 
analysis of reported policy implementation and medicines use 
surveys. PLoS Medicine, 11, e1001724.

Holloway, K. A., Rosella, L.,  & Henry, D. (2016). The impact of 
WHO essential medicines policies on inappropriate use of 
antibiotics. PloS one, 11, e0152020.

Holmes, A. H., Moore, L. S. P., Sundsfjord, A., Steinbakk, M., 
Regmi, S., Karkey, A., Guerin, P. J., & Piddock, L. J. V. (2016). 
Understanding the mechanisms and drivers of antimicrobial 
resistance. The Lancet, 387, 176–187.

Hulscher, M. E. J. L., Grol, R. P. T. M.,  & Van Der Meer, J. W. 
M. (2010). Antibiotic prescribing in hospitals: A social and 
behavioural scientific approach. The Lancet Infectious Diseases, 
10, 167–175.

Hussain, A., & Jamshed, S. (2016). Pharmacy practice in Pakistan. 
London, UK: Academic Press.

International Council for Harmonization of Technical Requirements. 
(1996). Guidelines for good clinical practice. Retrieved from 
http://www.ich.org/products/guidelines/efficacy/efficacy 
-single/article/good-clinical-practice.html

International Dispensary Association. (2017). Product indicator 
2017. Retrieved from https://www.idafoundation.org/media 
/wysiwyg/PDF/IDA1601_Price_indicator_zonder_prijzen.pdf

International Federation of Pharmaceutical Manufacturers 
Associations (IFPMA). (2017). The pharmaceutical industry 
and gobal health: Facts and figures 2017. Geneva, Switzerland: 
Author.

International Medical Products Anti-Counterfeiting Taskforce 
(IMPACT). (2006). Counterfeit drugs kill. Retrieved from 
https://www.gphf.org/images/downloads/impactbrochure 
.pdf

International Medical Products Anti-Counterfeiting Taskforce 
(IMPACT). (2011). The handbook: Facts, activities, documents 
developed by the Assembly and the Working Groups,  
2006–2010. Retrieved from http://apps.who.int/medicinedocs 
/en/d/Js20967en/

International Network for Rational Use of Drugs (INRUD). 
(2017). Bibliographies. Retrieved from https://sites.google 
.com/a/msh.org/inrud-archive/bibliographies

Jacobs, B., Hill, P., Bigdeli, M., & Men, C. (2016). Managing non-
communicable diseases at health district level in Cambodia: 
A systems analysis and suggestions for improvement. BMC 
Health Services Research, 16, 32.

Jingi, A. M., Noubiap, J. J., Ewane Onana, A., Nansseu, J. R., Wang, 
B., Kingue, S.,  & Kengne, A. P. (2014). Access to diagnostic 
tests and essential medicines for cardiovascular diseases and 
diabetes care: Cost, availability and affordability in the West 
Region of Cameroon. PLoS One, 9, e111812.

Joshua, I. B., Passmore, P. R.,  & Sunderland, B. V. (2016). An 
evaluation of the essential medicines list, standard treatment 
guidelines and prescribing restrictions, as an integrated 

strategy to enhance quality, efficacy and safety of and improve 
access to essential medicines in Papua New Guinea. Health 
Policy and Planning, 31, 538–546.

Kanjanarat, P., Winterstein, A. G., Johns, T. E., Hatton, R. C., 
Gonzalez-Rothi, R., & Segal, R. (2003). Nature of preventable 
adverse drug events in hospitals: A literature review. American 
Journal of Health-System Pharmacy, 60, 1750–1759.

Kardas, P., Devine, S., Golembesky, A.,  & Roberts, C. (2005). A 
systematic review and meta-analysis of misuse of antibiotic 
therapies in the community. International Journal of 
Antimicrobial Agents, 26, 106–113.

Katende, D., Mutungi, G., Baisley, K., Biraro, S., Ikoona, E., Peck, R., 
. . . Grosskurth, H. (2015). Readiness of Ugandan health services 
for the management of outpatients with chronic diseases. 
Tropical Medicine & International Health, 20, 1385–1395.

Kerry, V. B.,  & Lee, K. (2007). TRIPS, the Doha Declaration 
and Paragraph 6 decision: What are the remaining steps for 
protecting access to medicines? Global Health, 3, 3.

Khatib, R., McKee, M., Shannon, H., Chow, C., Rangarajan, S., 
Teo, K., . . .Yusuf, S. (2016). Availability and affordability of 
cardiovascular disease medicines and their effect on use in 
high-income, middle-income, and low-income countries: An 
analysis of the PURE study data. The Lancet, 387, 61–69.

Kishore, S. P., Vedanthan, R., & Fuster, V. (2011). Promoting global 
cardiovascular health ensuring access to essential cardiovascular 
medicines in low- and middle-income countries. Journal of the 
American College of Cardiologists, 57, 1980–1987.

Laing, R., Hogerzeil, H.,  & Ross-Degnan, D. (2001). Ten 
recommendations to improve use of medicines in developing 
countries. Health Policy and Planning, 16, 13–20.

Laing, R. O.,  & McGoldrick, K. M. (2000). Tuberculosis drug 
issues: Prices, fixed-dose combination products and second-
line drugs. International Journal of Tuberculosis and Lung 
Disease, 4, S194–S207.

Laxminarayan, R., Duse, A., Wattal, C., Zaidi, A. K. M., Wertheim, 
H. F. L., Sumpradit, N., . . . Cars, O. (2013). Antibiotic 
resistance: The need for global solutions. The Lancet Infectious 
Diseases, 13, 1057–1098.

Laxminarayan, R., Matsoso, P., Pant, S., Brower, C., Røttingen, 
J.-A., Klugman, K., & Davies, S. C. (2016). Access to effective 
antimicrobials: A worldwide challenge. The Lancet, 387, 
168–175.

Laxminarayan, R., Sridhar, D., Blaser, M., Wang, M., & Woolhouse, 
M. (2016). Achieving global targets for antimicrobial 
resistance. Science, 353, 1057–875.

Laxminarayan, R., & Weitzman, M. L. (2002). On the implications 
of endogenous resistance to medications. Journal of Health 
Economics, 21, 709–718.

Lee, C. R., Cho, I. H., Jeong, B. C., & Lee, S. H. (2013). Strategies 
to minimize antibiotic resistance. International Journal of 
Environmental Research and Public Health, 10, 4274–4305.

Leoni, P.,  & Sandroni, A. (2016). Can patent duration hinder 
medical innovation. International Journal of Health Economics 
and Management, 16, 397–406.

Levy, M.,  & Rizansky, A. (2014). Market failure in the 
pharmaceutical industry and how it can be overcome: The 
CureShare mechanism. European Journal of Health Economics, 
15, 143–156.

Light, D. W.,  & Lexchin, J. R. (2012). Pharmaceutical research 
and development: What do we get for all that money? British 
Medical Journal, 345, e4348.

Lu, Y., Hernandez, P., Abegunde, D., & Edejer, T. (2011). Medicine 
expenditures. In The world medicines situation 2011 (3rd ed.). 
Geneva, Switzerland: World Health Organization. Retrieved 

765References

http://www.ich.org/products/guidelines/efficacy/efficacy-single/article/good-clinical-practice.html
http://www.ich.org/products/guidelines/efficacy/efficacy-single/article/good-clinical-practice.html
https://www.idafoundation.org/media/wysiwyg/PDF/IDA1601_Price_indicator_zonder_prijzen.pdf
https://www.idafoundation.org/media/wysiwyg/PDF/IDA1601_Price_indicator_zonder_prijzen.pdf
https://www.gphf.org/images/downloads/impactbrochure.pdf
https://www.gphf.org/images/downloads/impactbrochure.pdf
http://apps.who.int/medicinedocs/en/d/Js20967en/
http://apps.who.int/medicinedocs/en/d/Js20967en/
https://sites.google.com/a/msh.org/inrud-archive/bibliographies
https://sites.google.com/a/msh.org/inrud-archive/bibliographies


from http://apps.who.int/medicinedocs/documents/s18767en 
/s18767en.pdf

Mackey, T. K., & Liang, B. A. (2012). Patent and exclusivity status 
of essential medicines for non-communicable disease. PLoS 
One, 7, e51022.

Mackintosh, M., Banda, G., Wamae, W.,  & Tibandebage, P. 
(2016). Making medicines in Africa: The political economy 
of industrializing for local health. (International Political 
Economy Series). London, England: Palgrave Macmillan.

Mahmood, K. T., Tahir, F. A. M., & Haq, I. U. (2011). Pharmacovig-
ilance: A need for best patient care in Pakistan: A review. 
Journal of Pharmaceutical Sciences and Research, 3, 1566–1584.

Management Sciences for Health. (2010). ADDO (accredited  
drug dispensing outlets) program. Retrieved from 
https://www.msh.org/journal-tags/addo-accredited 
-drug-dispensing-outlets-program

Management Sciences for Health. (2012). MDS-3: Managing 
access to medicines and health technologies. Arlington, 
VA: Management Sciences for Health & World Health 
Organization. Retrieved from https://www.msh.org 
/resources/mds-3-managing-access-to-medicines-and 
-health-technologies

Management Sciences for Health. (2017). International drug 
price indicator guide. Retrieved from https://www.msh.org 
/resources/international-drug-price-indicator-guide

Marsh, V. M., Mutemi, W. M., Willetts, A., Bayah, K., Were, S., 
Ross, A.,  & Marsh, K. (2004). Improving malaria home 
treatment by training drug retailers in rural Kenya. Tropical 
Medicine & International Health, 9, 451–460.

Mendelson, M. (2017). Antibiotic resistance has a language 
problem. Nature, 545, 23–25.

Mendelson, M., Røttingen, J. A., Gopinathan, U., Hamer, D. H., 
Wertheim, H., Basnyat, B., . . . Balasegaram, M. (2016). 
Maximising access to achieve appropriate human antimicrobial 
use in low-income and middle-income countries. The Lancet, 
387, 188–198.

Mendis, S., Fukino, K., Cameron, A., Laing, R., Filipe, A., Jr., Khatib, 
O., . . . Ewen, M. (2007). The availability and affordability of 
selected essential medicines for chronic diseases in six low- 
and middle-income countries. Bulletin of the World Health 
Organization, 85, 279–288.

Monnet, D. L. (2005). Antibiotic development and the changing 
role of the pharmaceutical industry. International Journal of 
Risk and Safety in Medicine, 17, 133–145.

Morgan, D. J., Okeke, I. N., Laxminarayan, R., Perencevich,  
E. N., & Weisenberg, S. (2011). Non-prescription antimicrobial 
use worldwide: A systematic review. The Lancet Infectious 
Diseases 11, 692–701.

Mossialos, E., Morel, C. M., Edwards, S. E., Berensen, J., Gemmill, 
M., & Brogen, D. (2010). Policies and incentives for promoting 
innovation in antibiotic research. European Observatory on 
Health Systems and Policies, 1–197.

Munos, B. (2009). Lessons from 60  years of pharmaceutical 
innovation. Nature Reviews Drug Discovery, 8, 959–968.

Musungu, S. F., & Oh, C. (2006). The use of flexibilities in TRIPS 
by developing countries: Can they promote access to medicines? 
Geneva, Switzerland: World Health Organization.

Nebeker, J. R., Barach, P.,  & Samore, M. H. (2004). Clarifying 
adverse drug events: A clinician’s guide to terminology, 
documentation, and reporting. Annals of Internal Medicine, 
140, 795–801.

Nguyen, T. A., Knight, R., Mant, A., Cao, Q. M.,  & Auton, M. 
(2009). Medicine prices, availability, and affordability in 
Vietnam. Southern Medical Review, 2, 2–9.

Nguyen, T. A., Knight, R., Roughead, E. E., Brooks, G., & Mant, 
A. (2015). Policy options for pharmaceutical pricing and 
purchasing: Issues for low- and middle-income countries. 
Health Policy and Planning, 30, 267–280.

NICE. (2015). Antimicrobial stewardship: Systems and processes 
for effective antimicrobial medicine use. Retrieved from 
https://www.nice.org.uk/guidance/ng15

Nicol, D.,  & Owoeye, O. (2013). Using TRIPS flexibilities to 
facilitate access to medicines. Bulletin of the World Health 
Organization, 91, 533–539.

Niëns, L., Poel, E. V. D., Cameron, A., Ewen, M., Laing, R.,  & 
Brouwer, W. (2012). Practical measurement of affordability: 
An application to medicines. Bulletin of the World Health 
Organization, 90, 219–227.

Olcay, M.,  & Laing, R. (2005). Pharmaceutical tariffs: What is 
their effect on prices, protection of local industry and revenue 
generation? Geneva, Switzerland: World Health Organization 
& Commission on Intellectual Property Rights, Innovation 
and Public Health.

OPGA/WHO/FAO/OIE joint news release. (2016). Press  
release: High-level meeting on antimicrobial resistance. 
General Assembly of the United Nations. Retrieved from  
https://www.un.org/pga/71/2016/09/21/press-release 
-hl-meeting-on-antimicrobial-resistance/

Outterson, K., Gopinathan, U., Clift, C., So, A. D., Morel, C. M., & 
Røttingen, J. A. (2016). Delinking investment in antibiotic 
research and development from sales revenues: The challenges 
of transforming a promising idea into reality. PLoS Medicine, 
13, e1002043.

Outterson, K., Powers, J. H., Daniel, G. W.,  & McClellan, M. B. 
(2015). Repairing the broken market for antibiotic innovation. 
Health Affairs, 34, 277–285.

Outterson, K., Samora, J. B., & Keller-Cuda, K. (2007). Will longer 
antimicrobial patents improve global public health? The Lancet 
Infectious Diseases, 7, 559–566.

Pandey, K. R.,  & Meltzer, D. O. (2016). Financial burden and 
impoverishment due to cardiovascular medications in low and 
middle income countries: An illustration from India. PLoS 
One, 11, e0155293.

Patouillard, E., Hanson, K. G., & Goodman, C. A. (2010). Retail 
sector distribution chains for malaria treatment in the 
developing world: A review of the literature. Malaria Journal, 
9, 50.

Petrova, E. (2014). Innovation in the pharmaceutical industry: 
The process of drug discovery and development. In 
M.  Ding,  J. Eliashberg,  & S. Stremersch (Eds.), Innovation 
and marketing in the pharmaceutical industry (pp. 19–81). 
New York, NY: Springer.

Power, E. (2006). Impact of antibiotic restrictions: The 
pharmaceutical perspective. Clinical Microbiology and 
Infection, 12, 25–34.

Prasad, A., Pradhan, S. P., Datta, P. P., Samajdar, S. S., & Panda, 
P. (2015). Drug prescription pattern for bronchial asthma in 
a tertiary-care hospital in Eastern India. National Journal of 
Physiology, Pharmacy and Pharmacology, 5, 263–266.

Pulcini, C., Beovic, B., Béraud, G., Carlet, J., Cars, O., Howard, 
P., . . . Sharland, M. (2017). Ensuring universal access to 
old antibiotics: A critical but neglected priority. Clinical 
Microbiology and Infection, 23, 590—592. 

Pulcini, C., Mohrs, S., Beovic, B., Gyssens, I., Theuretzbacher, 
U., Cars, O., & ESCMID Study Group for Antibiotic Policies. 
(2017). Forgotten antibiotics: A follow-up inventory study in 
Europe, the USA, Canada and Australia. International Journal 
of Antimicrobial Agents, 49, 98–101.

766 Chapter 16 Pharmaceuticals

http://apps.who.int/medicinedocs/documents/s18767en/s18767en.pdf
http://apps.who.int/medicinedocs/documents/s18767en/s18767en.pdf
https://www.msh.org/journal-tags/addo-accredited-drug-dispensing-outlets-program
https://www.msh.org/journal-tags/addo-accredited-drug-dispensing-outlets-program
https://www.msh.org/resources/mds-3-managing-access-to-medicines-and-health-technologies
https://www.msh.org/resources/mds-3-managing-access-to-medicines-and-health-technologies
https://www.msh.org/resources/mds-3-managing-access-to-medicines-and-health-technologies
https://www.msh.org/resources/international-drug-price-indicator-guide
https://www.msh.org/resources/international-drug-price-indicator-guide
https://www.nice.org.uk/guidance/ng15
https://www.un.org/pga/71/2016/09/21/press-release-hl-meeting-on-antimicrobial-resistance/
https://www.un.org/pga/71/2016/09/21/press-release-hl-meeting-on-antimicrobial-resistance/


Radyowijati, A., & Haak, H. (2002). Determinants of antimicrobial 
use in the developing world. Child Health Research Project 
Special Report, 4, 1–36.

Radyowijati, A.,  & Haak, H. (2003). Improving antibiotic use 
in low-income countries: An overview of evidence on 
determinants. Social Science and Medicine, 57, 733–744.

Renwick, M. J., Brogan, D. M., & Mossialos, E. (2016). A systematic 
review and critical assessment of incentive strategies for 
discovery and development of novel antibiotics. Journal of 
Antibiotics, 69, 73–88.

Renwick, M. J., Simpkin, V.,  & Mossialos, E. (2016). Targeting 
innovation in antibiotic drug discovery and development: The 
need for a One Health–One Europe–One World Framework. 
World Health Organization (acting as the host organization for, 
and secretariat of, the European Observatory on Health Systems 
and Policies). London, England: European Observatory on 
Health Systems and Policies. Retrieved from http://apps.who 
.int/medicinedocs/documents/s23164en/s23164en.pdf

Review on Antimicrobial Resistance. (2016). Tackling drug-resistant 
infections globally: Final report and recommendations. Retrieved 
from https://amr-review.org/sites/default/files/160518_Final%20 
paper_with%20cover.pdf 

Rex, J. H., & Outterson, K. (2016). Antibiotic reimbursement in 
a model delinked from sales: A benchmark-based worldwide 
approach. The Lancet Infectious Diseases, 16, 500–505. London 
https://amr-review.org/sites/default/files/160518_Final%20
paper_with%20cover.pdf

Riaz, H., Godman, B., Bashir, S., Hussain, S., Mahmood, S., 
Waseem, D., . . . Raza, S. A. (2016). Evaluation of drug use 
indicators for non-communicable diseases in Pakistan. Acta 
Poloniae Pharmaceutica, 73, 787–794.

Robertson, J., Barr, R., Shulman, L. N., Forte, G. B.,  & 
Magrini, N. (2016). Essential medicines for cancer: WHO 
recommendations and national priorities. Bulletin of the World 
Health Organization, 94, 735–742.

Robinson, J. (2016). What is the falsified medicines directive? 
Pharmaceutical Journal, 297, 243.

Rutta, E. (2013). Flagship report 2014: Medicines in health 
systems: Advancing access, affordability, and appropriate 
use. Chapter 5: Accredited drug dispensing outlets. Retrieved 
from http://www.who.int/alliance-hpsr/resources/FR_Ch5 
_Annex1.pdf

Saha, C. N., & Bhattacharya, S. (2011). Intellectual property rights: 
An overview and implications in pharmaceutical industry. 
Journal of Advanced Pharmaceutical Technology & Research, 2, 
88–93.

Samb, B., Evans, T., Dybul, M., Atun, R., Moatti, J. P., Nishtar, S., . . .  
Etienne, C. (2009). An assessment of interactions between 
global health initiatives and country health systems. The 
Lancet, 373, 2137–2169.

Santa-Ana-Tellez, Y., Mantel-Teeuwisse, A. K., Dreser, A., 
Leufkens, H. G. M., & Wirtz, V. J. (2013). Impact of over-the-
counter restrictions on antibiotic consumption in Brazil and 
Mexico. PLoS One, 8, e75550.

Scannell, J. W., & Bosley, J. (2016). When quality beats quantity: 
Decision theory, drug discovery, and the reproducibility crisis. 
PLoS One, 11, e0147215.

Scudellari, M. (2011). Are advance market commitments for drugs 
a real advance? Nature Medicine, 17, 139–139.

Sharma, D. C. (2003). ARV prices nosedive after Clinton brokering. 
The Lancet, 362, 1467.

Sjöstedt, M. (2013). Aid effectiveness and the Paris Declaration: A 
mismatch between ownership and results‐based management? 
Public Administration and Development, 33, 143–155.

Smith, R. D.,  & Coast, J. (2013). The true cost of antimicrobial 
resistance. British Medical Journal, 346, f1493.

So, A. D.,  & Shah, T. A. (2014). New business models for 
antibiotic innovation. Upsala Journal of Medical Sciences, 
119, 176–180.

Stillman, K. & Bennett, S. (2005). Systemwide effects of the 
Global Fund: Interim findings from three country studies. 
Bethesda, MD: Partners for Health Reformplus Project, Abt 
Associates.

Stop Stockouts Campaign. (2015). Third annual national stop 
stockouts survey. Retrieved from http://stockouts.org 
/Download/2015_stock_outs_national_survey.pdf

Stop TB Partnership. (2017). Global Drug Facility. Retrieved from 
http://www.stoptb.org/gdf/

Stop TB Partnership & World Health Organization (WHO). 
(2014). Stop TB Partnership Global Drug Facility activity report 
2012–2013. Geneva, Switzerland: WHO.

Strengthening Pharmaceutical Systems Program. (2011). Safety of 
medicines in sub-Saharan Africa: Assessment of pharmacovigilance 
systems and their performance. Arlington, VA: Management 
Sciences for Health. Retrieved from http://apps.who.int 
/medicinedocs/documents/s19152en/s19152en.pdf

Teixeira Rodrigues, A., Roque, F., Falcão, A., Figueiras, A.,  & 
Herdeiro, M. T. (2013). Understanding physician antibiotic 
prescribing behaviour: A systematic review of qualitative 
studies. International Journal of Antimicrobial Agents, 41, 
203–212.

‘t Hoen, E. (2016). Private patents and public health: Changing 
intellectual property rules for access to medicines. Amsterdam, 
Netherlands: Health Action International.

Tonkin-Crine, S., Yardley, L.,  & Little, P. (2011). Antibiotic 
prescribing for acute respiratory tract infections in primary 
care: A systematic review and meta-ethnography. Journal of 
Antimicrobial Chemotherapy, 66, 2215–2223.

Trouiller, P., Olliaro, P., Torreele, E., Orbinski, J., Laing, R.,  & 
Ford, N. (2002). Drug development for neglected diseases: A 
deficient market and a public-health policy failure. The Lancet, 
359, 2188–2194.

United Nations. (2005). Consolidated list of products whose 
consumption and/or sale have been banned, withdrawn, severely 
restricted or not approved by governments. New York, NY: 
Author.

United Nations International Children’s Emergency Fund. 
(2017). Supply catalogue. Retrieved from https://supply 
.unicef.org/unicef_b2c/app/displayApp/(layout=7.0 
-12_1_66_67_115&carea=%24ROOT)/.do?rf=y

Vaccine Confidence Project. (2015). The state of vaccine 
confidence. Retrieved from http://www.vaccineconfidence 
.org/The-State-of-Vaccine-Confidence-2015.pdf

Van Boeckel, T. P., Gandra, S., Ashok, A., Caudron, Q., Grenfell, 
B. T., Levin, S. A.,  & Laxminarayan, R. (2014). Global 
antibiotic consumption 2000 to 2010: An analysis of national 
pharmaceutical sales data. The Lancet Infectious Diseases, 14, 
742–750.

Viana, A. L. D. Á., Silva, H. P. D., Ibañez, N., Iozzi, F. L., Viana, 
A. L. D. Á., Silva, H. P. D., . . . & Iozzi, F. L. (2016). A política 
de desenvolvimento produtivo da saúde e a capacitação dos 
laboratórios públicos nacionais. Cadernos de Saúde Pública, 
32.

Village Reach. (2012, February 27). Starting at the last mile: 
Rethinking medical supply chains in low-income countries. 
Retrieved from http://www.villagereach.org/wp-content 
/uploads/2012/03/02272012.Starting-at-the-Last-Mile 
-Whitepaper.pdf

767References

http://apps.who.int/medicinedocs/documents/s23164en/s23164en.pdf
http://apps.who.int/medicinedocs/documents/s23164en/s23164en.pdf
https://amr-review.org/sites/default/files/160518_Final%20paper_with%20cover.pdf
https://amr-review.org/sites/default/files/160518_Final%20paper_with%20cover.pdf
https://amr-review.org/sites/default/files/160518_Final%20paper_with%20cover.pdf
http://www.who.int/alliance-hpsr/resources/FR_Ch5_Annex1.pdf
http://www.who.int/alliance-hpsr/resources/FR_Ch5_Annex1.pdf
http://stockouts.org/Download/2015_stock_outs_national_survey.pdf
http://stockouts.org/Download/2015_stock_outs_national_survey.pdf
http://www.stoptb.org/gdf/
http://apps.who.int/medicinedocs/documents/s19152en/s19152en.pdf
http://apps.who.int/medicinedocs/documents/s19152en/s19152en.pdf
https://supply.unicef.org/unicef_b2c/app/displayApp/(layout=7.0-12_1_66_67_115&carea=%24ROOT)/.do?rf=y
https://supply.unicef.org/unicef_b2c/app/displayApp/(layout=7.0-12_1_66_67_115&carea=%24ROOT)/.do?rf=y
https://supply.unicef.org/unicef_b2c/app/displayApp/(layout=7.0-12_1_66_67_115&carea=%24ROOT)/.do?rf=y
http://www.vaccineconfidence.org/The-State-of-Vaccine-Confidence-2015.pdf
http://www.vaccineconfidence.org/The-State-of-Vaccine-Confidence-2015.pdf
http://www.villagereach.org/wp-content/uploads/2012/03/02272012.Starting-at-the-Last-Mile-Whitepaper.pdf
http://www.villagereach.org/wp-content/uploads/2012/03/02272012.Starting-at-the-Last-Mile-Whitepaper.pdf
http://www.villagereach.org/wp-content/uploads/2012/03/02272012.Starting-at-the-Last-Mile-Whitepaper.pdf
https://amr-review.org/sites/default/files/160518_Final%20paper_with%20cover.pdf


Vrueh, R. L. A. D., & Crommelin, D. J. A. (2017). Reflections on the 
future of pharmaceutical public–private partnerships: From 
input to impact. Pharmaceutical Research, 34(10): 1985–1999.

Walsh, C.,  & Wencemicz, T. (2016). Antibiotics: Challenges, 
mechanisms, opportunities. Washington, DC: American 
Society for Microbiology Press.

Wiedenmayer, K. (2004). Rational use of medicines. In S. C. 
Anderson, R. Summers, & K. Wiedenmayer (Eds.), Managing 
pharmaceuticals in international health (pp. 141–152). Basel, 
Switzerland: Birkhauser Verlag.

Wirtz, V. J., Hogerzeil, H. V., Gray, A. L., Bigdeli, M., De Joncheere, 
C. P., Ewen, M. A., . . . Reich, M. R. (2017). Essential medicines 
for universal health coverage. The Lancet, 389, 403–476.

World Health Organization (WHO). (2001a). Macroeconomics and 
health: Investing in health for economic development: Report 
of the Commission on Macroeconomics and Health. Geneva, 
Switzerland: Author.

World Health Organization (WHO). (2001b). WHO global 
strategy for containment of antimicrobial resistance. Geneva, 
Switzerland: Author.

World Health Organization (WHO). (2002). The importance of 
pharmacovigilance: Safety monitoring of medicinal products. 
Geneva, Switzerland: Author.

World Health Organization (WHO). (2005). Access to medicines: 
Intellectual property protection: impact on public health. 
WHO Drug Information, 19(3), 236–241.

World Health Organization (WHO). (2007). Quality assurance 
of pharmaceuticals: A compendium of guidelines and related 
materials. Vol.  2, 2nd updated ed., Good manufacturing 
practices and inspection. Retrieved from http://www.who 
.int/medicines/areas/quality_safety/quality_assurance 
/QualityAssurancePharmVol2.pdf

World Health Organization (WHO). (2010a). Combating 
counterfeit, falsified and substandard, medicines: Defining 
the way forward? Retrieved from http://apps.who.int 
/medicinedocs/documents/s17549en/s17549en.pdf

World Health Organization (WHO). (2010b). Essential medicines 
and health products. Retrieved from http://www.who.int 
/medicines/services/essmedicines_def/en/

World Health Organization (WHO). (2010c). Pharmaceuticals: 
Restrictions in use and availability. Retrieved from http://
apps.who.int/medicinedocs/documents/s17126e/s17126e 
.pdf

World Health Organization (WHO). (2010d). Promoting rational 
use of medicines: Core components. Retrieved from http://
apps.who.int/medicinedocs/en/d/Jh3011e/1.html

World Health Organization (WHO). (2010e). Substandard and 
falsified medicines. Retrieved from http://www.who.int 
/mediacentre/factsheets/fs275/en/

World Health Organization (WHO). (2012). The evolving threat 
of antimicrobial resistance: Options for action. Geneva, 
Switzerland: Author.

World Health Organization (WHO). (2014). Antimicrobial resistance: 
Global report on surveillance. Geneva, Switzerland: Author.

World Health Organization (WHO). (2015a). Global action plan 
on antimicrobial resistance. Geneva, Switzerland: Author.

World Health Organization (WHO). (2015b). Global Antimicrobial 
Resistance Surveillance System: Manual for early implementation. 
Geneva, Switzerland: Author.

World Health Organization (WHO). (2015c). WHO guideline on 
country pharmaceutical pricing policies. Geneva, Switzerland: 
Author.

World Health Organization (WHO). (2015d). Worldwide country 
situation analysis: Response to antimicrobial resistance. Geneva, 
Switzerland: Author.

World Health Organization (WHO). (2016). The role of intellectual 
property in local production in developing countries. Geneva, 
Switzerland: Author.

World Health Organization (WHO). (2017a). Adverse drug reactions 
monitoring. Retrieved from http://www.who.int/medicines 
/areas/quality_safety/safety_efficacy/advdrugreactions/en/

World Health Organization (WHO). (2017b). Antibacterial 
agents in clinical development: an analysis of the antibacterial 
clinical development pipeline, including tuberculosis. Geneva, 
Switzerland: Author.

World Health Organization (WHO). (2017c). The international 
pharmacopoeia. Retrieved from http://www.who.int 
/medicines/publications/pharmacopoeia/en/ 

World Health Organization (WHO). (2017d). Pharmacovigilance. 
Retrieved from http://www.who.int/medicines/areas/quality 
_safety/safety_efficacy/pharmvigi/en/

World Health Organization (WHO). (2017e). Prequalification 
of medicines by WHO. Retrieved from http://www.who.int 
/mediacentre/factsheets/fs278/en/

World Health Organization (WHO). (2017f, March; amended 
August 2017). WHO model list of essential medicines 
for children, 6th list. Retrieved from http://www.who.int 
/medicines/publications/essentialmedicines/6th_EMLc2017 
_FINAL_amendedAug2017.pdf?ua=1

World Health Organization (WHO). (2017g). WHO model list of 
essential medicines: 20th list. Retrieved from http://www.who 
.int/medicines/publications/essentialmedicines/en/

World Health Organization (WHO). (2017h). The WHO 
Programme for International Drug Monitoring. Retrieved from 
http://www.who.int/medicines/areas/quality_safety/safety 
_efficacy/National_PV_Centres_Map/en/

World Health Organization (WHO) & Health Action International 
(HAI). (2008). Measuring medicine prices, availability, affordability 
and price components (2nd ed.). Geneva, Switzerland: Author.

Yudkin, J. S. (2012). The drug industry is a barrier to diabetes care 
in poor countries. British Medical Journal, 344, e3018.

Zurovac, D., Talisuna, A. O., & Snow, R. W. (2012). Mobile phone 
text messaging: Tool for malaria control in Africa. PLoS 
Medicine, 9, e1001176.

768 Chapter 16 Pharmaceuticals

http://www.who.int/medicines/areas/quality_safety/quality_assurance/QualityAssurancePharmVol2.pdf
http://www.who.int/medicines/areas/quality_safety/quality_assurance/QualityAssurancePharmVol2.pdf
http://www.who.int/medicines/areas/quality_safety/quality_assurance/QualityAssurancePharmVol2.pdf
http://apps.who.int/medicinedocs/documents/s17549en/s17549en.pdf
http://apps.who.int/medicinedocs/documents/s17549en/s17549en.pdf
http://www.who.int/medicines/services/essmedicines_def/en/
http://www.who.int/medicines/services/essmedicines_def/en/
http://apps.who.int/medicinedocs/documents/s17126e/s17126e.pdf
http://apps.who.int/medicinedocs/documents/s17126e/s17126e.pdf
http://apps.who.int/medicinedocs/documents/s17126e/s17126e.pdf
http://apps.who.int/medicinedocs/en/d/Jh3011e/1.html
http://apps.who.int/medicinedocs/en/d/Jh3011e/1.html
http://www.who.int/mediacentre/factsheets/fs275/en/
http://www.who.int/mediacentre/factsheets/fs275/en/
http://www.who.int/medicines/areas/quality_safety/safety_efficacy/advdrugreactions/en/
http://www.who.int/medicines/publications/pharmacopoeia/en/
http://www.who.int/medicines/publications/pharmacopoeia/en/
http://www.who.int/medicines/areas/quality_safety/safety_efficacy/pharmvigi/en/
http://www.who.int/mediacentre/factsheets/fs278/en/
http://www.who.int/mediacentre/factsheets/fs278/en/
http://www.who.int/medicines/publications/essentialmedicines/6th_EMLc2017_FINAL_amendedAug2017.pdf?ua=1
http://www.who.int/medicines/publications/essentialmedicines/6th_EMLc2017_FINAL_amendedAug2017.pdf?ua=1
http://www.who.int/medicines/publications/essentialmedicines/6th_EMLc2017_FINAL_amendedAug2017.pdf?ua=1
http://www.who.int/medicines/publications/essentialmedicines/en/
http://www.who.int/medicines/publications/essentialmedicines/en/
http://www.who.int/medicines/areas/quality_safety/safety_efficacy/National_PV_Centres_Map/en/


© Anton Balazh/Shutterstock

CHAPTER 17

Innovation, Technology, 
and Design
Brady Hunt, Mary Natoli, Eric Richardson, Maria Oden, and Rebecca Richards-Kortum

 ▸ Introduction

Why is it so challenging to use technology 
to solve critical global health challenges? 
In this chapter, we address this question 

by examining the process of technical innovation 
and engineering design, with a focus on how tech-
nology can be used to develop solutions that equita-
bly improve lives throughout the world. Although we 
emphasize the design of medical technologies, the 
same general principles can be applied to design tech-
nical solutions to meet other global health needs, such 
as better sanitation and agriculture.

We begin by considering the importance of inno-
vation and technology for the student of global health. 
We then explore three promising areas of technical 
innovation that are impacting global health: (1) mobile 
health technologies, (2) point-of-care diagnostic tech-
nologies, and (3) improved access technologies. In the 
third section, we give an overview of the innovation 
process, with an eye toward approaches that address 
global health challenges. Because technical progress 
alone does not guarantee equitable health outcomes 
(Fong & Harris, 2015), we also consider the import-
ant question of how to scale up successful technolo-
gies. Finally, we conclude by discussing some of the 

high-priority gaps that could be addressed with new 
innovations.

 ▸ Innovation: A Catalyst for 
Change in Global Health

What is innovation, and what does it look like when 
applied to a vast global health problem? We begin our 
discussion of innovation and global health by defining 
technical innovation, and then extend that definition 
into the context of global health.

Innovation is one of the hallmarks of human civ-
ilization. The success of the human race as a species is 
innately tied to our ability to understand a problem, 
explore possible solutions, and then find new and bet-
ter ways to solve it. Innovation is often accompanied 
by scientific discovery—a better understanding that 
opens up new possibilities. For our discussion of inno-
vation and technology in the context of global health, 
we define technical innovation as the use of science to 
meet a social need in the face of economic constraints 
(Niemeier, Gombachika, & Richards-Kortum, 2014).

Technical innovation is responsible for many sig-
nificant advances in medical care and public health in 
high-income countries (FIGURE  17-1). Technology to 
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improve global health includes medical tools such as 
antibiotics, vaccines, and medical devices, as well as 
tools to improve road safety, sanitation, and agricultural 
productivity (Howitt et al., 2012). Yet, with the excep-
tion of vaccines and pharmaceuticals, medical technol-
ogy and innovation have not yet played a major role 
in global public health (Piot, 2012). For example, engi-
neers have known how to produce safe drinking water 
and build toilets for more than 100 years, yet 2.5 billion 
people still lack basic sanitation (Niemeier et al., 2014). 
Indeed, more of the world’s population has access to 
cell phones than to basic sanitation facilities (Niemeier 
et al., 2014). Yet, despite the ubiquity of medical tech-
nology, it was not until 2007 that the World Health 
Organization (WHO) issued the first global directive 
on medical devices (Sinha & Barry, 2011).

In achieving global health goals, improving equi-
table access to technical progress is just as important 
as the technical progress itself. In 2013, the Commis-
sion on Investing in Health called for a reduction in 
preventable infectious disease, maternal, and child 
deaths to universally low levels by 2035 (Yamey & 
Morel, 2016). Modeling shows that scaling up existing 
health technologies will bring low-income countries 
only two-thirds of the way to this “grand convergence 
in global health”; full convergence can be achieved 
only through the development and deployment of 
new health technologies (Yamey & Morel, 2016). 
These predictions are consistent with historical evi-
dence of the benefits of adopting innovation in low- 
resource settings; data show that countries that rapidly 
adopt new technical innovations reduce their child 

FIGURE 17-1 Overview of technologies that could improve global health.
Reprinted from Howitt, P., Darzi, A., Yang, G. Z., Ashrafian, H., Atun, R., Barlow, J., . . . Wilson, E. (2012). Technologies for global health. The Lancet, 380(9840), 507–535. Copyright © 2012, with permission from Elsevier.
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mortality rates by an additional 2% per year compared 
to non-adopting countries (Yamey & Morel, 2016).

FIGURE 17-2 summarizes the three major barriers to 
increased use of medical technology to improve global 
health—namely, the necessary technology (1) does not 
exist, (2) is not accessible, or (3) has not been adopted 
(Howitt et al., 2012). Where the necessary technology 
does not yet exist, successful innovation requires that 
innovators have a deep understanding of the local con-
text in which the solution will be used (Sinha & Barry, 
2011). This context dictates constraints that a success-
ful solution must satisfy, including, for example, any 
limitations on cost, the supply chain for consumables, 
the available infrastructure to support a solution, and 
the educational level and number of personnel who 
will use and maintain the solution. These consider-
ations are paramount for medical equipment.

Most medical equipment in many low-income 
countries consists of devices donated from high- 
resource settings (Howitt et  al., 2012). Often, these 
donated devices fail because of line voltage incompati-
bilities, unavailability of consumables and spare parts, 
and harsh environmental conditions (Howitt et  al., 
2012); studies show that as much as three-fourths of 
donated devices do not work (Richards-Kortum  & 
Oden, 2013). Thus, there is an important need for 
medical technologies that are explicitly designed to 
meet the needs of low-resource settings, with full 
understanding of the constraints that the technologies 
must deal with. The process of technical innovation 
discussed later in this chapter is designed to guide 
innovators through a process that addresses barriers 

to access and adoption through contextually specific 
needs finding, as well as development of locally rele-
vant business and marketing strategies.

Society as a whole must value and foster inno-
vation if all people are to reap its benefits. Because 
economic disparity is the primary driver of health 
disparity, where innovation takes place will play an 
important role in determining whether the gap of 
health disparity widens or closes. There is a great need 
for innovation leaders who are willing to engage in 
solving global health challenges, not only to create 
solutions for today’s challenges, but also to train the 
leaders who will solve the challenges of the future.

 ▸ Technology Platforms 
Impacting the Global Health 
Landscape

Low-resource areas are often physically separated 
from good healthcare facilities by poor and unreliable 
transportation networks. Furthermore, deep-rooted 
economic inequality leads to very low numbers of 
healthcare workers per capita. As such, global health 
problems have a number of unique needs, which are 
discussed throughout this chapter. Platforms that alle-
viate human resources requirements and other eco-
nomic constraints can significantly impact the global 
health landscape. Here, we highlight three such plat-
forms: mobile health technologies, point-of-care diag-
nostic technologies, and improved access technologies.

FIGURE 17-2 Three fundamental barriers to the use of technology to improve global health.
Reprinted from Howitt, P., Darzi, A., Yang, G. Z., Ashrafian, H., Atun, R., Barlow, J., . . . Wilson, E.  (2012). Technologies for global health. The Lancet, 380(9840), 507–535. Copyright © 2012, with permission from Elsevier.
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Mobile Health Technologies
Nearly 90% of the world’s population now has access 
to wireless phone service; building on this opportunity, 
many efforts are under way to use mobile phone tech-
nology to address health challenges (mHealth). mHealth 
approaches have shown promise in a variety of low- and 
high-income settings, ranging from helping patients in 
Toronto, Canada, reduce their blood pressure and moni-
tor blood glucose levels to reducing the cost of influenza 
surveillance in Kenya (Hampton, 2012).

A variety of mHealth applications have been 
developed to help community health workers provide 
improved services with a particular focus on mater-
nal and child health, human immunodeficiency virus/
acquired immunodeficiency syndrome (HIV/AIDS), 
and sexual and reproductive health (Braun, Catalani, 
Wimbush,  & Israelski, 2013). mHealth applications 
have enabled community health workers to collect 
high-quality health data in the field with fewer errors 
and less data loss compared to paper records (Braun 
et al., 2013). Moreover, mHealth tools provide real-time 
access to reminders and decision support tools, facili-
tating compliance with clinical care guidelines (Braun 
et al., 2013). For example, a study in Tanzania showed 
that midwives who received reminders about past-due 
patient visits by cell phone improved the number of 
timely visits to pregnant women (Braun et al., 2013).

In recent years, pharmaceutical companies and 
other medical research institutions have begun utilizing 
mHealth to conduct large-scale clinical research (Check 
Hayden, 2016). Both the iOS and Android communi-
ties have launched open-source projects to facilitate 
creation of clinical research apps for specific diseases. 
For example, the mPower study team launched an app 
for people with Parkinson’s disease and enrolled more 
than 6,800 participants—three times more participants 

than were included in the previous largest Parkinson’s 
disease study (Check Hayden, 2016). The mPower app 
transforms the smartphone’s built-in accelerometer and 
microphone into a measurement tool for evaluating 
the steadiness of participants’ gait and speech, respec-
tively (Check Hayden, 2016). FIGURE  17-3 compares 
mHealth research to standard clinical research and 
highlights some of the advantages and disadvantages 
of each approach. Although initial app-based mHealth 
studies have provided a proof of concept for large-scale 
clinical trials, most studies have encountered a decline 
in participant engagement over time and have patient 
demographics that are biased toward those who own a 
smartphone (Kvedar & Fogel, 2017).

Smartphone-linked wearable sensors have the poten-
tial to significantly expand the impact of mHealth appli-
cations (Steinhubl, Muse, & Topol, 2015). As shown in 
FIGURE 17-4, a wide variety of wearable sensors are under 
development, including tools to monitor electrocardi-
ography (ECG), blood pressure, galvanic skin response, 
heart rate variability, and blood glucose (Steinhubl et al., 
2015). Many of these sensors are produced using tradi-
tional microfabrication methods that support low-cost 
production at high volume. In addition, a number of new 
processes to develop flexible, wearable electronic sensors 
have recently been reported (Wang, Liu, & Zhang, 2017). 
While promising, the majority of these sensors are in 
early stages of development.

In addition to wearable sensors, a number of 
lab-on-a-chip mHealth technologies are in develop-
ment. Many of them couple microfluidic devices that 
process small volumes of biological fluids together 
with cell phone–based readers, leveraging miniature 
light-emitting diodes (LEDs), optical elements, cell 
phone cameras, and smartphone screens to create 
low-cost sensors with sophisticated detection capabil-
ities (Steinhubl et al., 2015). 

Advantages Disadvantages

√ Significantly easier to 
   recruit participants
√ Lower cost to scale up 
   and maintain
√ Continuous data collection

x Significantly more labor 
   and time intensive
x Limited geographic reach
x Discrete data collection

x Requires software 
   development expertise
x Self reported data
x Less clinician and patient 
   engagement

√ More robust patient 
   selection and data
   validation processes
√ Lower cost and complexity 
   to initiate
√ More clinician and patient 
   engagement

mHealth

Traditional
clinical

research

FIGURE 17-3 Advantages and disadvantages of app-based mHealth versus standard clinical research.
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Microscopes are one of the most commonly 
used pieces of equipment in medical labs; how-
ever, their cost and complexity often limit the 
utility of these devices in low-income countries 
(Miller et  al., 2010). As shown in FIGURE  17-5, 
Fletcher and colleagues transformed a smartphone 
into a high- resolution microscope that could pro-
vide image in both bright-field and fluorescence 
modes, with comparable spatial resolution and 
image quality to much more expensive laboratory- 
grade microscopes (Breslauer, Maamari, Switz, 
Lam, & Fletcher, 2009; Skandarajah, Reber, Switz, & 
Fletcher, 2014). In more recent years, the smart-
phone-based microscope has been used to quantify 
levels of parasitic worms in an unprocessed patient 
blood sample, without need for an expert clinician 
to analyze the  sample ( D’Ambrosio et  al., 2015).  

FIGURE 17-4 A wide variety of wearable sensors are in development for use in mHealth applications.
Reproduced from Steinhubl, S. R., Muse, E. D., & Topol, E. J. (2015). The emerging field of mobile health. Science Translation Medicine, 7(283):283rv283. Reprinted with permission from AAAS.

A B

FIGURE 17-5 A. A mobile phone based microscope. 
B. An image containing a blue-stained granulocyte and 
surrounding red blood cells taken with the mobile phone 
microscope using an iPhone 4.
Reproduced from Skandarajah, A., Reber, C. D., Switz, N. A., & Fletcher, D. A. (2014). Quantitative imaging with a mobile phone 
microscope. PLoS One, 9(5), e96906. doi:10.1371/journal.pone.0096906, https://creativecommons.org/licenses 
/by/4.0/
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The smartphone quantified the parasites by taking a 
video of the blood sample and detecting the motion 
of the live parasites in the blood, highlighting how 
increasingly powerful processors available in smart-
phones can be used for medical diagnosis.

To date, relatively few rigorous, well-controlled 
trials have evaluated the health impact of mHealth 
tools (Shuchman, 2014). Moreover, mHealth develop-
ers often use platforms that are not mutually compat-
ible, limiting the technologies’ potential impact in the 
field. Although small-scale efforts and pilot projects 
to measure program outcomes are increasing (Braun 
et  al., 2013), significant gaps in large-scale, rigorous 
assessment remain. Finally, experts question whether 
existing mHealth applications provide sufficient util-
ity to convince patients to use them; a recent survey 
of 1,700 mHealth projects found none that provided 
essential, actionable guidance for patients facing the 
acute health conditions that are common in low- 
resource settings (Royston et al., 2015). Despite these 
limitations, as smartphones continue to be adopted 
globally, smartphone-related innovation will likely 
play an increasingly important role in solving global 
health challenges.

Point-of-Care Diagnostic Technologies
Throughout history, medicine has typically involved 
testing within a laboratory of a well-resourced facility 
such as a hospital, clinic, or diagnostic laboratory. This 
often requires sending specimens off-site for analysis 
and waiting hours or days to learn the results. Because 
care must continue without diagnostic information in 
the meantime, this type of wait can have unfavorable 
results for patients. Furthermore, in low-resource set-
tings where clinics are sparse, patients are often unable 
or reluctant to return to the clinic to receive their test 
results. In response to this need for more rapid testing, 
point-of-care diagnostics has developed as an area of 
research and innovation in the past several decades. 
Point-of-care diagnostic tests are performed with 
few resources, and can provide results within a single 
patient visit. Tests can also be performed by minimally 
trained technicians, helping alleviate some of the 
problems created by the chronic shortage of health-
care workers in many countries.

The lateral flow test is the simplest and most suc-
cessful point-of-care diagnostic technology to date 
(Sharma, Zapatero-Rodriguez, Estrela,  & O’Ken-
nedy, 2015). This technology is based on a series of 
porous membranes that absorb and wick a fluid later-
ally. When reagents are included within these mem-
branes, a reaction takes place as the fluid wicks along, 
and visible markings appear. Typically, a lateral flow 

test includes one control line that indicates that the 
test worked properly, and one or more test lines that 
indicate the presence or absence of an analyte or ana-
lytes of interest. One well-known application of lateral 
flow technology is the home pregnancy test, which 
functions by capturing the pregnancy marker human 
chorionic gonadotropin (hCG) from a urine sample 
(Cole, 2012). Based on technology developed in the 
1950s, lateral flow assays helped decentralize labo-
ratory testing in high-resource settings in the 1970s 
(Sharma et al., 2015). In low-resource settings, lateral 
flow assays have primarily been used to detect infec-
tious diseases, including HIV and malaria (Sharma 
et al., 2015).

Adult HIV diagnostics have been one of the great-
est global health successes of the past several decades. 
Whereas someone who acquired HIV in the pretreat-
ment era could expect to live only 12.5 years, a young 
person in an industrialized country who becomes 
infected today can expect to live a near normal lifespan 
(Collaborative Group on AIDS Incubation and HIV 
Survival, 2000; Samji et al., 2013). Research suggests 
that comparable results are achievable in low-resource 
settings as well, due to two factors: (1) the advance of 
point-of-care diagnostics for HIV and (2) a massive 
global scale-up of access to life-saving antiretroviral 
therapy.

In the early 2000s, point-of-care tests to detect 
HIV-related antibodies and proteins enabled rapid 
HIV diagnosis. After reaching a peak in 2005, the 
number of AIDS-related deaths declined from approx-
imately 2 million per year to the current 1.1   million 
per year (FIGURE  17-6). HIV testing continues to 
become more convenient as HIV self-testing increases 
in popularity (Hurt & Powers, 2014). The impact of 
these simpler diagnostics would have been minimal, 
however, if critical treatments remained difficult to 
access. After stakeholder consultations in all regions 
of the world, tremendous efforts were undertaken 
to reduce the cost of medications and improve ease 
of access in remote areas. As a result, in the region 
most affected by HIV—that is, eastern and southern 
Africa—the number of HIV-positive people receiving 
treatment has more than doubled since 2010, reach-
ing nearly 10.3 million people today (UNAIDS, 2016). 
AIDS-related deaths in this region have decreased by 
36% during the same time period. The widespread 
successes seen so far with HIV illustrate what can be 
accomplished when technical innovation is paired 
with access pathways that put the innovations in 
the hands of the users most in need. According to 
the United Nations Programme on HIV/AIDS, the 
quest to end the AIDS epidemic “will inspire broader 
global health and development efforts, demonstrating 
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what can be achieved through global solidarity, 
 evidence-based action, and multi-sectoral partner-
ships” (UNAIDS, 2017).

The development of point-of-care diagnostics for 
malaria has also dramatically transformed the global 
health landscape. Traditionally, malaria was diagnosed 
by direct observation of malaria parasites within periph-
eral blood smears under microscopy (Wilson, 2012). 
However, many settings do not have access to good- 
quality microscopy services. Rapid diagnostic tests for 
malaria take the form of a typical lateral flow test, which 
captures antibodies produced in response to the disease. 
Implementation of these tests has been widespread, with 
manufacturers reporting a total of 270 million sales of 
malaria rapid diagnostic tests in 2015 (WHO, 2016b). 
Most of these sales are in Africa, where the disease bur-
den of malaria is highest. Malaria mortality rates are 
estimated to have decreased by 29% globally between 
2010 and 2015 (WHO, 2016b). In the WHO African 
Region, reduced mortality due to malaria alone added 
1.2  years to average life expectancy at birth between 
2000 and 2015.

The last decade has seen rapid progress in the 
development of novel technologies that can pro-
vide molecular diagnostics at the point of care in 
low- resource settings, moving from lateral flow 
assays to instrumented systems for blood chemis-
try to detection of nucleic acids (Sharma et al., 2015) 
 (FIGURE  17-7). For example, Cepheid’s GeneXpert 
provides  sample-to-answer nucleic acid testing for 

Mycobacterium tuberculosis (MTB) and drug resistance 
in a fully automated platform that can be used with 
minimal technical expertise (Lawn et  al., 2013). The 
assay has better sensitivity than microscopy, although 
it is not as sensitive as liquid culture. A four-module 
GeneXpert platform costs approximately $17,000 and, 
with subsidization from a variety of funders, each sin-
gle test cartridge costs $9.98, significantly more than 
the per-test cost of microscopy (Lawn et  al., 2013). 
Even at this higher cost, initial analyses suggest the 
 GeneXpert assay will be cost-effective in settings with 
a high burden of tuberculosis (TB). However, its high 
relative cost, sophisticated hardware, and need for 
infrastructure (wall power and climate-controlled 
environment) are likely to limit implementation of this 
technology (Lawn et al., 2013).

Despite the promise of the currently available 
affordable, sensitive point-of-care diagnostics, a num-
ber of important unmet needs persist. Indeed, the 2013 
Ebola epidemic highlighted the need for continued 
development of point-of-care diagnostic technologies. 
During the epidemic, diagnosis was performed in the 
laboratory using polymerase chain reaction (PCR) at 
a cost of approximately $100 per test. Although PCR 
requires only 2–6 hours to perform, test delays of up to 
1 week were reported at the peak of the epidemic, likely 
contributing to increased risk of transmission (Nou-
vellet et al., 2015). In late 2014, WHO called for rapid, 
simple, and sensitive Ebola diagnostics; four tests have 
been approved that detect Ebola-specific RNA or virus 

FIGURE 17-6 Antiretroviral therapy coverage and number of AIDS-related deaths, global, 2000–2015.
Reproduced from UNAIDS. (2016). Global AIDS update 2016. Retrieved from http://www.unaids.org/sites/default/files/media_asset/global-AIDS-update-2016_en.pdf
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antigen. Although antigen-based rapid tests typically 
have lower sensitivity and specificity compared to 
PCR, modeling shows an approach using rapid tests for 
screening together with confirmatory PCR for those 
patients who test positive could have reduced the scale 
of the 2013 epidemic by more than one-third (Nouvel-
let et al., 2015). Further technical innovation is needed 
to support Ebola testing at the point of care; the newly 
approved tests require cold storage, high biosafety lev-
els, and, in some cases, access to a PCR machine.

Improved Access Technologies
Imagine the challenge of getting a vaccine 
from a pharmaceutical company to a remote 
village in Africa. The vaccine leaves by truck, 
is flown to Africa, and then is carried across 
dirt roads by truck or bicycle to eventually 
reach a refrigerator in a rural clinic that has 
sporadic electricity. The journey may take 
days or weeks, during which the vaccine is 
constantly at risk of being exposed to too 
much heat, sapping its potency.

This scenario, described by the Program for 
Appropriate Technology in Health (PATH), illustrates 
why technologies that improve access are among the 
most important global health innovations.

Vaccines can be damaged when the cold chain 
is interrupted during delivery or storage, causing 
heat-sensitive proteins to denature (WHO, 2012). The 
stability of a vaccine must be determined through 
testing, and careful handling must ensure that the 
vaccine’s potency is preserved. The general tempera-
ture sensitivity of vaccines has resulted in cold-chain 
requirements for vaccines. However, in low-resource 
settings where vaccines must be removed from the 
cold chain for the last step of distribution, another 
monitoring method was developed. The vaccine vial 
monitor (VVM) is a technology that measures cumu-
lative exposure to heat on vaccine vials. A colored disk 
indicates to health professionals whether a vaccine is 
still effective and can be used, or whether it should be 
discarded. Since their introduction in 1996, VVMs 
have become a critical part of vaccination efforts 
(Eriksson, Gessner, Jaillard, Morgan,  & Le Gargas-
son, 2017). VVMs have allowed low- and middle- 
income countries (LMICs) to increase the availability 
of life-saving vaccines to their populations and reduce 
under-5 mortality (Eriksson et al., 2017).

Another example of a technology that improves 
access to critical health care is the Pratt Pouch. During 
childbirth, the transmission of HIV from mother 
to child is a significant risk, but can be prevented if 
the infant receives antiretroviral medication shortly 
after birth. Antiretroviral therapy has been shown to 

FIGURE 17-7 Examples of point-of-care diagnostic devices under development. A. Two-dimensional paper network to 
quantify glucose and other analytes in urine. B. Lab-on-a-chip system to profile blood chemistry developed by Alere.  
C. Lab on a disk device developed by Abaxis.
Reproduced from Sharma, S., Zapatero-Rodriguez, J., Estrela, P., & O’Kennedy, R. (2015). Point-of-care diagnostics in low resource settings: Present status and future role of microfluidics. Biosensors, 5(3):577–601. https://creativecommons.org/licenses/by/4.0/
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decrease the risk of mother-to-child transmission from 
21% to less than 7% (Torpey et  al., 2010). However, 
a large percentage of mothers in sub-Saharan Africa 
deliver at home, and it is difficult to keep antiretroviral 
drugs outside of the clinic due to their short shelf life. 
Without treatment, millions of children are at risk of 
contracting HIV during delivery or breastfeeding. 

In response to this problem, the Pratt School of 
Engineering at Duke University developed a pack-
aging method that extends the life of two common 
antiretroviral medications by as much as 12  months 
(Choy, Ortiz,  & Malkin, 2015). The Pratt Pouch is 
made of polyethylene, a heat-stable material that has 
been used in the food industry for many years (Malkin 
& Howard, 2012). After heat-sealing, this choice of 
material preserves the shelf life of the contents far lon-
ger than a foil pouch would (Malkin & Howard, 2012). 
The Pratt Pouch resembles a fast-food ketchup pouch 
in appearance, and provides a mother with a 14-day to 
6-week supply of pre-dosed medication pouches. At 
home, a caretaker simply tears the pre-dosed package 
and delivers the drugs orally to the infant. Mothers 
studied in clinical trials reported that the device was 
easy to use, and access to medication for HIV-exposed 
infants born outside of a health facility increased from 
35% before the introduction of the pouch to 94% after 
(Dahinten & Malkin, 2016).

Often, cost is the primary barrier to implementation 
of technologies in low-resource settings. In response, 
academic and commercial groups have sought to build 
medical tools using the cheapest materials possible. 
One example of an ultra-low-cost tool is the Fold-
scope, an origami-based paper microscope developed 
at Stanford University (Cybulski, Clements, & Prakash, 
2014). The Foldscope is constructed from three pieces 
of paper, a spherical ball lens, lens-holder apertures, 
an LED with a diffuser or condenser lens, a battery, 
and an electrical switch (FIGURE 17-8). Early tests have 
shown that the device can show bright-field images 
of several organisms that cause serious infections, 
including Giardia lamblia and Leishmania donovani, as 
well as the commonly studied Escherichia coli. A low- 
magnification version (140×) costs only $0.58, while a 
high- magnification version (2,180×) costs $0.97.

The Foldscope is also extremely rugged, self- 
aligning itself during folding, and using components 
that can survive being stepped on. Taken together, these 
qualities give the device the potential to be applied not 
only to diagnostics, but also to education. Many chil-
dren around the world, even in developed countries, 
have never had the chance to use a microscope due 
to these devices’ cost and complexity. The Foldscope 
has the potential to expand science/technology/engi-
neering/mathematics (STEM) education, fostering 

curiosity and early interest in science that could pro-
vide a more sustainable model for global health.

Mobile health, point-of-care, and improved access 
technologies each address a specific difficulty of deliv-
ering health care to remote settings. Furthermore, each 
of the technologies within the platforms highlighted 
in the preceding discussion was developed in response 
to a specific global health need. To be as effective as 
possible, the technology was developed with the end 
user in mind, and multiple iterations were, or are still, 
being produced. In the next section, we investigate the 
steps typically involved in the innovation process for 
global health problems.

 ▸ Global Health Innovation 
Processes

How do innovators identify unmet clinical needs 
and begin to develop new technologies that meet the 
needs of patients and healthcare providers? How do 

A

B

FIGURE 17-8 A. Multiple Foldscopes constructed out of 
different colored cardstock. B. Novice users using the 
Foldscope.
Cybulski, J. S., Clements, J., & Prakash, M. (2014). Foldscope: origami-based paper microscope. PLoS One, 9(6), e98781. 
doi:10.1371/journal.pone.0098781, https://creativecommons.org/licenses/by/4.0/
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implementers take a promising innovation from an 
early-stage prototype to a commercial product that is 
delivered at scale? Technical innovation can be divided 
into four phases: (1) identifying needs; (2)  solution 
development; (3) business plan creation; and (4) scal-
ing up. In the next sections, we consider each step in 
the innovation process in more detail.

Identifying Needs
Innovators from high-income countries are often 
not familiar with the unique needs of LMICs, which 
are home to the majority of the world’s population. 
The tendency of many innovators is to assume that 
the needs of LMICs are similar to the needs of high- 
income countries, but with the additional constraint 
of cost. Many multinational companies have failed in 
their attempts to penetrate these markets because they 
do not take the time to study differences in market 
dynamics (Khanna, Palepu,  & Sinha, 2005). LMICs 
represent a diverse set of needs, many of which are 
unique to the particular country and do not involve 
cost constraints.

To develop sustainable, impactful technologies in 
global health, innovators spend a significant amount 
of time identifying and analyzing market needs prior 
to generating concepts. Importantly, the needs- finding 
process is solution-agnostic, and innovators need to 
resist the temptation to jump into solutions before 
needs are studied closely. A common cause of failure 
of new ventures is that there is no market need for the 

venture’s product; to mitigate this risk, many methods 
have been developed to identify needs (Blank, 2013). 
The focus on market needs (a market-pull approach) 
instead of searching for technology applications 
(a technology-push approach) is particularly import-
ant in a global setting where the innovator may not 
fully understand the complexities of healthcare sys-
tems and cultures that are not her or his own.

As a first step toward understanding a complex 
healthcare system, the innovator can map the patient 
journey using a patient flow diagram; each step of the 
patient journey is captured as a block in the diagram 
(Yock et al., 2015). FIGURE 17-9 shows an example of 
a patient’s journey through the diagnosis of chronic 
kidney disease (CKD) and treatment of peritoneal 
dialysis in Costa Rica using a methodology described 
by Knapp, Zeratsky, and Kowitz (2016). The players 
(or stakeholders) in the process are listed on the left, 
and the desired outcome on the far right. This exam-
ple shows the one successful pathway the patient 
can take; more complex patient flow diagrams have 
decision points and other bifurcations that represent 
several possible pathways for the patient. It is often 
helpful to map the most common patient pathway at 
the start of the needs-finding process, then continue 
to add branches as alternative pathways are discovered 
through additional research or observation.

While the patient is of primary importance, 
equally important to a sustainable innovation is the 
flow of money through the healthcare system (Yock 
et al., 2015). A money flow diagram can be created to 

FIGURE 17-9 A flow diagram for a patient with chronic kidney disease, who is treated with peritoneal dialysis in Costa Rica.
Abbreviations: CAJA = Costa Rican Department of Social Security, which is primarily responsible for public health care; CAPD = continuous peritoneal ambulatory dialysis.
The diagram was developed by a team of graduate students at Rice University.
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show where, when, and how money is exchanged in 
the healthcare system. These diagrams may be equally 
(or even more) complex as patient flow diagrams. If 
the innovator is not familiar with a country’s health-
care payment structure, she or he may find it helpful to 
create separate diagrams for the public and private sec-
tors, as well as separate diagrams for different phases 
of care (e.g., screening, diagnosis, and treatment).

Both patient and money flow diagrams will indi-
cate stakeholders in patient diagnosis and care. Stake-
holders can be conveniently categorized into patients, 
providers (such as physicians and nurses), payers 
(such as insurance companies or government insti-
tutions), and facilities (such as hospitals and clinics). 
While a formal stakeholder analysis is typically done 
later in the process, it is helpful to assess the amount 
of stakeholder need in different phases of care to focus 
the needs-finding efforts.

Once a potential area of interest has been iden-
tified, innovators can use a variety of techniques to 
gather as many needs as possible. As with other diver-
gent phases of product development (such as brain-
storming concepts), quantity is key to finding quality. 
It is not uncommon for a team to find hundreds, and 
sometime thousands, of needs before narrowing its 
options down to one choice that continues into the 
concept generation phase.

Needs-finding strategies that are particularly 
helpful in global health can be organized into three 
categories: observation, interviewing, and secondary 
research. A mix of these three strategies used in paral-
lel is likely to yield the best results. Other forms of pri-
mary market research, such as questionnaires, focus 
groups, video ethnography, and competitive analysis, 
may be useful in the context of global health, but are 
beyond the scope of this chapter.

Direct observation of human behavior, or ethno-
graphic research, is an excellent way to uncover needs 
that a stakeholder or user may not be able to articu-
late in an interview. It also serves as an effective way 
to develop empathy for the patient or provider. Efforts 
should be made to observe the work of all stakehold-
ers, including nurses, administrators, supporting hos-
pital staff, and patient families. If possible, stakeholders 
should be observed in as many stages of care as possible 
to get a holistic view of the experience and to validate a 
patient flow map. During the observation process, the 
innovator looks carefully for “systems” problems such 
as bottlenecks, inefficiencies, and cost drivers.

Interviews should likewise be conducted with as 
many stakeholders as possible. As described in con-
junction with the contextual inquiry method ( Privitera, 
2015), it is often best to follow an observation session 

with interviews to confirm the understanding of what 
occurred in the clinical setting, ask clarifying ques-
tions, and uncover the reasons for certain behav-
iors. While interview techniques have been widely 
described in the literature (Burchill & Brodie, 1997; 
Privitera, 2015; Yock et al., 2015), the following tech-
nique may be especially helpful in needs-finding 
interviews:

1. Encourage storytelling to get specific exam-
ples and details.

2. Ask open-ended questions that cannot be 
answered by a simple “yes” or “no.”

3. Continue to ask “why” until you can get to 
the root cause of a problem.

4. Ask people to discuss problems that their 
colleagues are facing, as it is often easier to 
describe others’ challenges rather than your 
own challenges.

It is helpful to schedule time immediately after 
the observation or interview to analyze the findings. 
Indeed, it is not uncommon for a team to spend an 
hour of analysis for every hour of clinical observation. 

Causes or problems identified through this pro-
cess can be translated into need statements. A good 
need statement defines a problem, population, and 
outcome (Yock et  al., 2015). The need can then eas-
ily be articulated with a statement of the following 
form: “A way to (problem), in (population), in order 
to (outcome).” For example, a need statement might 
be “A  way to access the pericardium without ultra-
sound in rural patients with acute cardiac tamponade 
in order to quickly and safely remove fluid.”

To ensure that a need statement is not too gen-
eral or too broad, the innovator can scope the need up 
(make it more general) or down (make it more specific) 
to confirm that the need is at an appropriate level of 
resolution. For example, the need statement given pre-
viously could be scoped up to “A way to treat cardiac 
tamponade in patients in order to restore their hemo-
dynamic stability.” It could be scoped down to “A way 
to quickly access the pericardium in the emergency 
department in patients with acute cardiac tamponade 
in order to quickly and safely remove 100 mL of fluids.”

Likewise, all need statements should be checked 
for an embedded solution. An embedded solution 
prescribes the manner in which to solve the problem, 
unnecessarily constraining the innovator during con-
cept generation. For example, a need statement that 
begins with “A catheter that . . .” has an embedded 
solution because it prescribes that a catheter must be 
used. Perhaps other solutions could address the need 
without the need of a catheter.
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To select a small handful of needs to begin con-
cept generation, a screening or prioritization process 
is helpful. This is done by ranking potential needs 
against a set of criteria developed by the team. After 
screening leads to a smaller group of needs, perform-
ing more observations can validate these needs and 
offer further insights.

Solution Development
Once a need has been identified, refined, and val-
idated, it is appropriate to move on to the solution 
development stage of innovation. Throughout this 
section, we use examples from a global health design 
project completed by undergraduate students at Rice 
University to illustrate various steps of the design pro-
cess (Brown et al., 2013) (EXHIBIT 17-1).

The first step of solution development is to care-
fully define design criteria and constraints that must 
be met (EXHIBIT 17-2). This is essentially a translation 
of the needs (of the customer) into the specifications 

(to be met by the designer). Design criteria should be 
stated in a manner that is measurable. For example, 
“The system must cost less than $200” is a measurable 
criterion, whereas “The system should be low cost” is 
not. Some important design criteria should become 

EXHIBIT 17-2 BubbleCPAP: Design Criteria

After defining their problem, the CPAP team identified a set of design criteria and specified testable, quantifiable targets 
for their solution. This table shows the most important design criteria for CPAP.

Criterion Design Goal and Evaluation Method

Controllability Ambient air flow must be adjustable over a range of 5–10 L/min and flow from optional 
O2 port must be adjustable over a range of 1–10 L/min. CPAP must be adjustable over a 
range of 5–10 cm H2O.

Safety Flow from the generator must not exceed 10 L/min and CPAP must not exceed 10 cm 
H2O. The device must alert the user if pressure in the circuit drops to atmospheric 
pressure.

Ease of use The time required to set up the system on a patient for treatment must be less than 
15 minutes. 

Power requirements The system must require a maximum of 240 V to operate and require less than 50 W.

Reusability/durability The tubing, patient interface, and water bottle must be reusable for a minimum of 5 
uses. The flow generator must function properly by producing pressure of 7 L/min after 
a 5-foot drop onto a concrete floor.

Sterilizability After sterilization of the used device with 1:4 bleach solution, mechanical properties 
must remain unchanged.

Cost The cost of goods, including the flow generator, CPAP circuit, and alarm, must be less 
than $200. Subsequent costs for tubing and the patient interface must be less than  
$10 per patient. 

EXHIBIT 17-1 BubbleCPAP: The Need

Half of all premature infants suffer from respiratory 
distress and need support to breathe in the first few 
days of life. Continuous positive airway pressure (CPAP) 
is a method of respiratory support used in neonates 
who struggle to breathe. CPAP maintains inspiratory 
and expiratory pressures above the ambient pressure 
to increase a baby’s functional residual capacity and 
improve static lung compliance, thereby making it 
easier for an infant to breathe.

Overall goal: Design a CPAP machine that is safe, 
simple, easy to use, and less expensive to make than 
conventional CPAP machines.

780 Chapter 17 Innovation, Technology, and Design



clear from the team’s interviews and background 
research. It is important to note which criteria must 
be met to ensure success of the project and which may 
be flexible if tradeoffs are required. In addition, rele-
vant regulatory standards for the category of product 
should be identified early in the process. A good place 
to start when seeking the relevant standards for a new 
product is to review the specific standards that are met 
by competing products.

Common design criteria used by global health 
innovators include the following:

 ■ Cost
 ■ Safety considerations
 ■ Performance characteristics
 ■ Ease of use
 ■ Power requirements
 ■ Size/portability
 ■ Compatibility with existing systems or consumables

 ■ Environmental and sustainability requirements
 ■ Government regulations and standards
 ■ Durability

When specifying the criteria, it is helpful to con-
sider how they will be measured or tested. To demon-
strate that the design meets all the goals, testing will 
be required.

After defining the design criteria, innovators 
brainstorm as many new ideas as possible (Ulrich & 
Eppinger, 2012). Building on patent searches, exist-
ing product reviews, expert consultations, and liter-
ature reviews that were previously been completed, 
the team can brainstorm specific solution concepts 
(EXHIBIT 17-3).

By considering the advantages and disadvan-
tages of each brainstormed solution, it is possible to 
rank and identify the best options to move forward 
toward prototyping (EXHIBIT 17-4). Sometimes, final 

Cultural acceptance The system must be considered culturally acceptable by greater than 80% of surveyed 
users (doctors, nurses, or other healthcare providers) in developing countries.

Portability The total size of the system must not exceed 1 ft3 and the weight must not exceed 5 kg.

EXHIBIT 17-3 BubbleCPAP: Brainstorming

During the brainstorming process, the CPAP team developed solutions for many different major components of their 
design. First, they brainstormed different methods of delivering CPAP and settled on a bubbleCPAP concept. Next, the 
team brainstormed concepts for tubing, patient interface, alarms and safety mechanisms, pressure control, and air flow 
drivers.

To make brainstorming more manageable, the team isolated the flow driver as a subset of a challenge as a topic for 
brainstorming rather than the whole challenge. The CPAP team knew that the system needed to pump room air at flow 
rates up to 10 L/min continuously. It was critical to identify or build a pump that was durable, yet low cost and easy to 
repair. Some of the resulting concepts from a brainstorming session on flow drivers are shown in the figure.
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EXHIBIT 17-4 BubbleCPAP: Ranking Conceptual Solutions

Knowing they wanted to focus on a piston pump, the CPAP team members identified three piston pump types and 
applied a concept scoring matrix to their ideas. The table shows this matrix, where the criteria are weighted and the 
design options are given a score of 0–5 for each criterion. The weighting and the score for each design and criterion were 
multiplied and summed to get a final score. Using this technique, the CPAP team determined that a diaphragm pump was 
the most promising type of piston pump for their need.

Design Criterion
Specific to Pump Weight Piston Flow Drivers

Diaphragm Tire Inflator Nebulizer

Cost 25% 4 4 3

Durability 25% 4 3 3

Flow 15% 4 5 5

Pressure 15% 5 5 5

Power 10% 5 4 4

Portability 10% 5 4 4

Loudness 5% 5 2 3

Total Weighted Score 4.35 3.95 3.75

choices cannot be made with only the screening and 
scoring techniques. This can happen when there is 
 uncertainty—for example, about whether a concept 
can really work—or where cost and feasibility are not 
yet determined. In that case, it may be advisable to 
move more than one concept forward to initial pro-
totype development so that new and innovative con-
cepts can be tested and evaluated.

Next, working prototypes of the most promising 
solutions are built (EXHIBIT 17-5). Successful prototypes 
aim to demonstrate the concept or concepts in the design 
solution. Sometimes, more than one option is proto-
typed for a certain component for comparison purposes. 
The prototype needs to be of sufficiently high fidelity that 
testing can be performed to evaluate whether it meets 
the design criteria. Often initial prototypes are instru-
mented with data acquisition systems so that data can 
be collected to demonstrate the function of the system. 
Later in the process, once design concepts have been val-
idated, electronics can be downsized to a microcontrol-
ler to create a smaller, stand-alone form factor.

Prototypes are tested to evaluate how well they 
meet the design goals for a particular problem, and 
to identify areas for improvement. At all stages of 

solution development, the design and prototype 
should be constantly improved based on learnings 
from the previous steps. The first round of testing 
occurs in the laboratory, and after improvements, 
testing might progress to pilot clinical evaluations. 
To use the system with patients, the innovator must 
obtain ethics review board approvals at all institutions 
involved in the study. Striving to meet all standards in 
the design and collecting safety information in early 
laboratory-based studies can support later regulatory 
applications. 

Finally, through this iterative process of design 
and evaluation, the innovator arrives at an appropri-
ate solution for the clinical need. The innovator is now 
ready to consider a business plan for delivering the 
innovation to the user.

Business Plan Creation
A robust business plan is a key component of the strat-
egy to bring a global health innovation to sustainable 
scale. A comprehensive business plan includes a thor-
ough understanding of the relevant market and user 
needs, a plan for manufacturing and distribution, and 
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a plan to obtain regulatory approval from the appro-
priate governing bodies.

The first step in creating a business plan is to 
define the value proposition of the innovation—that 
is, a succinct summary of the value of the innovation 
in comparison to alternative solutions (Osterwalder, 
Pigneur, Bernarda,  & Smith, 2014). Value is consid-
ered from the perspective of the patient, the provider, 
and the payer. If the proposed solution does not offer 
significant value to each of these stakeholders, it is 
unlikely to succeed at scale. In many cultures, society 
and tradition influence value in a way that it is diffi-
cult for innovators from other parts of the world to 
understand. Because culture often affects the uptake 
of a new product, it should be researched and consid-
ered when developing a business plan. Likely, effective 
interviews during the needs-finding stage will have 
illuminated some of these challenges.

As early as possible in the design process, inno-
vators should develop a manufacturing strategy and 
understand the costs associated with actually produc-
ing the innovation. The cost comprises several com-
ponents: materials, labor, and burden. Material costs 
include all materials that are used in the production of 
a single product, including those wasted (or scrapped) 

in production. The yield—that is, the material used in 
the final product divided by the total material used 
in the process—can play a significant role in medical 
device costs given the high standard of quality that 
is required. Labor will play a large role in the cost 
of medical devices that require significant assembly. 
Labor costs are typically projected through an hourly, 
per-person rate. They include the time of the person 
directly assembling or manufacturing the product, 
but exclude the labor of engineers or managers who 
support manufacturing (these are accounted for in 
burden). Burden accounts for the overhead associated 
with manufacturing. This includes facility costs, utility 
bills, maintenance costs, the salaries of engineers and 
managers who support the manufacturing line, con-
sumables, and many other costs.

Medical devices are required to obtain regulatory 
approval and must meet specific standards before 
they can be sold for clinical use. These standards nor-
mally depend on the complexity and risk profile of 
the particular technology. Low-risk devices, such as 
tongue depressors and examination gloves, are sub-
ject to fewer requirements than complex, life-saving, 
or implantable devices such as heart valves. In addi-
tion, the specific regulations and regulatory approval 

EXHIBIT 17-5 Bubble CPAP: Prototypes

To evaluate the CPAP prototype, the pressures and air flow from the CPAP system were compared to those of a commercial 
system in use at a local hospital. The frequency and magnitude of these parameters were the same, indicating that the 
prototype was able to deliver therapeutic benefit to a patient. At the same time, the prototype was demonstrated to 
nurses and doctors at numerous hospitals throughout Africa. Focus groups including clinical experts were asked to 
evaluate the system during trainings and simulations. Data on the user interactions with the device were collected. This 
led to a series of improvements that were incorporated into the subsequent design in preparation for the pilot clinical 
evaluation.

The figures show the progression of prototypes for the CPAP system. The first prototype (A) used a low-cost plastic 
shoebox as an enclosure for the initial device. Of course, this was not suitable as a system that would be used on a patient, 
but rather represented a quick solution to create a model that could undergo laboratory-based performance testing. The 
second prototype (B) used a commercially available container that was stronger and suitable for a clinic-ready system for 
pilot evaluation. Over time and in moving toward the commercial product (C), the CPAP designs become progressively 
more professional and incorporated improvements to the user interface and improved manufacturability, but the basic 
design concepts remained fairly unchanged.

A. Early conceptual prototype. B. Clinic-ready evaluation unit. C. Commercial product.
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processes vary by country. The United States, Canada, 
Australia, Japan, and the European Union have fairly 
well-defined regulations and processes for obtaining 
regulatory approval (Yock, 2015). In contrast, other 
countries, including many in Africa, do not have a 
specific agency or well-defined regulatory process. 
This, of course, complicates efforts to import and dis-
tribute new medical technologies.

Identifying an appropriate regulatory pathway 
for a newly developed medical product is a key part 
of the global health innovation process. The chosen 
regulatory pathway will dictate the exact scope of 
any clinical validation required. In addition to noting 
the current state of regulation, good regulatory strat-
egists consider trends that may affect regulation in 
the months or years before approval can be obtained. 
Indeed, regulation in most countries, especially those 
with large, emerging economies, is changing rapidly 
as the medical technology industry is globalizing. Sev-
eral case studies of successful introduction of health 
technologies worldwide are presented in the USAID 
series “Idea to Impact” (Center for Accelerating Inno-
vation and Impact, 2015).

Overall, the business plan plays an important role 
in the successful adoption of technical innovations by 
articulating the return on investment from both a public 

health perspective and a financial perspective, consider-
ing the incentives for all people involved in the purchase 
and use of the innovation. With the business plan laid 
out, focus then shifts toward introducing the innovation 
into the marketplace and scaling up its adoption.

Scaling Up
The final step in creating impact with a global health 
innovation is to scale up the technology to a broad 
audience (see the Culture, Behavior, and Health chap-
ter for information on the diffusion of health innova-
tions model). Achieving grand convergence in global 
health would have enormous global health impact, 
preventing 10 million deaths every year (Kruk et al., 
2016). Unfortunately, the landscape of global health is 
littered with examples of innovations that are known 
to be effective but remain underutilized. For example, 
the scientific foundation of oral rehydration therapy 
(ORT) was developed in the 1960s, but its potential 
impact was not realized until it was incorporated into 
community health strategies in the 1980s (Frost & 
Reich, 2008); three decades later, however, significant 
coverage gaps persist in use of ORT. TABLE 17-1 com-
pares current coverage levels of representation mater-
nal and child health interventions to levels needed to 

TABLE 17-1 Examples of Scale-Up of Maternal and Child Health Interventions Required to Achieve  
Grand Convergence by 2035

Intervention
Current Coverage in Low- and 
Lower-Middle-Income Countries

Coverage Rate by 2035 That Will Be 
Required to Reach Convergence

Modern family planning methods 30% 50%

Skilled birth assistance in labor 65% 99%

Neonatal resuscitation 28% 84%

Pregnant women sleeping under an 
insecticide-treated bed net for malaria 
prevention

26% 100%

Treatment of malaria in pregnant women 55% 100%

Kangaroo care (skin-to-skin contact for 
the newborn)

4% 95%

Oral rehydration therapy (ORT) for 
childhood diarrhea

40% 99%

Reproduced from Kruk, M. E., Yamey, G., Angell, S. Y., Beith, A., Cotlear, D., Guanais, F., . . . Goosby, E. (2016). Transforming global health by improving the science of scale-up.  
PLoS Biology, 14(3):e1002360, https://creativecommons.org/licenses/by/4.0/
Note: Coverage is the percent of the population in need receiving the intervention.
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achieve convergence. The gaps highlighted serve as a 
reminder that innovations do not deliver themselves 
(Yamey & Morel, 2016).

Why is it so challenging to bring successful inno-
vations to scale? Innovators often underestimate the 
challenges associated of moving from successful pilot 
test to field evaluation to implementation at scale. For 
example, innovators developing point-of-care diag-
nostics did not anticipate the tremendous strain on the 
healthcare system associated with a move to suddenly 
decentralize testing from a few central labs to hun-
dreds of point-of-care sites (Peeling, 2015). It can be 
difficult to secure financial support for scale-up; often, 
policy makers are more interested in supporting the 
introduction of new products than in sustaining and 
scaling access to existing affordable technologies (Piot, 
2012). Funding mechanisms are often more likely to 
emphasize technical innovation over simplicity, result-
ing in complex and costly technologies that are diffi-
cult to scale (Richards-Kortum & Oden, 2013).

Fortunately, there is a precedent for success-
ful scale-up in the global health arena: The scale-up 
of drugs and vaccines has been successful in recent 
decades. Since its inception 16 years ago, the Global 
Alliance for Vaccines Initiative (GAVI) has helped 
create a healthy global vaccine landscape through 
four guiding principles: (1) product development, 
(2)  health systems strengthening, (3) financing, and 
(4) market shaping. All of these principles are critical 
and often unfilled needs for diagnostics and medical 
technologies in low-resource settings. Recognizing the 
success of GAVI, innovators have called for a Global 
Alliance for Medical Diagnostics Initiative (GAMDI) 
to coordinate the development, introduction, and uti-
lization of medical diagnostics (Mugambi, Palamoun-
tain, Gallarda, & Drain, 2017). 

TABLE 17-2 summarizes the factors associated with 
successful scale-up of innovations based on field work in 
East Africa (Yamey, 2011). Innovations that are simple 
and that are accompanied by robust technical policies 
are easier to scale (Yamey, 2011). Designs that mini-
mize the use of consumables may be most sustainable 
in the face of weak supply chains ( Richards-Kortum 
& Oden, 2013). Integrated packages of technologies 
that address focused clinical areas (e.g., surgery) may 
be easier to scale because they allow implementers to 
more efficiently navigate implementation barriers for 
the package as a whole rather than for one technology 
at a time (Richards-Kortum & Oden, 2013).

Others argue that rather than asking “How do 
you scale up?”, innovators, especially those associated 
with nonprofit organizations, should begin early in the 
innovation process to define their endgame—that is, 
the role they tend to play in the overall solution once 

they have proved the effectiveness of their innovation 
(Gugelev & Stern, 2015). In studying nonprofit organi-
zations that successfully scaled interventions, Gugelev 
and Stern identified six possible endgames, identifying 
those that are best suited to various types of innova-
tions (FIGURE 17-10).

 ▸ Technological Opportunities: 
Filling the Gaps in Global 
Health

While innovations have played a central role in 
improving health in high-resource settings, more than 
50 years later these innovations remain largely unavail-
able in low-resource settings. Although there is no clear 
process whereby the global public health community 
sets an agenda for innovation (Piot, 2012), a number 
of high-priority areas of need have been identified. We 
conclude by reviewing four areas where medical device 
innovations are urgently needed:  newborn health, 
maternal health, surgery, and the growing global bur-
den of chronic disease.

TABLE 17-2 Factors Associated with Successful 
Scale-Up of an Innovation

Innovation  ■ Keep the innovation as simple 
as possible.

 ■ Develop robust technical 
policies and training materials 
for scale.

Implementers  ■ Ensure strong leadership and 
governance.

 ■ Engage local implementers 
and stakeholders.

 ■ Partner with government 
and nongovernmental 
organizations.

Delivery 
strategy

 ■ Use a phased approach to 
scale-up.

 ■ Tailor scale-up to the local 
context.

 ■ Integrate innovations within 
the health system.

Context  ■ Incorporate innovations in 
national policies.

 ■ Secure country ownership of 
innovations.

Produced for this book chapter by the authors at Rice University.
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Newborn Health 
Since 1990, global child mortality has dropped by 
half. By comparison, neonatal mortality (death within 
the first 28 days of life) has declined much more 
slowly (see the Reproductive Health chapter for fur-
ther detail). Newborn deaths now represent 45% of 
under-5 deaths (Lawn et  al., 2014; Liu et  al., 2012) 
and complications of preterm birth are the world’s 
leading killer of children (Lawn & Kinney, 2014). In 
Africa, which has one of the highest neonatal mortal-
ity rates in the world, more than 1 million newborns 
die every year, the majority from preventable causes. 
Evidence shows that providing comprehensive hospi-
tal care during labor, delivery, and the first week of 
life, including for small and sick babies, can reduce 
newborn deaths by 75% (Bhutta et al., 2014; Kinney 
et al., 2015; Lawn, 2014; Lawn et al., 2013). Although 
most African mothers now deliver in hospitals, tech-
nologies to provide comprehensive care for newborns 
(defined as facility-based care with the infrastructure, 
technology, and skills to manage common complica-
tions especially for preterm newborns [WHO, 2016a]) 

are simply not available in most African hospitals  
(Bhutta et  al., 2014), the region of the world where 
progress to improve newborn survival is slowest 
(Opondo et al., 2009).

FIGURE 17-11 shows the three main causes of neo-
natal death, which can be prevented or treated through 
seven pathways of care: (1) provide hydration and nutri-
tion; (2) provide temperature stability; (3) monitor and 
treat jaundice; (4) monitor and treat hypoglycemia; (5) 
monitor labor and delivery; (6) provide breathing sup-
port; (7) prevent and treat infections. Figure 17-11 also 
identifies technologies required to accomplish these 
seven functions; these technologies are a high priority 
for innovation efforts and would enable a low-resource 
facility to address the majority of causes of neonatal 
death (Maynard et al., 2015). Improvements in obstet-
ric care are also needed to help prevent birth asphyxia 
(Engmann, Khan, Moyer,  Coffey, & Bhutta, 2016).

In the last 25  years, maternal mortality have 
dropped by half in high-income settings; in contrast, 
maternal mortality rates in sub-Saharan Africa have 
plateaued (Engmann et al., 2016). Using expert con-
sultation together with a 22-criteria decision matrix, 

FIGURE 17-10 Six possible endgames for nonprofit organizations to consider as they scale new innovations.
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PATH identified five innovations with high potential 
to improve maternal health: 

 ■ Technologies to improve use of oxytocin to pre-
vent and manage postpartum hemorrhage

 ■ Uterine balloon tamponade to control severe 
postpartum bleeding

 ■ An improved proteinuria test to diagnose 
preeclampsia

 ■ Simplified dosing of magnesium sulfate to treat 
preeclampsia and eclampsia

 ■ Better methods of blood pressure measurement 
validated for use in pregnant women (Herrick 
et al., 2014)

TABLE 17-3 details the assessment criteria used to 
evaluate technologies to address postpartum hemor-
rhage, preeclampsia, and eclampsia; the criteria span 
all the steps of the innovation and scale-up process. 
Other priorities identified to improve maternal health 
in low-resource settings include point-of-care diag-
nostics to identify and differentiate bacterial and viral 
sepsis; biomarkers to identify which women are likely 
to experience premature labor; tools to help safely 
deliver blood products; heat-stable and inhalable 
forms of oxytocin; and low-cost infusion systems for 
delivery of magnesium sulfate (Engmann et al., 2016).

Chronic Disease
As prevention and treatment of infectious diseases has 
improved in low-resource settings, noncommunicable 

diseases (NCDs) have increasingly emerged as a 
cause of morbidity and mortality (Hunter & Fine-
berg, 2014). NCDs, including chronic diseases such as 
cardiovascular disease, diabetes, cancer, and chronic 
obstructive pulmonary disease (COPD), now account 
for two-thirds of all global deaths (Checkley et  al., 
2014). Eighty percent of these deaths occur in LMICs 
(Checkley et al., 2014), and there is an important need 
for innovations to identify patients at risk and pro-
vide appropriate, effective prevention and treatment 
strategies. 

For example, mHealth applications have the 
potential to play an important role in efforts to help 
patients with cardiovascular disease self-manage their 
disease, especially in combination with community 
health worker outreach (Checkley et al., 2014). How-
ever, a recent review examining the impact of mHealth 
interventions for NCDs in LMICs found that only 20 
of 1,274 studies published in this area evaluated the 
impact of the intervention in a randomized clinical 
trial; overall results of these 20 studies showed a posi-
tive but modest effect on processes of care and clinical 
outcomes (Beratarrechea, Moyano, Irazola, & Rubin-
stein, 2017). 

COPD often results from exposure to indoor air 
pollution associated with cooking fueled by biomass. 
Better low-cost spirometers are needed for diagnosis 
of COPD; improved cookstoves that reduce partic-
ulate matter to acceptable levels are urgently needed 
(Checkley et al., 2014).

FIGURE 17-11 Leading causes of neonatal death and their corresponding clinical care pathways and management tools.
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TABLE 17-3 Assessment Criteria for Technologies that Address Postpartum Hemorrhage  
and Preeclampsia and Eclampsia

Category Criteria Evaluation Approach (high, medium, low)*

Gap Gap-filling potential for health Evaluate what layers of the treatment continuum 
could most greatly reduce mortality (e.g., prevention, 
diagnostics, treatment), the strength of the available 
data, and the percentage of cases that could be 
managed

Technology 
performance

Clinical evidence (efficacy/effectiveness) Superior to benchmark,** similar to benchmark, 
inferior to benchmark

Safety (patient/healthcare worker) Superior to benchmark,** similar to benchmark, 
inferior to benchmark

Ease of use Superior to benchmark,** similar to benchmark, 
inferior to benchmark

Usage requirements (e.g., durability, shelf 
life, electricity, storage temperature)

Technology has two or fewer usage requirements, 
technology has between three and five usage 
requirements, technology has greater than five usage 
requirements

Enabling 
factors

Alignment with internationally 
recognized guidelines (e.g., the World 
Health Organization, the International 
Federation of Gynecology and Obstetrics, 
and the International Confederation of 
Midwives)

Technology is recommended by at least one 
organization, divergent opinions exist, technology is 
not recommended

Donor financial support (product 
development or implementation)

Funding greater than US$5 M, between US$1 M and 
US$5 M, less than US$1 M (or no funding identified)

Other nonfinancial support Placeholder for other nonfinancial supporters that 
may not be captured elsewhere; not scored

Acceptability profile Broadly acceptable, mixed, acceptable in few 
geographies (South Asia and sub-Saharan Africa)

Organizational capabilities All key partners have experience with the technology, 
a subset of key partners has experience with the 
technology, none of the key partners has experience 
with the technology

Market 
analysis

Manufacturing costs Superior to benchmark** (lower cost), similar to 
benchmark, inferior to benchmark (higher cost)

Distribution system requirements 
(warehouse, cold chain, transportation 
factors)

Infrastructure for a distribution channel(s) exists 
and high likelihood of utilization, infrastructure for 
distribution channel(s) exists and moderate likelihood 
of utilization, distribution channel(s) does not exist or 
a low likelihood of utilization
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Manufacturing plan established Capture manufacturing information including delays, 
hurdles, risk, and complexity; not scored

Target setting (community, primary 
health care, hospital)

Capture setting(s) where the technology would be 
used; not scored

Target provider/administrator Community healthcare worker, nurse or midwife, 
physician

Potential multiple markets (additional 
value to the healthcare system)

Additional uses identified (high), no additional uses 
(low)

Technology readiness level (clinical/
regulatory development)

Regulatory or commercialization, confirmatory, 
discovery, or exploratory

Cost of clinical development Less than US$5 M, between US$5 M and US$50 M, 
greater than US$50 M

Clarity of regulatory/clinical pathways Class I US Food and Drug Administration (USFDA) 
device, class II USFDA device, class III USFDA device or 
requires efficacy data (e.g., drugs)

Unique 
considerations

System requirements (disruption) Low system requirements (training/infrastructure), 
modest system requirements, high system 
requirements

Product bundling No other technologies required for impact, likely need 
to bundle with one technology, likely need to bundle 
with two or more technologies

Other Placeholder for other unique considerations; not 
scored

*Detailed definitions are available at http://sites.path.org/mnhtech/assessment/tool/
**Benchmark based on WHO treatment guidelines or the best benchmark for that technology category.
Reproduced from Herrick, T. M., Harner-Jay, C. M., Levisay, A. M., Coffey, P. S., Free, M. J., LaBarre, P. D. (2014). Prioritizing investments in innovations to protect women from the leading causes of 
maternal death. BMC Pregnancy and Childbirth, 14:10. https://creativecommons.org/licenses/by/2.0/

Surgery
Surgical care is an important component of care for 
maternal health, many noncommunicable diseases, 
and injuries, yet until recently it had been a neglected 
component of the global health agenda (Meara et al., 
2016). A recent The Lancet Commission on Global 
Surgery recommended investment to strengthen 
access to safe surgical and anesthesia care (Meara 
et  al., 2016). EXHIBIT 17-6 outlines 10 high-priority 
needs to enable surgical care; technical innovation is 
needed to meet many of these needs, including infra-
structure needs, sterilization capacity, ensuring a safe 
and adequate blood supply, and better patient moni-
toring technologies that can be used in settings with 
limited healthcare personnel (Meara et  al., 2016). 

Expert groups have called for an international device 
consortium to encourage innovation to support surgi-
cal care in low-resource settings (Meara et al., 2016).

 ▸ Conclusion
While technology has already changed the landscape 
of global health, there remains significant untapped 
potential to apply the tools of innovation to address 
many unmet global health needs. The examples dis-
cussed in the areas of mHealth, point-of-care diag-
nostics, and improved access technologies illustrate 
both the promise of new innovations and the sig-
nificant challenges in translating these new tools to 
the field. Innovators can maximize their chances for 
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success by following a well-defined process to ensure 
that they consider the specific needs of users from 
the beginning and have a pathway to deliver their 
solution at scale. Multidisciplinary collaborations 
within the global health, technology, and business 
communities will be needed if we are to achieve the 
promise of innovation and close the gaps in global 
health.

Discussion Questions
1. How do innovation and technology help address 

the underlying reasons for global health inequi-
ties? Give examples.

2. It is commonly observed that medical equip-
ment from high-income counties that is donated 
to low-income counties tends to collect dust 
and not be used. Why do you think this is the 

case? What could be done differently to avoid 
this problem?

3. What are examples of successful applications 
of mHealth? Propose two new applications for 
mobile devices in global health.

4. Point-of-care diagnostic technologies have had 
a significant impact on global health, but they 
are not without their drawbacks. What are some 
potential drawbacks of point-of-care testing?

5. Pick a country and a clinical area you are inter-
ested in working on. Which strategies would 
you employ to identify needs in that clinical 
area for that particular country?

6. Identify a medical technology used in high- 
income countries that could be used in a selected 
low-income country. Describe the barriers that 
might prevent the technologies to be used in the 
selected country. 
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CHAPTER 18

Evaluations of Large-Scale 
Health Programs
Melinda K. Munos, Benjamin Johns, and Cesar G. Victora

 ▸ Why We Need Large-Scale 
Impact Evaluations

In spite of large investments aimed at improving 
health outcomes in low- and middle-income coun-
tries (LMICs), there is a growing realization that 

few such programs and initiatives have been properly 
evaluated (“Evaluation,” 2011; Evaluation Gap Work-
ing Group, 2006; Oxman et al., 2010). Global targets 
like the Millennium Development Goals (MDGs; 
http://www.un.org/millenniumgoals/) and Sustain-
able Development Goals (SDGs; http://www.un.org 
/sustainabledevelopment/) have also highlighted 
the need for more accountability in global health. In 
response, accountability initiatives for global health 
proliferated during the MDG era, including the 
Commission on Information and Accountability for 
Women’s and Children’s Health (World Health Orga-
nization [WHO], 2014), the Global Strategy (Every 
Woman Every Child, 2015a), the Unified Accountabil-
ity Framework (Every Woman Every Child, 2015b), 
and Countdown to 2015 (http:// countdown2030.
org/2015/2015-final- report). Accountability ini-
tiatives were renewed in the SDG era, now includ-
ing the Independent Accountability Panel (https://
www.ever ywomanever ychi ld.org/2016/07/28 

/independent-accountability-panel/) and the Count-
down to 2030 (https://www.countdown2030.org). 

Notably, the emphasis has been primarily on 
tracking progress toward global and country tar-
gets, rather than understanding whether and why 
programs are improving health outcomes in LMICs. 
The problem of large programs not being evaluated 
(or only superficially evaluated) remains, making it 
difficult to understand what does and does not work 
to reduce mortality and improve health. The Evalua-
tion Gap Working Group (2006) has summarized the 
issue well: 

Each year billions of dollars are spent on thou-
sands of programs to improve health, educa-
tion, and other social sector outcomes in the 
developing world. But very few programs ben-
efit from studies that could determine whether 
or not they actually made a difference. This 
absence of evidence is an urgent problem: It 
not only wastes money but denies poor people 
crucial support to improve their lives.

This chapter covers a specific area of evaluation 
science: The rationale for and design and implemen-
tation of summative evaluations of programs being 
scaled up—that is, being delivered to large populations 
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(Mangham & Hanson, 2010). The chapter does not 
cover formative evaluations, which are aimed at 
improving program design prior to large-scale imple-
mentation, nor does it address program evaluations 
using qualitative methods.

The focus here is on evaluating the implementa-
tion of programs at scale that are aimed at delivering 
one or more biological and/or behavioral interven-
tions simultaneously. Most, if not all, interventions 
packaged in these programs have been submitted to 
randomized trials that established their efficacy—
for example, vaccines, antibiotic or antiviral drugs, 
micronutrients, and insecticide-treated nets. Thus, lit-
tle doubt exists that these interventions would reduce 
mortality and improve health status, if they were deliv-
ered with appropriate quality to those who need them.

International and bilateral organizations often pay 
lip service to the need for evaluations of their large-
scale initiatives. Some even pledge a given proportion 
of their program budgets for evaluation. Despite these 
lofty statements, few comprehensive evaluations of 
large health programs have been carried out, perhaps 
because independent evaluations can be threatening, 
given their potential for revealing shortcomings or 
lack of impact of a program.

Such evaluations often include several players with 
different—and sometimes conflicting—interests: the 
funders of a program or initiative (e.g., foundations or 
bilateral organizations), program implementers (e.g., 
international organizations such as WHO or the United 
Nations Children’s Fund [UNICEF], their country mis-
sions, and national government counterparts), and the 
external evaluation team. In this chapter, we provide 
our perspective as independent evaluators, but many 
of the concepts and methods presented are applicable 
to internal evaluations as well. Although we focus on 
the technical aspects of design, implementation, and 
analyses, we also use our experience in a number of 
multi-country studies to highlight the political ten-
sions that inevitably underlie evaluation science.

Throughout this chapter, three evaluations are 
consistently used as examples: the evaluation of Inte-
grated Community Case Management in Burkina 
Faso, Ethiopia, and Malawi (EXHIBIT 18-1); a retrospec-
tive evaluation of the Accelerated Child Survival and 
Development Initiative (EXHIBIT 18-2); and an evalu-
ation of the Tanzanian national voucher scheme for 
insecticide-treated nets (EXHIBIT 18-3). Key evaluation 
terms used throughout the chapter are defined in 
EXHIBIT 18-4.

EXHIBIT 18-1 The Evaluation of Integrated Community Case Management in Burkina Faso, Ethiopia, and Malawi

Integrated Community Case Management (iCCM) of childhood illness is a strategy that uses trained lay workers (often 
called community health workers [CHWs]) to manage uncomplicated cases of childhood illness and to refer more serious 
cases to health facilities. The strategy aims to treat sick children in their communities so as to reduce delays in care seeking 
and to reach sick children who might not otherwise be taken to a health facility (WHO & UNICEF, 2012). A scale-up of 
iCCM for childhood illness was implemented by the Ministries of Health (MoH) in Burkina Faso and Malawi with technical 
support from UNICEF and WHO, respectively, from 2009 to 2013. Simultaneously, the Government of Ethiopia expanded 
its iCCM strategy to include case management of pneumonia, in addition to diarrhea and malaria. 

The programs in Burkina Faso and Malawi were funded by the Bill & Melinda Gates Foundation (BMGF) through the 
Partnership for Maternal, Newborn, and Child Health (PMNCH). In Ethiopia, support was provided by Canada’s Department 
of Foreign Affairs, Trade and Development (DFATD) through UNICEF. The funders also commissioned a prospective 
independent evaluation of the program in these countries by the Johns Hopkins Bloomberg School of Public Health.

Three different evaluation designs were used to account for differences in program design and implementation in 
the three settings. In Burkina Faso, the evaluation used a quasi-experimental design, as the MoH had already identified 
the nine districts that would receive the program; seven comparison districts were selected using group matching. In 
Ethiopia, the evaluation was commissioned early enough that the evaluation team was able to randomize woredas (small 
administrative areas) to receive the expanded iCCM program or the existing program. In Malawi, where iCCM was scaled 
up to every district in the country and supported by different partners, the evaluation made use of a dose–response 
design, which assessed the extent to which changes in under-5 mortality at the district level were associated with the 
strength of implementation of the iCCM program in the district.

Detailed descriptions of the evaluations and results are available in several publications (Amouzou et al., 2016; Amouzou 
et al., 2016; Munos et al., 2016).

Data from Amouzou et al., 2016a; Amouzou et al., 2016b; and Munos et al., 2016.
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EXHIBIT 18-3 Evaluation of the Tanzanian National Voucher Scheme for Insecticide-Treated Nets

Insecticide-treated nets (ITNs) are a cost-effective means of preventing malaria, which remains one of the major killers of 
children younger than the age of 5 in Africa. The Tanzania national voucher scheme is a targeted subsidy program that 
relies on the commercial sector to distribute ITNs throughout the country. Every pregnant woman who attends antenatal 
care in a government organization or nongovernmental organization (NGO) facility is eligible to receive a voucher that 
can be used as partial payment for an ITN.

The Tanzania national voucher scheme was rolled out gradually, starting in late 2004 in districts near Dar es Salaam, 
and ending with some of the most remote districts in the country 18 months later. Program managers decided that 
a phased rollout was necessary on programmatic grounds because of the size of the country. It was not feasible or 
acceptable to randomize districts by rollout phase. Nevertheless, the gradual scale-up allowed the evaluation team 
to compare areas with and without the voucher scheme at three points in time using cross-sectional household 
and facility surveys. Within-district changes were compared in the analysis with the length of time that the program 
had been operating in each district to determine whether program duration was associated with increases in net 
coverage.

The objectives of this study were to assess the changes in the level and socioeconomic distribution of ITN coverage 
over the period 2005–2007, during which the voucher scheme was initiated and expanded to a national scale, and to 
examine the link between program duration and change in household net ownership as a measure of program impact.

The evaluation was carried out by a team of U.K.- and Tanzania-based investigators (Hanson et  al., 2009; Hanson 
et al., 2008; Mulligan, Yukich, & Hanson, 2008). Particular emphasis was given to describing the intermediate steps in the 
process leading to high ITN coverage, as well as to the assessment of costs and of impact of the program on reducing 
socioeconomic inequalities in net ownership.

EXHIBIT 18-2 The Retrospective Evaluation of the Accelerated Child Survival and Development Program

The Accelerated Child Survival and Development program (ACSD) was implemented by UNICEF in 11 West African 
countries between 2001 and 2005 with support from the Canada International Development Agency. The aim of ACSD 
was to increase coverage for proven interventions grouped in three broad packages: EPI+ (immunizations, vitamin A 
supplementation, insecticide-treated nets), IMCI+ (case management of malaria, diarrhea, and pneumonia; breastfeeding 
promotion), and ANC+ (antenatal and delivery care, postnatal vitamin A supplementation, intermittent presumptive 
treatment of malaria). The ultimate aim of the program was to reduce under-5 mortality by 20%.

In each participating country, ACSD high-impact districts were selected to scale up these interventions rapidly to full 
coverage. At the same time, a smaller set of interventions was supported, to a greater or lesser extent, in additional districts 
in each country—the so-called ACSD expansion areas. The countries that first moved ahead with rapid implementation 
were Benin, Ghana, Mali, and Senegal. More information on ACSD is available at the following website: https://www.unicef 
.org/health/23958_survivaldevelopment.html.

UNICEF commissioned the Bloomberg School of Public Health at Johns Hopkins University to conduct an 
independent retrospective evaluation of the ACSD project. The objective was to provide valid and timely evidence 
to child health planners and policy makers about the effectiveness of the ACSD project in reducing child mortality 
and improving child nutritional status, as a basis for strengthening child health programming in the future. From 2006 
to 2008, the evaluation team reviewed documentation on ACSD implementation, evaluated intervention coverage 
using standard international indicators, and measured the program’s impact, focusing on under-5 mortality in Benin, 
Ghana, and Mali. An evaluation in Senegal was also started but could not be completed due to a lack of information 
on comparison areas. Because the evaluation was retrospective, information on coverage and mortality was obtained 
through reanalyses of national surveys, comparing the ACSD high-impact districts with the remaining rural districts in 
the country.

The evaluation results are available in a publication (Bryce, Gilroy, et  al., 2010) and at the following website: 
https://www.jhsph.edu/research/centers-and-institutes/institute-for-international-programs/completed-projects 
/accelerated-child-survival-and-development/.
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 ▸ Planning the Evaluation
Who Will Carry Out the Evaluation?
Internal evaluations are carried out by the imple-
menting institutions themselves, sometimes with the 
help of external consultants for specific tasks. Such 
evaluations often address levels of inputs and utili-
zation (e.g., whether expected quantities of drugs or 
mosquito nets were procured and distributed) and 
issues related to process and outputs (e.g., surveys of 
the quality of care being provided or the frequency 
of supervision). Less frequently, internal evalua-
tions include population-based coverage surveys, 
which may be subcontracted to consultants. Internal 
evaluations are classified into two main categories:  
(1)  formative—that is, aimed at improving the program 
in its early implementation stage or (2) summative— 
that is, attempting to document an effect of the pro-
gram on coverage levels or on health indicators. They 
may or may not include a comparison with other areas 
without the program. 

The main difference between internal and 
external evaluations is the lack of independence 
between implementers and evaluators in internal 
evaluations, which creates an obvious conflict of 
interest because the continuity of funding for the 
program is affected by evaluation results. Never-
theless, internal evaluations are essential for fine- 
tuning a program, and are increasingly required 
or strongly encouraged by funders. For example, 
USAID’s (2016) Child Survival and Health Grants 
Program has strongly encouraged grantees to con-
duct internal evaluations.

External, or independent, evaluations are car-
ried out by researchers who are not involved in 

implementation. As a rule, the evaluation is funded 
by a third party—either the institution that provided 
funds for the implementation agency or an out-
side agency, such as the International Initiative for 
Impact Evaluation (3ie; http://www.3ieimpact.org/). 
Although external evaluators must collaborate closely 
with the implementation team—as will be discussed 
later in this chapter—they retain a level of indepen-
dence that is essential for ensuring the credibility of 
the evaluation findings and can contribute to both 
formative and summative evaluations. In the ACSD 
evaluation (UNICEF, 2005), the results of internal 
evaluations proved to be more optimistic than later 
results from the independent team’s external evalua-
tion. This chapter focuses on external evaluations.

In-country research institutions that are inde-
pendent of program evaluation can and should 
play an important role in these evaluations, bring-
ing context-relevant experience and expertise to the 
team, serving as a first point of contact with pro-
gram implementers, and providing continuity in 
the dissemination and eventual uptake of evaluation 
findings. The selection of the in-country research 
partners should be based on objective criteria that 
include research capacity relevant to the evaluation 
design and credibility with the ministry of health. 
Partnerships between in-country and external 
research institutions can result in expanded capacity 
and objectivity that will contribute to the success of 
the evaluation.

What Are the Evaluation Objectives?
The first task of the evaluation team is to review the 
available documentation on program objectives 
and goals, and to turn these items into evaluation 

EXHIBIT 18-4 Key Terms

Formative evaluation: An evaluation that aims to describe, quantitatively and/or qualitatively, how a program is being 
implemented, and its immediate outputs, with the aim of improving program implementation.

Summative evaluation: An evaluation that aims to quantify the impact or effect of a program on a population.
Input: An item necessary for the implementation of a program, such as funding, policies, plans, and human resources.
Process: Program activities such as training, systems or management improvements, infrastructure improvements, or 

demand generation.
Output: Short- or medium-term result of program processes, including changes in utilization, service quality, health 

worker competence or knowledge, and population knowledge or attitudes.
Outcome: Change in population-level intervention coverage or behavior.
Impact: Change in health status, such as mortality, morbidity, nutritional status, or fertility.
Contextual factor: A factor external to the program being evaluated that either confounds (masks) the program’s true 

effect or modifies the effect of the program in the setting in which it is implemented.

These definitions apply to the terminology used in this chapter. Different agencies and researchers may vary in the way 
they define these concepts. 
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objectives. This transformation is best achieved by 
involving implementers and funders at the begin-
ning of the evaluation design process. The evaluation 
objectives should be informed by the program impact 
model (described in more detail later in this chapter), 
which details the pathways from program inputs and 
processes to hypothesized impacts. A good impact 
model requires implementers and evaluators to make 
explicit the assumptions and hypotheses about how 
the program will work.

An early decision is to agree upon what is being 
implemented and what is being evaluated. For exam-
ple, in the Burkina Faso iCCM evaluation (Exhibit 
18-1), the program included both iCCM and some 
facility-based maternal and newborn activities, 
including training health workers on emergency 
obstetric and newborn care (EmONC) and acquiring 
materials such as obstetric delivery tables. However, 
discussions with implementers indicated that the pro-
gram’s objective was to reduce under-5 mortality by 
25%, that the maternal and newborn health (MNH) 
activities were being implemented in other regions of 
the country with funding from other sources, and that 
there were no foreseen synergies between the iCCM 
and MNH components. In addition, modeling indi-
cated that most of the impact of the program would be 
attributable to the iCCM interventions. For all these 
reasons, the evaluation team decided to focus the 
evaluation on the implementation and impact of the 
iCCM interventions, while also documenting MNH 
activities and assessing changes in coverage of MNH 
interventions. 

The ACSD strategy (Exhibit 18-2) included 
three packages—EPI+, IMCI+, and ANC+—that 
were implemented with variable intensities in dif-
ferent countries. Although it may be tempting to try 
to design an evaluation of such a program in ways 
that disentangle the effects of different components, 
in practice this parsing is often impossible, because 
one cannot predict which components will end up 
being more strongly implemented, and in which part 
of the country. Also, many strategies are designed to 
take advantage of the potential synergies among its 
 components—for example, ACSD—so that trying to 
break out their effects separately contradicts the entire 
concept underlying the program. 

A related issue is the challenge of trying to attri-
bute program impact to a single donor when a pro-
gram is funded by several sources, each of which 
supports one or more components. Thus, the defini-
tion of what is being evaluated—and what is not being 
evaluated—must be agreed upon with evaluation 
funders and  program implementers early in the pro-
cess of evaluation design.

Large-scale programs and initiatives often estab-
lish quantitative goals in terms of what they expect to 
achieve. These aims are frequently expressed in terms 
of coverage (e.g., 70% of all pregnant women receiv-
ing a long-lasting mosquito net) or impact (e.g., a 
25% reduction in under-5 mortality). Program goals 
are often expressed in ways that allow different inter-
pretations. For example, the target coverage of a pro-
gram based in health facilities could be calculated for 
the whole population or only for those persons living 
within a given distance (catchment area) of the facility.

A more complex example is how to interpret a 
“25% reduction in mortality.” In this case, four inter-
pretations are possible:

 ■ Endline mortality being 25% lower in program 
areas than baseline levels in the same areas

 ■ Endline mortality being 25% lower in program 
areas than in comparison areas (regardless of 
baseline differences)

 ■ The reduction in mortality from baseline to end-
line in program areas being 25% greater than the 
corresponding reduction in comparison areas

 ■ The rate of decline over time in the program areas 
being 25% faster than the rate of decline in com-
parison areas (e.g., 5% annual decline in areas 
covered by the program and 4% annual decline in 
comparison areas)

These four options have different implications for 
study design and sample size calculations, and it is 
essential to reach agreement on a common interpre-
tation at the beginning of the evaluation. For example, 
in the Burkina Faso iCCM evaluation, the Ministry 
of Health’s objective was to reduce under-5 mortality 
by 25% from baseline to endline, whereas the donor 
wanted to know whether under-5 mortality was 
reduced by 25% from baseline to endline relative to 
a comparison area. The evaluation team had to assess 
whether each of these targets was achieved and power 
the evaluation accordingly.

Once the overall evaluation objectives are 
defined, they must be broken down into specific eval-
uation questions that the study will try to answer. 
These questions are detailed later in this chapter. The 
ultimate objective of an evaluation is to influence 
decisions. Evaluation objectives and design depend 
on who the decision maker is and which types of 
decisions will be taken as a consequence of the find-
ings. Program funders—for example, high- income-
country organizations providing aid to health 
programs in LMICs—are typically interested in pro-
viding evidence to their governments and taxpayers 
that their funds led to a measurable impact on health 
outcomes, such as mortality, at a reasonable cost.  
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The decisions to be made in such cases include 
whether to continue funding the program and at 
what level, and whether the program strategy needs 
to be reformulated. Funders often work on a short 
timeline: They need results soon, in accordance 
with funding and electoral cycles. They also tend to 
be more interested in impact measurement than in 
intermediate results such as inputs, processes, out-
puts, or outcomes, although there is increasing inter-
est is using intermediate data (e.g., quality of service 
provision) to improve programs.

In contrast, local implementers—for example, 
senior officials at the ministry of health—may seek 
reassurance that the program is moving in the right 
direction, that the quality of services is adequate, 
and that high population coverage is being or will be 
achieved. Their decisions primarily focus on improv-
ing the program through specific actions. Evaluation 
results may also have an important role in advocacy 
and provide political gains at country level.

Later in this chapter, we describe the importance 
of building a conceptual model that takes into account 
the different needs of different partners and the deci-
sions they must make as a result of the evaluation 
findings. Obtaining information on health impact 
measures such as mortality is important, but just as 
important is to understand why the program had—or 
failed to have—a measurable impact.

When Should Planning for the 
Evaluation Occur?
Many advantages accrue from planning the eval-
uation at the time the program is being designed. 
Developing an evaluation plan and conducting a 
high-quality baseline survey can take 6 to 12 months, 
depending on the complexity of the program, the 
number of implementation and evaluation partners, 
and the size and scope of the survey. Early-onset, 
prospective evaluations allow collection of baseline 
data before implementation starts. They also allow 
thorough, continuing documentation of program 
inputs and the contextual variables that may affect 
the program’s impact. Under some circumstances, 
early planning may enable the evaluation team to 
influence how the program is rolled out, thereby 
improving the validity of future comparisons. A dis-
advantage of prospective evaluations that include a 
comparison area is that program implementation 
may change over time for reasons that are outside the 
control of the evaluation team—for example, simi-
lar activities may be implemented in the comparison 
districts, or some of the program districts may have 
insufficient implementation.

In reality, evaluation is often an afterthought. 
Studies are frequently launched when implementa-
tion is already underway—and in some cases after the 
program cycle is completed. Such retrospective eval-
uations have important limitations. Documentation 
requires the reconstruction of project assumptions and 
activities by requesting the assistance of project imple-
menters to produce records of activities and inputs. In 
such cases, the resulting information is often incom-
plete, inconsistent, and difficult to verify. Baseline 
(and sometimes endline) data are often unavailable. 
Even when they exist, they may be of poor quality, 
be based on sample sizes that are too small to address 
the evaluation questions, or lack information on all 
needed indicators. The importance of carrying out 
evaluations prospectively cannot be overemphasized.

How Long Will the Evaluation Take?
The answer to this question depends on whether the 
evaluation is retrospective, prospective, or a mix-
ture of both techniques (ambispective) (Kleinbaum, 
 Kupper, & Morgenstern, 1982). Fully prospective eval-
uations should include several sequential steps:

1. Collect baseline information.
2. Implement a system to document program 

activities and contextual factors.
3. Wait until the large-scale program is fully 

implemented and reaches high population 
coverage.

4. Conduct assessments of implementation 
strength (IS) and/or the quality of care 
(QoC).

5. Allow time for program adjustments based 
on IS/QoC assessment and documentation 
results, if time allows and implementers are 
receptive.

6. Allow time for a biological effect to take 
place in participating individuals.

7. Wait until such an effect can be measured in 
an endline survey.

8. Clean the data and conduct the analysis.

Each step can easily take one year, often longer. 
In our experience, steps 3 and 5 usually take longer 
than initially anticipated, due to delays in staff deploy-
ment, training, and commodity procurement. Step 
6 can be fairly short for interventions with a rapid 
effect on outcomes. For example, case management 
of disease episodes or interventions that prevent dis-
ease  transmission—such as insecticide-treated nets 
or indoor residual spraying for the prevention of 
malaria—can reduce mortality rapidly. In contrast, 
the time needed for an intervention to achieve its 
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biological effect can be much longer for interventions 
that require changes in behavior, such as changing 
breastfeeding practices to improve nutrition. 

Step 7 can also slow down the production of final 
results. For example, assessment of child mortality is 
retrospective, and often the calendar midpoint of the 
mortality estimate is one to two years prior to the date 
of the endline survey. 

Cleaning the data and conducting a full analysis 
(step 8) is often overlooked when planning an evalu-
ation, but requires considerable time and effort to do 
well. The introduction of computer-assisted personal 
interviewing (CAPI) technology, in which paper ques-
tionnaires are replaced with data input through tablets 
and other devices, has greatly reduced the time needed 
to clean data, but evaluators need to allocate sufficient 
time both to program the CAPI questionnaires prior 
to data collection and to conduct data quality checks 
during and after data collection.

Donors, policy makers, and evaluation funders 
frequently organize their work in periodic cycles of 
5 years or less. Because of delays in awarding contracts 
and implementing programs, this can lead to evalua-
tion timelines of 12 to 36 months. Prospective impact 
evaluations of complex programs under real-life con-
ditions, however, often require longer time frames. 
Because few policy makers are willing to wait so long 
for study results, it is important that data on interme-
diate outcomes, such as quality of care or achieved 
coverage, become available in the first year or two of 
the evaluation. This issue is discussed in further detail 
in the section on implementation.

Where Will the Evaluation Be Carried Out?
Many large-scale programs are implemented simul-
taneously in more than one country. For these pro-
grams, evaluations may include all countries covered 
by the program or only a subset of countries. The type 
of evaluation—for example, formative versus summa-
tive; adequacy versus plausibility or probability—may 
also vary by country. This decision is often made by 
the donor, with or without input from the evaluation 
team or implementers; less frequently the decision is 
made by the evaluation team in consultation with the 
donor or implementing agencies.

Decisions about which countries to select should 
be based on factors such as the likely strength of the 
implementation (or, for retrospective or ambispective 
evaluations, the strength of implementation to date), 
the availability of local research partners, and the need 
for the group of countries to be reasonably represen-
tative of geographic areas or epidemiologic patterns 
(e.g., the presence or absence of high levels of human 

immunodeficiency virus/acquired immunodeficiency 
syndrome [HIV/AIDS] or malaria). For example, 
when evaluating a program being rolled out in many 
LMICs, selection criteria should include both charac-
teristics that are desirable in all participating countries 
(e.g., political stability, availability of local research 
partners, likelihood of strong implementation of the 
program) and characteristics that are desirable in the 
set of countries as a whole (e.g., reflecting the diversity 
of all implementing countries in terms of geography, 
health system strength, and epidemiologic profiles).

Whether country selection is done by evaluators, 
donors, or implementing agencies, it is important to 
keep track of the rationale for selecting some coun-
tries and not others, because these criteria will affect 
the external validity—or generalizability—of the eval-
uation findings (Bryce, Victora, Habicht, Vaughan, & 
Black, 2004). For example, if the evaluation is con-
ducted only in countries that have performed well 
in implementing the program, then it is more likely 
that an impact of the program may be detected, but 
extrapolating the results to all implementing countries 
may not be justified. Similarly, evaluation teams may 
be more likely to select stable, non-conflict-affected 
settings for evaluation, but their results then may not 
be generalizable to implementations of the program 
in conflict settings. In cases where the decision about 
which countries to select is made by donors or imple-
menters, it is particularly important for the evaluation 
team to examine and document the rationale behind 
country selection and to be alert to the possibility of 
conscious or unconscious bias—that is, the possibil-
ity that donors and implementers might tend to select 
better-performing countries (or countries where the 
program is likely to perform better) for evaluation.

The prospective multi-country evaluation (MCE) 
of Integrated Management of Childhood Illness 
(IMCI) is an example of an evaluation where country 
selection was conducted by the independent evalua-
tion team based in part on inputs from implement-
ers. IMCI is a strategy for reducing mortality among 
children younger than 5  years of age that includes 
case management guidelines for the integrated man-
agement of sick children in first-level health facil-
ities, improvement of health systems support, and 
promotion of key family and community practices 
related to child health. IMCI was first introduced at 
the country level in 1996 by Tanzania and Uganda; 
by 2006, it had been adopted at the national level by 
ministries of health in more than 100 countries. The 
MCE aimed to provide information about the barri-
ers to IMCI implementation, the effects of the strat-
egy on health services and communities, the cost of 
the program, and the number of lives saved. Based on 
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early reports of strong implementation at the national 
level, 12 countries participated in the initial round 
of MCE assessments and data collection about IMCI 
implementation. More in-depth evaluations were con-
ducted in 5 countries: Bangladesh, Brazil, Peru, Tan-
zania, and Uganda. Although the 5 countries selected 
for in-depth evaluation were judged to best meet the 
selection criteria among the 12 countries originally 
assessed, there were wide variations in the strength 
of implementation and, therefore, reasonable exter-
nal validity to support generalization of the findings 
(Bryce, Victora, Habicht, Black, & Scherpbier, 2005). 

In contrast, the ACSD evaluation in West Africa 
was retrospective, and UNICEF preselected 4 coun-
tries among the 11 participating in the program based 
on the fact that they were judged to have the strongest 
implementation of all program components. This deci-
sion likely introduced a positive bias into the design 
and limited the extent to which the results could be 
generalized to the remaining countries (Bryce, Gilroy, 
et al., 2010).

Once the country or countries for the evaluation 
are defined, there is a need to select which districts will 
be included in the study or, less commonly, to design 
an evaluation that covers all districts in the country; 
these options are discussed later in this chapter. As dis-
cussed in the context of country selection, the criteria 
by which districts are chosen may strongly influence 
the external validity of the evaluation results. Criteria 
for selecting countries and districts within countries 
should be reported in the main results publications 
arising from the evaluation.

 ▸ Developing an Impact Model
The development of an impact model—also known as 
an operational or logic model, a model of change, or 
a conceptual framework—for the program’s assumed 
effects is an essential step in designing an evaluation 
of a large-scale program. This model lays out how 
the program inputs are expected to lead to an effect 
on health. It is typically developed by the program 
evaluation team through discussions with program 
implementers prior to the start of the evaluation. The 
impact model may go through many iterations over 
the course of the evaluation to account for changes in 
the program itself, as well as changes in implementers’ 
and evaluators’ understanding of the program and its 
intermediate effects. Recording these changes in the 
impact model is an important aspect of documenting 
program implementation.

A commonly used framework includes the fol-
lowing sequence: inputs → process → outputs → 

outcomes → impact (Bryce et al., 2011). This generic 
framework must then be adapted to the particular 
program. EXHIBIT 18-5 describes the IMCI strategy 
and its impact model developed by the evaluation 
team as part of the multi-country evaluation of IMCI 
(discussed in the previous section) (Bryce et al., 2005; 
Bryce et al., 2004). Tools are now available to facilitate 
the mechanics of developing, revising, and document-
ing versions of the impact model (for example, the 
Evaluation Planning Tool [hframe.io]).

In the Tanzania ITN evaluation (Exhibit 18-3), 
a detailed model was designed that included several 
necessary steps for the voucher scheme processes to 
translate into effective coverage: Vouchers needed to be 
in stock; women needed to attend antenatal services; 
women had to receive and redeem their voucher; and 
women needed to sleep under the voucher net. Evidence 
from three sequential surveys was used to assess inter-
mediate steps in the program pathway so as to inform 
judgments about its effects (Hanson et al., 2009).

Impact models are essential for several reasons. 
For instance, they help clarify the expectations of pro-
gram planners and implementers, by laying out these 
anticipated outcomes clearly. They help ensure that 
program implementers and evaluators have the same 
understanding of program activities and the pathways 
by which these activities are hypothesized to lead to 
specific impacts. They help estimate sample sizes, by 
defining what needs to be measured and what the 
magnitude of effects is likely to be. Most importantly, 
models contribute to the development of the evalua-
tion proposal. For example, each box in Figure 18-1 
generated relevant evaluation questions, indicators, 
and data collection strategies. The need to measure 
improvements in health worker performance, for 
instance, led to the development of health facility 
surveys based on the IMCI clinical guidelines, which 
were then implemented in several countries partici-
pating in the evaluation. Also, impact models help 
guide the analyses and attribution of the results. For 
example, if the evaluation finds a reduction in mor-
tality in the absence of changes in the intermediate 
outcomes laid out in the model, it is unlikely that the 
observed impact can be attributed to the program.

Two other reasons for building impact models 
upfront can be cited. First, in a dynamic evaluation set-
ting with feedback to implementers (described later in 
this chapter), models can help track changes in assump-
tions as these evolve in response to early evaluation 
findings. Second, models force implementers and eval-
uators to stay honest about what was expected. Unfor-
tunately, program managers may be tempted to rewrite 
history by changing expectations as programs are rolled 
out and initial expectations are shown to be unrealistic.
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The steps involved in developing and checking an 
impact model are summarized in TABLE 18-1. In essence, 
an impact model describes how a given program is 
expected to affect health. A later section of this chap-
ter discusses how such models fit within the broader 
conceptual framework of factors influencing health 
status, which go beyond any given program or specific 
attempt to capture other determinants of health.

 ▸ Stepwise Approach to Impact 
Evaluations

FIGURE  18-2 summarizes the basic stepwise approach 
to conducting an impact evaluation. Use of a stepwise 
approach allows evaluators to provide early feedback 
to program implementers and to halt the evaluation 
at midcourse if the implementation is not sufficiently 
strong to produce a measurable impact, thereby 

avoiding the costly surveys needed for assessing cov-
erage and impact. The six steps are summarized next.

1. Assess the technical soundness of implementa-
tion plans in light of local epidemiologic and 
health services characteristics. It is not unusual 
for programs to be imported into a country 
without a proper assessment of whether they 
address the leading causes of morbidity and 
mortality, or without a realistic evaluation of 
the health system characteristics required for 
making the program work. When consid-
ering whether to evaluate a health facility–
based program in Niger in the late 1990s, for 
example, the proposed study was dismissed 
when a desk review showed an average of 0.5 
annual visit per under-5 child in the coun-
try, suggesting that the health systems were 
not strong enough to deliver the program in 
a short time frame. In recent years, a variety 

FIGURE 18-1 shows a simplified model of the pathways through which the developers of the strategy believed that IMCI 
would improve child health and nutrition. This model was originally developed by the evaluation team and refined through 
consultations with IMCI developers. For each box in the model, the evaluation team developed appropriate indicators and 
data collection procedures. The evaluation questions addressed the assumptions underlying this model, shown by the 
arrows in the figure. The impact model formed the backbone of the evaluation, serving as a common frame of reference 
for the evaluation team and program implementers, supporting estimates of needed sample sizes for various evaluation 
components, and providing a map for the data analysis that showed clearly the expected associations to be tested.

FIGURE 18-1 Example of an impact model: The multi-country evaluation of IMCI.
Reproduced from Bryce, J., Cesar, V. G., Habicht, J-P., Black, R. E., & Scherpbier R. W., on behalf of the MCE-IMCI Technical Advisors. (2005). Programmatic pathways to child survival: Results of a multi-country evaluation of Integrated Management of Childhood. 
Illness (Figure 2, pp. 4). Health Policy and Planning, 20(suppl 1).

EXHIBIT 18-5 The IMCI Impact Model

Improved
health/nutrition

reduced mortality

Improved
household

compliance/care

Improved
care seeking &

utilization

Improved
quality of care in
health facilities

Improved
preventive
practices 

Training of
health workers

Health system
improvements

Family and
community

interventions 

Increased coverage for curative & preventive interventions

Introduction of
IMCI
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of tools for estimating the impact of inter-
ventions in different epidemiologic contexts 
have been developed. One of those instru-
ments, the Lives Saved Tool (LiST), which is 
described in detail later in this chapter, can 
contribute to this kind of initial assessment 
(Johns Hopkins Bloomberg School of Public 
Health, n.d.a).

2. Investigate whether the quantity and quality 
of the program being provided are compatible 
with a potential impact. The evaluation team 
makes this judgment using the documen-
tation of program activities, combined—
if applicable—with surveys assessing the 
quality of care being provided. For example, 
in the iCCM evaluation in Burkina Faso, a 

Are adequate services being provided?
at health facility level?
at community level?

Are these services being used by the population?

Have adequate levels of effective coverage
been reached in the population?

Is there an impact on health and
nutrition?

Are the interventions and plans for delivery technically sound and
appropriate for the epidemiological and health system context? 

Is the program cost-effective?

2
Provision

1
Policies; results-based planning

3
Utilization

4
Effective coverage

5
Impact

6
Cost-effectiveness

FIGURE 18-2 A stepwise approach to large-scale impact evaluations.

TABLE 18-1 Steps in the Development of an Impact Model

Step Details

Learn about the program Read documents.
Interview planners and implementers.
Carry out field visits to future implementation areas.
Use special techniques as needed:

 ■ Card-sorting exercise

Develop drafts of the model Focus on intentions and assumptions.
Document responses from implementers.
Record iterations and changes as model develops.

Quantify and check 
assumptions

Review existing evidence and literature.
Identify early results from the evaluation:

 ■ Documentation: What was actually done?
 ■ Outcomes: Are assumptions confirmed?

Use and evaluate the model Develop an evaluation design, testing each assumption if possible.
Plan for analysis, including contextual factors.
Analyze the results.
Interpret the results with participation by the implementers.
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survey of CHWs found widespread stock-
outs of essential drugs and poor quality 
of care among trained CHWs. Based on 
these results (and low CHW utilization), it 
seemed that the program might not achieve 
an impact, and the endline coverage survey 
confirmed that the program did not lead 
to improvements in intervention coverage 
(Munos et  al., 2016). A mortality survey 
was not deemed necessary to confirm the 
lack of impact.

3. Assess whether data on outputs or utiliza-
tion suggest that an impact is likely. Even 
if the program inputs seem sufficient in 
terms of quantity and quality, uptake by 
the population may be limited. For exam-
ple, if the number of insecticide-treated 
nets effectively distributed in a country is 
much smaller than the number necessary 
to achieve adequate coverage in the target 
population, continuing the study to mea-
sure health impact would be unwarranted. 
This step is usually assessed through docu-
mentation of program outputs and/or pro-
vider surveys; it does not require household 
surveys. For example, in the iCCM evalua-
tion in Ethiopia, a survey of health exten-
sion workers (HEWs) showed low levels of 
utilization of such workers by sick children, 
despite finding that the HEWs provided 
high quality of care (Miller et al., 2014). As 
a result, it seemed unlikely that the program 
would have a population-level impact on 
mortality, and this suspicion was confirmed 
by the mortality survey conducted at end-
line (Amouzou et al., 2016).

4. Check whether adequate intervention cover-
age has been reached. Even if outputs appear 
to be adequate, it is necessary to check 
whether they have effectively reached the 
population and are being used by the target 
groups. Making this determination usually 
requires a population survey, which will cost 
much more than assessing the preceding 
steps on the basis of documentation. In the 
ITN voucher evaluation, for example, the 
nets that were distributed may have been 
sold to persons who did not reside in the 
intervention area, or they may have been 
used by the heads of households instead of 
by the pregnant women and young children 
who constituted the primary targets of the 
program. Assessment of coverage applies not 
only to interventions based on commodities 

such as ITNs or vaccines, but also to health- 
related behaviors—for example, condom 
use, breastfeeding, or care seeking.

5. Assess the impact on health. Measuring health 
impact often requires costly surveys, and the 
stepwise approach may reveal shortcomings 
in the preceding steps that suggest an impact 
is unlikely. For cost, timing, and logistical 
reasons, impact is often measured in the 
same household survey as coverage. How-
ever, the inclusion of impact measures— 
particularly mortality—can greatly increase 
the sample size and cost of the survey. If 
evaluators have identified shortcomings 
related to the program plan, implementa-
tion, or utilization and do not expect to see 
an impact on health status, they may decide 
to measure only coverage in the endline 
survey, as was the case in the Burkina Faso 
iCCM evaluation. Impact attribution also 
requires ruling out alternative explanations 
for the observed findings. This may prove to 
be difficult, or even impossible, no matter 
how much funders and implementers would 
like to produce an unequivocal statement. 
These issues are discussed in greater detail 
later in this chapter.

6. Measure cost-effectiveness. If there is evi-
dence of an impact, the next question 
relates to cost-effectiveness. Measurement 
of program costs is discussed in subsequent 
sections of this chapter.

 ▸ Types of Inference and Choice 
of Design

There is no single “best” design for evaluations of 
large-scale programs, as different types of decisions 
require different degrees of certainty to support their 
decisions. Whereas some decisions require random-
ized trials, other decisions may be adequately taken 
with observational studies. Also, the manner in which 
programs are rolled out often limits the scope of pos-
sible approaches to evaluation.

In real-world evaluations, the program of inter-
est often accounts for a small part of the variability 
in the outcomes. FIGURE  18-3 presents a simplified 
framework showing that health outcomes may be 
also influenced by socioeconomic factors, by changes 
in existing health services in the public and private 
sectors (which are outside the scope of the program 
of interest), and by other programs in the health and 
other sectors present in the same geographic areas.  
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We will refer to this framework when describing 
 different evaluation designs.

Habicht et al. (1999) proposed that evaluations can 
be classified as one of three types in terms of strength 
of inference, according to the ways in which the fac-
tors described in Figure 18-3 are handled. These types 
of inference are discussed next in relation to possible 
evaluation designs.

Adequacy Evaluations
Adequacy evaluations assess whether initial targets 
were met in the program areas or, at the very least, 
whether trends moved in the expected direction in 
terms of coverage or impact measures. For example, 
for a health manager it may be sufficient to establish 
that 80% coverage with an intervention (e.g., a vac-
cine) has been reached in the district; this evidence 
may be enough to support the continuation of the 
strategy for delivering this intervention.

Adequacy evaluations are often based on before-
and-after studies in the program areas only, aimed at 
measuring progress in coverage or impact indicators. 
If the intervention included in the program is new to 
the geographic area, however, adequacy evaluations 
may be limited to an endline survey. Such a design is 
particularly well suited to studies of coverage, in which 
a direct link exists between the program and the fre-
quency of the intervention’s use in the population.

Adequacy evaluations assess whether targets were 
met or whether trends for outcome or impact measures 
moved in the expected direction. In contrast, use of 
adequacy evaluations to attribute changes in coverage 
or health status to a specific program is more complex. 
Adequacy evaluations do not include a concurrent 
comparison group and do not attempt to rule out 
other explanations for changes in coverage or health 
status; as a result, in most cases they cannot be used to 

attribute observed changes in outcomes or impact to a 
specific program. Even so, adequacy evaluations may 
produce valid inferences about the effects of a program 
if the following criteria are met: (1) the causal pathway 
from program to impact is relatively short and simple; 
(2) the expected effect is large; and (3) confounding is 
unlikely—that is, other factors in Figure 18-3 are either 
unchanged or are unrelated to the impact measure. For 
example, introduction of the Haemophilus influenzae 
type b (Hib) vaccine in Uruguay was associated with 
virtual disappearance of Hib disease (Pan American 
Health Organization [PAHO], 1996). In this example, 
(1) administration of Hib vaccine to the target popula-
tion would be expected to lead directly to a reduction 
in incidence; (2) the vaccine is effective and, therefore, 
the expected effect was large; and (3) there were no 
other known factors that could lead to a large drop in 
Hib incidence. For most health programs and inter-
ventions, however, these conditions do not hold, and 
more complex evaluation designs are needed.

Nevertheless, adequacy evaluations are often the 
only alternative for programs that are scaled up rapidly 
and reach whole populations. Also, adequacy evalua-
tions are often the only approach available to estimate 
the impact on health of policy changes effected through 
legislation—for example, salt iodization or changes in 
antimalarial drug regimens. These evaluation designs 
are also typically less expensive and complex to imple-
ment, so they may be used in situations where the pro-
gram or donor does not require inferences about the 
effect of the program on coverage or health status.

Even if more complex analyses are being planned, 
adequacy of program coverage should always be 
reported. For example, in the Tanzania voucher evalu-
ation (Exhibit 18-3), steady increases in national cov-
erage of any type of net and ITNs were observed over 
the study period. ITN use among infants increased 
from 16% in the baseline survey to 34% in the end-
line survey (Hanson et al., 2009), showing important 
progress in this area but also revealing considerable 
room for improvement. Subsequent analyses deter-
mined that increases were significantly stronger in 
early- implementation districts.

In summary, adequacy evaluations are useful for 
assessing coverage outcomes, but more often than not 
they are insufficient for attributing these outcomes to 
the program or for establishing the health impact of a 
specific intervention.

Plausibility Evaluations
Plausibility evaluation designs aim to document 
the health impact of an intervention and to rule out 
alternative explanations by including a comparison 

General socioeconomic and other contextual factors

Impact

Coverage

Routine health
services

Interventions in
other sectors

Other health
programs

Program

FIGURE 18-3 Simplified conceptual framework of factors 
affecting health, from the standpoint of evaluation design.
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group and addressing confounding variables. Such 
evaluations are particularly useful when randomized 
allocation of the program is not possible for ethical, 
practical, or political reasons—situations that in real-
life evaluations constitute the norm, rather than the 
exception. Plausibility evaluations are also useful to 
demonstrate the large-scale effectiveness of programs 
or interventions whose efficacy has already been 
demonstrated in smaller-scale studies. These evalua-
tions may avoid some of the artificiality of random-
ized controlled trials (RCTs), which often address 
efficacy, by studying health impacts under real-life, 
less-than-perfect implementation conditions. For this 
reason, the external validity of plausibility evaluations 
is likely to be greater than that for tightly controlled 
trials (Victora, Habicht, & Bryce, 2004).

Several types of design may be used in a plausibil-
ity evaluation, some of which are described next.

Before-and-After Study in Program 
and Comparison Areas
A commonly used type of study design is the 
before-and-after program–comparison design. In 
this design, one or more areas—say, districts—that 
received the program being evaluated are com-
pared with districts that did not receive the program 
(FIGURE 18-4). Because health impact indicators may 
be affected by factors other than the program, it is 
essential to document changes on the nonprogram 
factors depicted in Figure 18-4, in both the program 
and the comparison districts. If these factors differ 
at baseline from one set of districts to the other, or if 
they evolve over time in different ways, they may bias 
the results of the evaluation.

A detailed discussion of design issues with this 
type of evaluation is outside the scope of this chapter, 
but some common recommendations are as follows:

 ■ Select as many districts as possible with and with-
out the programs. Detailed sample size calcula-
tions are needed, but ideally aim for 10 or more 
districts in each group.

 ■ In the data analyses, treat the districts as the units, 
rather than the individuals living in the districts. 
Thus, the sample size will be, for example, 10 dis-
tricts in the program group, rather than the num-
ber of individuals surveyed.

 ■ When the number of districts with the program is 
small, select comparison districts from the larger 
pool of districts without the program by match-
ing them to the program districts according to 
key characteristics—the most important of which 
are baseline levels of the main impact indicator. If 
data on the impact or outcome indicators of inter-
est are not available at the district level, districts 
can be matched on health systems, poverty, or 
education indicators, which are more commonly 
available at district level (see the later discussion 
of propensity score matching).

 ■ In some cases, when the number of districts with 
the program is small, the districts receiving the 
intervention may be selected based on observ-
able criteria, such as the need for the interven-
tion. For example, districts with the highest 
levels of child mortality may be selected for the 
intervention, such that no districts with similar 
levels of child mortality remain in the pool of 
possible comparison districts. However, if a suf-
ficient number of districts have child mortality 
levels that are close to those districts where the 
intervention is to be implemented, these districts 
should be selected as the comparison districts. 
This type of selection, which is known as non-
random quantitative assignment of treatment, 
can be assessed using regression discontinuity 
analysis (West et al., 2008).

Intervention
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services

Interventions in
other sectors

Other health
programs

FIGURE 18-4 Schematic program–comparison design.
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 ■ Collect detailed information on all nonprogram 
factors listed in Figures 18-3 and 18-4.

 ■ Take nonprogram factors into account in the data 
analyses by treating them as potential confound-
ing factors and considering them in the interpre-
tation of results (Cousens et al., 2009).

The before-and-after program–comparison design  
is well suited to evaluate the introduction of large-
scale programs delivering interventions whose 
efficacy has already been demonstrated under exper-
imental conditions, but that have yet to be scaled up. 
In this case, the comparison areas are completely 
devoid of the program’s interventions—hence evalu-
ators often refer to them as “virgin” or “untouched” 
 comparison areas.

Many other large-scale evaluations address new 
strategies for accelerating the delivery of biological or 
behavioral interventions that are already being imple-
mented, to a greater or lesser extent, in other districts 
in the same country. An example is the ACSD initia-
tive in West Africa (Exhibit 18-2). This program rep-
resented a renewed effort to intensify the delivery of 
vaccines, ITNs, vitamin A, antenatal care, breastfeed-
ing promotion, and case management of pneumonia, 
diarrhea, and malaria. An evaluation of ACSD showed 
that, paradoxically, some of these interventions had 
higher coverage in districts without ACSD than in 
districts with ACSD (Bryce et al., 2010). In such cases, 
the program–comparison design does not make much 
sense, and other design alternatives are required.

Observational before-and-after designs can be 
strengthened when sufficient data are available. For 
example, if outcome or impact data for some years 
before the start of a program are available, time-series 
or interrupted time-series designs can help control for 
confounders that do not change over time  (Gertler 
et  al., 2016). Evaluators need to provide an explicit 
rationale for assuming that important confounders do 
not change over long periods of time.

In recent years, more attention has been paid to 
the use of propensity-score matching at the individ-
ual level to evaluate large-scale programs using large 
survey data sets (Axelson, Bales, Minh, Ekman,  & 
Gerdtham, 2009; Jalan & Ravallion, 2003; Mensah, 
Oppong,  & Schmidt, 2010). These methods control 
for observed differences between individuals who 
received treatment and individuals who did not. Eval-
uators need to discuss the possibility of unobserved 
confounders that may lead individuals to receive or 
not receive treatment, and address how these factors 
may threaten the validity of the results.

In some cases, different approaches may be com-
bined (Gertler et  al., 2016). As mentioned earlier, 

districts may be matched before the start of imple-
mentation, and data across several years may be col-
lected. While these approaches strengthen the overall 
evaluation design and the plausibility of the results, 
they are also complex and analytically challenging.

The Ecological Dose–Response Design
When a program includes biological or behavioral 
interventions that are being promoted throughout 
a country, a dose–response design may be the most 
appropriate evaluation approach. For example, in the 
Malawi iCCM evaluation, every district in the country 
was implementing iCCM delivered by health surveil-
lance assistants (HSAs), and the evaluation assessed 
the association between the density of iCCM-trained 
HSAs and care seeking and under-5 mortality reduc-
tion at the district level. FIGURE 18-5 shows the correla-
tion between density of trained workers and changes 
in care seeking and mortality; no correlation was 
observed and no significant associations were found 
after adjusting for potential confounders.

In light of widespread scaling-up of health inter-
ventions in many countries, dose–response designs 
may become increasingly useful in the future. 
EXHIBIT 18-6 proposes an approach to such studies.

Randomized (Probability) Evaluation 
Designs
Randomized designs are the gold standard for achiev-
ing internal validity. Because health programs are 
delivered to groups rather than individuals, cluster- 
randomized trials are appropriate for their evaluation 
(Donner & Klar, 2000). Random allocation of clusters 
of individuals—for example, districts—to receive or 
not to receive the program or intervention increases 
the likelihood that the two study arms will be highly 
comparable in terms of confounding variables, includ-
ing those that cannot be measured directly.

This situation is particularly likely to hold when 
the number of clusters available for randomization is 
large. If the number is small—as is often the case for 
large-scale programs delivered at the district level—
the program and comparison groups may still differ 
substantially in terms of baseline confounding factors, 
in spite of randomization. In these cases, constrained 
randomization may be used to improve comparability 
of the two study arms (Hayes & Moulton, 2009).

Even programs that consist of packages of proven 
interventions may be evaluated through random-
ized trials. Certain programs, such as provision of 
vouchers, provision of health insurance, or exemp-
tions from user fees, may be unaffordable if the entire 
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FIGURE 18-5 Correlations between the density of iCCM-ready HSAs and changes between 2010 and 2014 care seeking and 
mortality for children age 2–59 months in Malawi (N = 27 districts). 
Abbeviations: HSAs = health surveillance assistants; iCCM = integrated Community Case Management.
Reproduced from Amouzou, A., Kanyuka, M., Hazel, E., Heidkamp, R., Marsh, A., Mleme, T., et al. (2016). Independent evaluation of the integrated Community Case Management of childhood illness strategy in Malawi using a National Evaluation Platform design.  
The American Journal of Tropical Medicine and Hygiene, 94(3), 574–583.

EXHIBIT 18-6 The Evaluation Platform Design

The prevailing evaluation paradigm assumes that programs are implemented in a few districts and not in the rest of the 
country. Changes in service provision, utilization, coverage, and sometimes health impact are documented over time, and 
gains in the intervention districts relative to comparison areas are attributed to the program, reflecting the assumption 
that any improvement is a direct result of program inputs. The counterfactual supposition is that in the absence of the 
program, outcomes in the target districts would have shown trends similar to those in the comparison areas. Several 
types of bias may compromise this comparison, including selection biases (e.g., districts chosen for the program may have 
special characteristics that favor implementation) and confounding factors. This traditional evaluation design remains 
popular despite its limitations because no feasible alternatives may exist to it; if properly conducted and analyzed, such 
evaluations often provide valuable information.

Recent experience in evaluating large-scale programs and initiatives suggests that this traditional design has 
important limitations in the current development context. “Untouched” comparison areas are seldom available because 
similar biological or behavioral interventions are often being scaled up by other programs or initiatives—with greater or 
lesser success—in different geographic areas. As a consequence, populations in the comparison area are often exposed 
to interventions that are similar to those promoted in the program area. For example, in the ACSD evaluation (Exhibit 
18-2) in Mali and the iCCM evaluation (Exhibit 18-1) in Malawi, several of the comparison districts were receiving virtually 
the same interventions as the program districts, with support from other donors. Even in situations where a program 
is planned to be scaled up in several districts, the reality is that implementation speed tends to vary from district to 
district, as was the case in the Tanzania ITN voucher study. Therefore, in many circumstances dose–response analyses 
relating implementation strength to coverage and health impact make more sense than comparisons of program and 
nonprogram districts.

To further complicate the issue of attribution, health status is influenced by a myriad of factors other than an 
individual program. At least four categories of contextual factors must be considered (Victora et al., 2005), as suggested 
in Figure  18-3: (1) preexisting health services, whether public or private; (2) the presence of new health programs 
other than the one being evaluated; (3) the presence of interventions in other sectors that may affect health (e.g., 
water, sanitation, or education); and (4) overall socioeconomic and environmental conditions. This broad framework 
of determinants of health requires that evaluations go well beyond the health sector. In turn, evaluations of all 
health programs require careful documentation of contextual factors and their incorporation in data analyses and 
interpretation.

For all these reasons, instead of the current practice of evaluating one program at a time, it makes much more sense to 
develop a broad evaluation platform to assess all of the multiple programs that are in place within a country. For example, 
partners can work with national and local governments to support nationwide assessments of programs in different 

(continues)
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target population must be covered. In such cases, ran-
domization of individual participants or geographic 
regions may be possible (Powell-Jackson, Hanson, 
Whitty, & Ansah, 2014). To perform this type of study, 
all districts in a country would be listed, possibly strat-
ified into categories of risk (e.g., high, medium, or low 
frequency of the main study outcome), and then allo-
cated randomly within each stratum either to receive 
the program under routine conditions of implemen-
tation or to not receive it. Politicians and managers—
as well as members of the population—need to agree 

with the process of randomization, as do all involved 
district authorities and implementation partners.

In practice, a variety of ethical, political, and prac-
tical barriers to randomizing districts to receive or not 
to receive a program may exist (Black, 1996;  Victora 
et al., 2004). For instance, large-scale programs usu-
ally encompass biological and behavioral interven-
tions whose efficacy has already been established in 
RCTs in smaller populations, so that withholding 
them from population groups for the purpose of eval-
uation is difficult to justify. Political barriers may arise 

areas: maternal and child health; reproductive health; disease-specific control programs, including those for malaria and 
HIV/AIDS; and efforts aimed at strengthening health systems (Global Initiative to Strengthen Country Health Systems 
Surveillance [CHeSS], 2008).

From 2013 to 2017, the National Evaluation Platform (NEP) project implemented NEPs in Malawi, Mali, Mozambique, 
and Tanzania with funding from Global Affairs Canada and technical assistance from the Institute for International 
Programs–Johns Hopkins University (IIP-JHU) (Johns Hopkins Bloomberg School of Public Health, n.d.b). The project 
aimed to implement country-owned and -led NEPs, with a focus on building country capacity to manage, assess, and use 
existing data to answer evaluation questions as defined by country governments. These country NEPs mapped sources of 
population and health data along the pathway to impact, as well as other contextual factors; assessed their quality; and 
worked with governments to identify and respond to priority questions. 

In Mali, for example, the Ministry of Health wanted to understand why key maternal, newborn and child health (MNCH) 
indicators were poorer in one region of the country than in other regions. In response, the Mali NEP partners, including the 
Center for Research, Study, and Documentation on Child Survival (CREDOS), the National Institute of Public Health (INRSP), 
the National Institute of Statistics (INSTAT), the National Directorate of Health (DNS), and the MoH Unit for Planning and 
Statistics (CPS) brought together district-level data from population surveys, from routine health information systems, and 
on contextual factors to try to understand the factors associated with disparities in district- and regional-level indicator 
trends over time. IIP-JHU provided technical assistance and capacity building in evaluation question design, data quality 
assessment, indicator calculation, and multiple approaches to analysis (cross-group comparisons, trend, and regression 
analyses) to support the work done by the Mali NEP team.

The NEP project was inspired by the evaluation platform approach proposed by Victora and others (2009), which 
included the following steps:

1. Develop and regularly update a district database that includes existing demographic, epidemiologic, 
socioeconomic, and health infrastructure variables, derived from sources such as censuses, economic surveys, 
poverty maps, and service availability censuses. All districts in a country—or in a subnational region—would be 
included.

2. Conduct an initial survey (or build on existing and future household surveys), to be repeated every three years 
or so, to measure coverage levels for proven interventions and health status. Ideally this survey would also allow 
estimation of mortality and prevalence of biomarkers.

3. Establish a continuous monitoring system for documenting provision, utilization, and ideally quality of 
interventions at the district level, with mechanisms for prompt reporting to local, national, and international 
audiences.

The experience of the NEP project has shown the potential value of this approach, but also highlighted the challenges 
in implementing evaluation platforms in a sustainable, country-led way. Development of a comprehensive set of data 
alone is not sufficient. Statistical and health institutions in many countries do not have the capacity to analyze much 
of the data that they collect, so a key task for many evaluation platforms will be to build country capacity in evaluation 
principles; core data concepts; data management, analysis, visualization, and interpretation; and audience-appropriate 
communication of results. Other challenges include sharing data across institutions and sectors, building ownership and 
understanding of the platform at senior levels of government (see the Public Health Infrastructure chapter for more on data 
sharing), and ensuring adequate staffing in country institutions to collect, compile, assess, and analyze data to answer 
evaluation questions. 

EXHIBIT 18-6 The Evaluation Platform Design (continued)
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from a similar source: Policy makers are understand-
ably reluctant to withhold proven interventions from 
the population for the purpose of research. Practical 
barriers include the assumptions within an RCT that 
the researcher controls the pace and quality of inter-
vention delivery and that the intervention does not 
change over time—criteria that cannot be met when 
evaluating strategies or programs that are being scaled 
up by governments and their partners and often are 
undergoing fine-tuning in response to early experi-
ence or intermediate results from the evaluation.

These barriers to RCTs tend to counterbalance the 
increased internal validity associated with their use. 
Thus, it is not surprising that randomized designs are 
rare in large-scale effectiveness evaluations. In addi-
tion, evaluators are often called in when it has already 
been decided which areas will receive—or are already 
receiving—the program and, therefore, cannot influ-
ence its deployment.

Among the few examples of RCTs used for eval-
uation programs affecting health outcomes are two  
Mexican studies, which are summarized in EXHIBIT 18-7.

EXHIBIT 18-7 Large-Scale RCTs: The Progresa and Seguro Popular Evaluations in Mexico

Mexican policy makers and researchers have pioneered the use of RCTs for large-scale program evaluation in LMICs. Two 
large studies have attracted special attention: the evaluation of Progresa, a program that included conditional cash transfers 
(Rivera, Sotres-Alvarez, Habicht, Shamah, & Villalpando, 2004), and the evaluation of Seguro Popular, a health insurance 
initiative (King et al., 2009).

Progresa was a large-scale, incentive-based development program with a built-in nutritional intervention. Taking 
advantage of the lack of resources for covering all eligible families in the country at the same time, the evaluators designed 
a two-wave, stepped-wedge trial. Of 347 poor rural communities in 6 central Mexican states, 205 were randomly assigned 
to immediate launch of the program in 1998; another 142 were slated to initiate the program 2 years later (Rivera et al., 
2004). Random samples of children in those communities were surveyed at baseline, and again at 1 and 2 years afterward. 
Participants, all of whom came from low-income households within each community, were selected on the basis of an 
index of household assets.

Progresa provided micronutrient-fortified foods for women and children as well as health services and cash transfers 
for the family. The original design sought to provide a 2-year window during which Progresa would be implemented in 
the intervention communities but not in the comparison communities, but political pressure to accelerate the program 
led the comparison communities to start receiving the program more than 1 year earlier than originally planned, in late 
1999 rather than in early 2001. In addition, nearly half of all young children (younger than 6 months) were lost to follow-up 
by the time of the 2-year follow-up. Progresa was associated with better growth in height among the poorest and younger 
infants, but not in the sample as a whole. After 1 year, mean hemoglobin values were higher in the intervention group 
than in the comparison group, but there were no differences in hemoglobin levels between the two groups at year 2, after 
both groups were receiving the intervention.

The second evaluation involved an innovative cluster trial of health insurance—Seguro Popular—in Mexico, one 
of the largest randomized health policy experiments ever carried out. Policy makers in 13 of the 32 Mexican states 
agreed to join the study. From more than 7,000 clusters (health facility catchment areas) in these 13 states, the 
evaluators “negotiated access to 74 cluster pairs in seven states, with inclusion based on necessary administrative, 
political, and other criteria” and then randomly assigned one health cluster from each pair to receive the Seguro 
Popular program. The main finding was a reduction in catastrophic expenditures in health of 1.9 percentage 
points. Although program resources reached the poor, contrary to expectations, they did not have any effects on 
medication spending, utilization of health services, or health outcomes after 10 months of follow-up. The authors of 
the evaluation (King et al., 2009) recognize that the short implementation period may have precluded documenting 
an impact on outcomes that are unlikely to change rapidly. They also note that the program varied considerably 
across areas.

These two Mexican trials make an important contribution to the literature on the evaluation of large-scale programs, 
but they also reveal that RCTs are not a panacea for all evaluation ills. First, obtaining agreement of policy makers at 
all levels—from national to local—is not a trivial matter. Moreover, external validity may be affected because of low 
compliance with randomization at local level. That may have been the case in the Seguro Popular trial, in which 74 cluster 
pairs were nonrandomly selected from more than 7,000 clusters.

Second, both trials show that getting policy makers and managers to accept randomization is a major achievement, 
but ensuring their continued support during the trials is also essential. In both studies, the patience of decision makers 
proved shorter than what would be required for a full assessment of the intervention’s impact. Both trials demonstrated 
that, when taken out of their traditional context—that is, efficacy studies that are completely under the control of 
researchers—RCTs do not perform well for the evaluation of large-scale, real-life programs.
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Stepped Wedge Design
An attractive alternative to the RCT is the stepped 
wedge design, a variation of randomized cluster tri-
als (Brown & Lilford, 2006). This strategy should 
not be confused with the stepwise approach to eval-
uation described in Figure  18-2. A stepped wedge 
design makes use of implementation timetables that 
specify introduction of the program or strategy ear-
lier in some geographical areas than in others. This 
phased rollout allows evaluators to use the later- 
implementation areas as comparison groups for the 
earlier- implementation areas.

A hypothetical example of a randomized stepped 
wedge design follows. Suppose the capacity to train 
health workers or to procure a commodity is limited, 
so that only a few districts can be covered in the first 
year of the program. These areas are selected ran-
domly from all districts in the country, and start to 
receive the program. In the following year, another 
wave of districts is selected from those without the 
program, and so forth, until all districts are covered. 
At any given time until the last implementation wave 
is complete, there will be districts with the program 
and districts without the program; the latter provide a 
randomized comparison group.

This design has advantages from an ethical stand-
point, because it would not have been possible to 
implement the program in all districts at the same 
time, and selection of program districts is random. 
Nevertheless, fewer than 20 such trials have been 
published in the literature (Brown & Lilford, 2006), 
and none of these reports have dealt with large study 
units such as districts. Instead, the study units in most 
cases were health facilities, vaccination teams, or small 
communities.

As with standard RCTs, practical constraints to 
implementing stepped-wedge trials at the district level 
in LMICs exist:

 ■ It may be difficult to explain the randomization 
process to district authorities and convince them 
that there are no hidden allocation biases.

 ■ National governments are often reluctant to leave 
any district completely devoid of a program. 
Instead, they may attempt to be “equitable” by allo-
cating some amount of resources to all districts.

 ■ Other bilateral or international organizations 
delivering health programs in the country already 
have their favorite districts, and may continue 
to implement activities that are similar to the 
program.

 ■ Many infectious diseases demonstrate marked 
seasonal or cyclical patterns, and it may be difficult 

to distribute program-implementation waves of 
districts over time so that temporal patterns do 
not affect the interpretation of results.

 ■ Implementation timetables are subject to many 
influences, and often change over time, which 
may weaken the design.

 ■ This design can be used only for programs or strat-
egies that are unlikely to have effects beyond the 
border of a district. It would not be appropriate, for 
example, in evaluations of mass-media campaigns.

 ■ The analysis of this design is particularly complex, 
and requires strong statistical support during both 
the design and analysis stages.

These reasons may explain why stepped wedge 
designs, although available since the 1980s, have 
never enjoyed great popularity despite their theoret-
ical advantages (Brown & Lilford, 2006).

Occasionally, programs will be implemented in 
only selected areas of a province or district, due to 
budgetary or other constraints. In these cases, it may 
be possible to exploit the employment of a nonran-
domized phased implementation (stepped wedge) or 
arbitrary break in implementation along the borders 
of districts (Sood et al., 2014). These types of designs, 
which are called regression discontinuity designs or 
geographic discontinuity designs, fall into the “plau-
sibility evaluation” category, although they are consid-
ered some of the stronger methods for observational 
studies, and have in some cases closely replicated ran-
dom designs (Buddelmeyer & Skoufias, 2004).

 ▸ Defining the Indicators and 
Obtaining the Data

Documentation of Program 
Implementation
In terms of the stepwise design described in 
Figure 18-2, documentation is essential for assessing 
the first question: Are the interventions and plans for 
delivery technically sound and appropriate for the 
epidemiologic and health system context? Documen-
tation will also contribute quantitative information 
on implementation activities that can help address 
the second question: Are adequate services being 
provided at the facility and community level? The 
ultimate objective of documentation is to go beyond 
program objectives and goals to understand what 
actually took place at the population level. Systematic 
documentation is essential for understanding why a 
program achieved—or failed to achieve—its intended 
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effect. Qualitative studies are often a useful adjunct to 
documentation.

Obtaining detailed data on program implemen-
tation is essential because—unlike what happens in 
tightly controlled, small-scale trials—large-scale pro-
grams often fail to deliver what was originally pro-
posed. The ACSD evaluation showed, for example, 
that whereas vaccines and vitamin A supplements 
reached high coverage in the target districts, other 
equally important parts of the ACSD package, such as 
insecticide-treated nets, were affected by unforeseen 
stock-outs that resulted in insufficient distribution of 
these items to the population.

It is often assumed that data on program implemen-
tation are readily available from those parties involved 
in delivering the program. Our experience, however, 
shows that this is rarely the case. In the Malawi iCCM 
evaluation, information about the hard-to-reach areas 
that were supposed to be covered by iCCM-trained 
CHWs was not possible to obtain. In Burkina Faso, 
data on drug stock-outs at the CHW and facility level 
were not available. In the retrospective ACSD evalua-
tion, obtaining data on the early stages of the program 
proved difficult because records were often incomplete, 
and some key staff involved in setting up the program 
were no longer available to be interviewed.

Documentation efforts should strive to cover the 
following topics, which are drawn from the conceptual 
framework for the program (Figure 18-1) and reflect 
the stepwise approach (Figure 18-2):

 ■ Describe the original program proposal— 
development, adaptation, program strategies and 
activities, associated policies, and delivery strategies.

 ■ Describe how the original proposal changed over 
time, and why—for example, whether a result of 
internal decisions or due to feedback by the eval-
uation team.

 ■ Quantify the program inputs, processes, and 
 outputs—for example, the number of health work-
ers who were trained, the types of commodities that 
were procured and distributed, the frequency and 
duration of stock-outs, the type and frequency of 
supervision activities, utilization by the target pop-
ulation of the services being provided, and the fre-
quency and nature of community-level activities.

 ■ Describe contextual factors that may affect the 
program’s impact—for example, epidemiologic, 
health systems, demographic, or sociocultural 
characteristics.

Methods for documentation include desk reviews 
of program and policy documents, training materials, 
workshop and supervision reports, and administrative 

records related to program inputs and outputs. This 
step may also require talking to implementers, con-
ducting in-depth interviews, and conducting focus-
group discussions.

Where key data on program implementation are 
not available from program documents, or where 
interviews with implementers contradict the quantita-
tive program data, primary data collection to describe 
the state of program implementation may be needed. 
In the Burkina Faso iCCM evaluation, for example, 
data provided by health districts showed that the 
number of iCCM-trained CHWs remained constant 
over time, following the initial iCCM training. In con-
trast, interviews with district staff reported substan-
tial turnover among CHWs. To better understand the 
staffing situation, and to fill gaps in program data with 
respect to utilization and drug stock-outs, the evalua-
tion team conducted a survey of CHWs in the regions 
that received the program (Munos et al., 2016). CHWs 
were asked about their selection, training, and super-
vision, and data collectors observed their drug stocks 
and abstracted information from their consultation 
registers. In addition, in-depth interviews were con-
ducted with a subset of CHWs as well as with care-
givers of young children and with the nurses who 
supervised the CHWs.

Similar assessments of implementation, some-
times referred to as implementation strength assess-
ments or implementation snapshots, are increasingly 
being conducted during program evaluations to pro-
vide high-quality data on program processes and out-
puts (Hargreaves et al., 2016). These assessments are 
generally surveys of the front-line providers who are 
delivering the program interventions. Survey methods 
are available for this purpose. Typically, a multistage 
sampling scheme is used to select units within the pro-
gram areas—for example, health facilities or commu-
nities. Within these units, health workers involved in 
service delivery are then sampled. The content of the 
assessment will vary somewhat depending on the pro-
gram activities, interventions, and modes of delivery. 
For programs delivering health services to popula-
tions, key domains may include training, supervision, 
availability of drugs and commodities, availability of 
guidelines and other job aids, and utilization of ser-
vices. In addition to the quantitative assessment, qual-
itative interviews may be conducted with providers, 
their supervisors, and program beneficiaries or other 
community members to better understand challenges 
in implementing the program or delivering interven-
tions. As discussed in the next section, assessments of 
the quality of service provision may also be added to 
the implementation strength assessment.
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Measurement of Intervention Quality
Most health programs include interactions between 
health workers and the target population, with or 
without the provision of commodities. A behav-
ioral change and communications intervention may 
include individual or group sessions; a vaccination 
program will include delivery of the vaccine to the 
target population; and case management interven-
tions will include interaction between a community- 
or facility-based provider and a patient, often followed 
by provision of treatment. While documentation will 
provide quantitative information on these interac-
tions, it is also important to assess their quality.

Assessments of the quality of service provision are 
generally conducted in a sample of health workers or 
health facilities, using the same sampling approach 
described earlier for implementation strength assess-
ments. For each sampled provider, data collectors 
typically observe the interactions between the health 
worker and members of the population. Many survey 
tools also include a description of the facilities where 
health workers operate (e.g., the physical space, drug 
supply, equipment) and incorporate exit interviews 
to assess user satisfaction. For case management sur-
veys, a second examination of the same patient by a 
gold-standard examiner is often included, which is 
then compared with the original conduct of the health 
worker. The quality of case management for rarely 
occurring events is sometimes assessed through the 
use of written or oral scenarios. Further details on how 
to conduct these surveys, and standard indicators to 
be used, are available elsewhere (Gouws et al., 2005).

Measuring Coverage
Although population coverage of interventions can 
sometimes be estimated from routine health system 
data such as utilization statistics (e.g., dividing the 
number of births reported by skilled attendants by the 
estimated number of births in the population), in most 
instances coverage measurement requires household 
surveys. This technique is necessary because popu-
lation movements may occur—for example, moth-
ers from a neighboring district coming to the focus 
district to give birth—and because the availability 
of simple data on commodities disbursed (e.g., anti-
biotics, oral rehydration solution [ORS] packets, or 
ITNs) does not guarantee that those items reached, 
and were used by, those in need. In addition, in many 
LMIC settings, routine health system information on 
the numerators (services delivered) and the denom-
inators (individuals in need) for coverage indicators 
can be biased upward or downward due to incomplete 

records, incentives for over-reporting, or inaccurate 
census projections that contribute to the denomina-
tor. Even with these potential biases, coverage data 
from routine sources may still be useful for local plan-
ning, although their use in an effectiveness evaluation 
requires a robust assessment of data quality to avoid 
invalid inferences.

Many LMICs now have regular surveys on 
maternal and child health, such as Demographic and 
Health Surveys (DHS; The DHS Program, n.d.b) or 
UNICEF’s (n.d.) Multiple Indicator Cluster Surveys 
(MICS) that are carried out every three to five years in 
a given country. In addition, surveys may assess cov-
erage of disease-specific programs, such as malaria 
indicator surveys (MIS; The DHS Program, n.d.c) and 
HIV/AIDS indicators surveys (The DHS Program, 
n.d.a).

These types of surveys include standard indica-
tors, usually defined by multi-institutional or inter-
agency working groups. It is essential that program 
evaluations comply with agreed-upon indicators, 
so that the results can be compared with those from 
other evaluations and studies.

Surveys may be used as part of evaluations in sev-
eral types of scenarios:

 ■ A national survey (e.g., DHS or MICS) is carried 
out at a suitable time for the evaluation, and the 
number of households sampled in the program 
and comparison areas is sufficiently large to yield 
precise estimates. This was the case in the Malawi 
iCCM evaluation, for which DHS data were used 
as the baseline, and an “MDG survey” conducted 
by MICS was used as the endline (Amouzou  
et al., 2016).

 ■ A national survey as described previously is 
planned, but needs to be oversampled in pro-
gram and/or comparison areas. This was done in 
the ACSD evaluation in West Africa (Bryce et al., 
2010).

 ■ No suitable surveys are planned, and the evalua-
tion team has to carry out its own survey in pro-
gram and comparison areas. This was the case in 
the Burkina Faso iCCM evaluation; while a DHS 
was available to use as the baseline, the sample size 
at the district level was insufficient and oversam-
pling in the evaluation districts was not an option 
(Munos et al., 2016).

Survey samples are usually insufficient for pro-
viding precise coverage estimates at the district level. 
Some exceptions do exist, however, such as the Malawi 
2010 DHS and 2014 MDG survey, which sampled 
1,000 households per district, and the India National 
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Family Health Survey, which had a total sample of 
more than 600,000 households in 2015–2016 (DHS, 
2010; National Statistical Office, 2015; India Ministry 
of Health and Family Welfare, 2017).

Even if the number of sampled households per 
district is small and few programs are implemented 
in a single district, pooling across several districts 
may result in sufficient numbers of individuals to 
assess coverage. It is often argued that survey results 
should not be pooled, because few national surveys 
are designed to provide probability samples at the 
district level. Nevertheless, these surveys systemati-
cally present tables stratified by age, socioeconomic, 
and ethnic categories, even though the sample was 
not designed to be strictly representative of such sub-
groups. In practice, most nationally representative 
surveys employ implicit stratification within each 
district by listing enumeration areas in a geographic 
sequence and systematically sampling these areas; as 
a result, households included in the sample tend to be 
spread throughout the districts. By giving due atten-
tion to sampling weights, groups of districts where a 
program was implemented may be separated from a 
national survey for the purposes of assessing coverage 
(Rao, 2003; West, Berglund, & Heeringa, 2008).

Surveys can be disaggregated to the district 
level using either district identifiers in the data sets 
(which are infrequently available in MICS and DHS 
and usually provided only in surveys explicitly strat-
ified by district) or geolocation information on clus-
ters. Cluster geocodes are now routinely collected for 
DHS surveys, with a few exceptions, and are increas-
ingly collected for MICS. To protect the anonymity of 
respondents, DHS randomly displaces cluster loca-
tions by as much as 5 km in rural areas and as much 
as 2 km in urban areas, with 1% of rural clusters dis-
placed by as much as 10 km (Burgert, Colston, Roy, & 
Zachary, 2013). In earlier surveys, this displacement 
made disaggregation by districts problematic; starting 
in 2009, however, DHS changed the displacement pro-
tocol to respect district boundaries, making it possible 
to disaggregate DHS data to the district level and to 
regroup districts as needed.

Due to the high cost of surveys, other alterna-
tives for data collection are worth exploring, such as 
using National Immunization Days (NID) to collect 
information on coverage or health outcomes related 
to other programs than those delivered at the NID—
for example, breastfeeding promotion or nutritional 
status (Santos, Paes-Sousa, Silva, & Victora, 2008). As 
long as coverage of NID attendance is high (say, 90% 
or so), coverage of other programs can be estimated 
with little bias.

Measuring or Modeling Impact
Some programs express their main goals in terms of 
coverage indicators, so impact measurement is not 
strictly necessary. This is the case, for example, with a 
vaccination program that seeks to reach high coverage 
with a vaccine (e.g., rotavirus vaccine) whose efficacy 
is well established. For such an evaluation, if high cov-
erage is documented, there is no need for expensive 
and complex assessments of the incidence of diarrhea 
due to rotavirus.

Even so, many funders wish to go back to their 
constituencies armed with hard data on the health 
impact of the intervention—for example, the num-
ber of lives saved by their actions. Some initiatives, 
such as the Catalytic Initiative to Save a Million Lives 
(UNICEF Canada, n.d.), have actually incorporated 
their quantitative goals into the program title.

Impact measurement is often included in surveys 
that also measure coverage. Nevertheless, assessing 
impact indicators usually makes coverage surveys 
much more complex. Issues that influence the mea-
surement of impact in program evaluations include 
the following:

 ■ How difficult is the measurement? For example, 
will impact be assessed through interviews (e.g., 
full birth histories of women of reproductive  
age, aimed at assessing child mortality; infant 
feeding practices), or is there a need for mea-
surements or collection of biological specimens? 
Measuring child underweight with a weighing 
scale is easier than measuring stunting, which 
requires substantial training of interviewers and 
use of more sophisticated equipment. Drawing 
blood samples adds another level of logistical 
complications, including equipment require-
ments, interviewer safety concerns, and issues 
related to processing, transportation, storage, 
and analysis of samples. If data on causes of death 
are needed—often an important consideration 
for attributing success to a program—additional 
requirements will arise in terms of interviewer 
training and sample size.

 ■ How rare is the event being measured? The fre-
quency of the impact measure in the population 
is key for determining sample sizes. Rare events 
(e.g., mortality or, even worse, cause-specific mor-
tality) require larger sample sizes than more fre-
quent events (e.g., stunting or malaria parasitemia 
in an endemic area). Some events (e.g., mater-
nal mortality) are so infrequent that the samples 
required are prohibitively large, leading evalua-
tors to rely on proxy measures such as coverage 
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of interventions known to reduce mortality. In 
the case of cluster surveys, evaluators also need 
to take into account the “design effect” (Cochran, 
1977): Events that are evenly spread throughout 
the population require samples that are smaller 
than events that are highly clustered, as is the case 
for some transmissible diseases. For impact mea-
sures such as mortality rates, sample sizes may be 
reduced by using deaths in the last two or three 
years before the survey, rather than deaths in the 
last year. This approach requires full implemen-
tation of the program throughout the mortality 
measurement period, as otherwise its full effect 
will not be picked up.

 ■ How large is the effect to be detected? Picking up 
large effects requires smaller samples than detect-
ing small effects. For example, detecting a 25% 
reduction in under-5 mortality over a certain 
period, relative to baseline levels, will require 
much smaller samples than detecting a 15% 
decline in this metric. Even larger sample sizes 
are needed to detect a 25% difference between the 
annual rates of mortality decline in program and 
comparison areas—for example, 10% and 8% per 
year, respectively.

Given the complexities of estimating impact 
through household surveys, evaluators or donors may 
propose the use of routine health systems data or civil 
registration and vital statistics data to assess impact. In 
principle, these routine data have a number of advan-
tages over household surveys: They are often available 
at the district level, on at least an annual basis, and at 
little to no cost. The greater availability of data can 
facilitate more complex plausibility evaluation designs 
and increase the power of an evaluation to detect an 
effect. Nevertheless, as with routine coverage data, 
routine data on mortality, morbidity, and nutritional 
status in LMICs often suffer from important quality 
limitations that can threaten the validity of an evalua-
tion. Routine mortality or morbidity data can be, and 
have been, used for high-quality impact evaluations 
(Rasella, Aquino, Santos, Paes-Sousa, & Barreto, 2013), 
but a thorough assessment of the quality of these data, 
including their completeness, internal validity, and 
external validity, is essential before using them in an 
evaluation (see, for example, Willey et al., 2011).

Recent advances have led to the development of 
modeling tools that allow the estimation of under-5 
mortality trends based on measured changes in cov-
erage. EXHIBIT 18-8 describes the Lives Saved Tool 

EXHIBIT 18-8 The Lives Saved Tool: An Example of Mortality Modeling Software

Modeling approaches are increasingly recognized as valuable for planning and evaluation in public health (Garnett, 
Cousens, Hallett, Steketee, & Walker, 2011). The Lives Saved Tool (LiST) is a model that estimates changes in mortality 
on the basis of intervention coverage data. LiST allows users to estimate the impact of scaling up proven interventions 
by defining and running multiple country-, state-, or district-specific scenarios (Walker, Tam, & Friberg, 2013). LiST was 
designed for a range of MNCH stakeholders, including ministry of health personnel, program managers, and NGO 
partners; the intent was to enable them to combine the best scientific evidence on the effectiveness of interventions 
with information about the causes of death and current coverage of key interventions to inform their planning and 
decision making. This evidence-based platform has been widely used to help prioritize investments and evaluate existing 
programs (Boschi-Pinto, Young, & Black, 2010).

LiST uses data on baseline mortality rates, causes of death, and intervention coverage, together with demographic data 
and intervention effectiveness, to estimate the number of maternal, under-5, and neonatal deaths that can be averted, 
both by cause of death and by intervention, as intervention coverage increases. It also estimates levels and changes in 
mortality rates, disease incidence, and the prevalence of risk factors such as undernutrition (stunting and wasting), by 
cause and by intervention. LiST is programmed as part of a larger software package called Spectrum, which has been 
widely used for 25 years and is designed to predict population changes over time by age and sex (Stover, McKinnon, & 
Winfrey, 2010). Spectrum uses the population projections developed by the United Nations Population Division, which 
facilitate estimates of population growth through 2050. Through Spectrum, LiST is linked to other modules such as the 
AIDS Impact Module (AIM), which models UNAIDS data for each country, and FamPlan, which estimates the impact of 
family planning parameters on outcomes such as the number of births.

LiST and other software can be applied in two ways for the evaluation of large-scale programs. First, they can be 
used to model or assess whether the interventions being promoted by the program are appropriate given the cause 
of death profile in the program area. For example, LiST modeling can estimate the potential change in mortality 
and health status if scale-up efforts are successful. This information helps evaluators answer the first question asked 
in the stepwise model described in Figure 18-2: Are the interventions relevant to the epidemiologic context? This 
approach was used at the beginning of the iCCM evaluations conducted in Burkina Faso and Malawi (Bryce et al., 
2010). 
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(LiST), which is becoming widely used for this pur-
pose (Bryce et al., 2010).

Describing Contextual Factors
In impact evaluations, contextual factors are variables 
external to the program that can confound or modify 
its observed effect (Victora et al., 2005). Confounding 
occurs when changes in these external variables differ 
in program and comparison areas. For example, crop 
failures, natural disasters, or establishment of new 
health facilities (or presence of other programs) may 
occur in one area, but not in others. The ACSD evalu-
ation showed an apparent impact of the intervention 
on undernutrition prevalence, but documentation of 
contextual factors identified a famine in some of the 
comparison districts; once these effects were excluded 
from the comparison group, there was no longer any 
evidence of a positive impact of the program (Bryce 
et al., 2010). Control of confounding factors is essential 
for improving the internal validity of the evaluation.

Effect modification occurs when certain baseline 
conditions—for example, the level and causes of mor-
tality, or the strength of health systems—either con-
tribute to or detract from the observed impact of the 
program. Effect modification is particularly relevant 
to external validity, or the ability to generalize from 
the evaluation findings. In the iCCM evaluation in 
Malawi, high levels of care seeking for sick children 
from health facilities may have limited the potential 
impact of the intervention, and partially explained 
the finding that the program was not associated with 
a reduction in under-5 mortality (Amouzou et  al., 
2016). Given that the program was reasonably strongly 
implemented, we might expect to see a much greater 
impact on mortality if it were implemented in a setting 
with lower levels of facility care seeking.

Data on contextual factors may come from a vari-
ety of sources. Most LMICs already have a number of 
databases maintained by governmental, international, 
or partner institutions, with information disaggre-
gated at the provincial or district level. TABLE 18-2 iden-
tifies sources of information on a variety of contextual 
factors; this listing was prepared for an evaluation 

of the Catalytic Initiative to Save a Million Lives in 
Mozambique.

If quantitative information is available for all geo-
graphic areas included in the evaluation, contextual 
factors may be formally included in the statistical 
analyses models as covariates. Even if information is 
incomplete or unquantifiable, contextual factors may 
help interpret the evaluation findings.

The process of obtaining information on con-
textual factors is part of the documentation exer-
cise described previously. It can be often done by 
the same team that is collecting data on program 
implementation.

Measuring Costs
Cost data can be used in many different ways to 
inform decisions about public health programming, 
and are a key component of large-scale program eval-
uations. They contribute to understanding the budget-
ary implications of health programs and are needed 
to perform economic analyses such as those assessing 
cost-effectiveness. Cost data can help answer ques-
tions not only about how much money programs cost, 
but also about where the costs are incurred (e.g., by 
patients, at a particular service level, at higher levels), 
how programs operate, and which factors are hinder-
ing program scale-up. Moreover, such data can help 
answer questions about the relationship between costs 
and other aspects of health care, such as the quality of 
services, that are public health goals in their own right 
(Bishai, Mirchandani, Pariyo, Burnham,  & Black, 
2008). Finally, cost data can be used in conjunction 
with data on utilization and household socioeco-
nomic status to understand the equity implications of 
a program.

FIGURE 18-6 presents a conceptual diagram of the 
total costs involved in the scale-up of health programs. 
The x-axis represents the time from before the start of 
the scale-up program until the target levels of cover-
age (or mortality reduction) have been achieved, or 
until the end of the evaluation. The y-axis represents 
the total costs of health services, where higher levels of 
coverage are associated with higher levels of total costs.

The second, and more important, use of LiST and similar software is to translate changes in coverage measured 
through surveys into expected mortality impact. When direct impact measurement is not feasible or too expensive under 
given conditions, LiST can provide a reasonable estimate of the expected decline in mortality based on the measured 
coverage gains. This approach was used in the Burkina Faso iCCM evaluation (Munos et al., 2016).

The LiST website (http://livessavedtool.org/) provides access to the most updated version of the software. In addition 
to links for downloading the tool, other resources and technical documentation are posted to guide users. An embedded 
manual provides instructions on the software’s use, as well as citations for intervention reviews and validation studies.
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TABLE 18-2 Examples of Data Available from Existing Databases at the District and Provincial Levels  
in Mozambique and Sources of Information

Category Examples Source

Socioeconomic factors Household assets
Family income and poverty
Parental education and occupation
Unemployment
Land tenure
Economic crises (inflation rates, crop 
failures, floods)

2007 census
Economic censuses and surveys

National Institute of Statistics

Demographic factors Population density
Fertility patterns
Family size
Ethnic groups

2007 census

Environmental characteristics Water supply
Sanitation
Urbanization
Housing
Rainfall
Altitude

2007 census

National Meteorological Institute

Baseline health conditions Under-5 mortality
Prevalence of malnutrition
HIV prevalence
Malaria transmission patterns

2007 census
2008 MICS
Malaria and HIV surveys

Health services characteristics Availability of health services (e.g., hospitals, 
clinics) in public and private sectors
Population/facility ratio
Health worker staffing patterns
Health worker pay
Drug supply
Baseline utilization rates
Availability of referral services
Strength of district health management 
team
District health budget (overall and for child 
health)

Health Metrics Network

Ministry of Health Information 
Systems
UNFPA Needs
Assessment Survey
WHO Service Availability
Mapping

Presence of other projects 
and programs that may affect 
health status

Micronutrients
Indoor residual spraying
Immunizations
HIV programs
Others

UNICEF
World Health Organization
Network of Organizations Working 
in Health and HIV/AIDS (NAIMA)
Official Development Assistance to 
Mozambique Database (ODAMOZ)

Five cost categories are incorporated in the frame-
work depicted in Figure 18-6. Area A, the rectangular 
region above the x-axis, represents the total amount of 
resources used for health services at the beginning of 
the observation period.

Area B represents the change in costs normally 
associated with secular trends in most health sys-
tems. It can also be thought of as the change in 
area A over time due to changes in the population, 
inflationary pressures, and the introduction of new 
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technologies, among other factors. In Figure  18-6, 
secular trends are seen as increasing total costs, 
which is  normally—albeit not universally—the case. 
This relationship does not conceptually imply that the 
cost per patient or per visit is necessarily increasing, 
nor is there any particular reason to believe that sec-
ular trends will affect costs in a linear way as shown 
in the diagram; this depiction is provided here for 
simplicity’s sake. Note that secular trends will affect 
the costs of a health program both before and after its 
implementation.

The costs in Areas A and B represent multiple 
kinds of costs:

 ■ Service delivery level costs: These costs are 
incurred in the direct delivery of health services. 
They include costs incurred at health facilities, 
but may also include any activity that involves 
direct contact with patients or the population, 
such as indoor residual spraying or other “cam-
paign”-type interventions, community delivery of 
interventions, and so on.

 ■ Above service delivery level costs: These costs 
are not directly linked to the delivery of health 
services, but rather support the delivery of health 
services. They may include activities such as train-
ing and mentoring, media messages, supervision, 
demand generation, advocacy, policy develop-
ment, monitoring, and central laboratory ser-
vices. Studies suggests that above service delivery 
level costs can be a substantial proportion of the 
costs for many programs, even those focused on 
treatment of diseases (Marseille et al., 2012).

 ■ Recurrent costs: Costs that are incurred on a 
regular basis, defined as at least once a year, are 
considered recurrent costs. Recurrent costs are 
typically incurred for items that are consumed 
after one use (such as medicines, supplies, gaso-
line, and laboratory reagents) or that need regular 
payment (such as staff salaries and utilities).

 ■ Capital costs: Costs for items that are durable—
that can be used multiple times and over multi-
ple years—are considered capital costs. Examples 
include buildings, medical and office equipment, 
furniture, and laboratory machines. For most cost 
assessments that are not directly tied to budget-
ary expenditures, capital items are annualized—
that is, the cost of the capital is averaged (in some 
way) over its expected useful life to determine the 
equivalent cost of the capital item if it were paid 
for every year (rather than once).

Both service delivery and above service delivery 
costs may be recurrent or capital costs. Summing 
the different kinds of costs gives the total costs of 
the intervention or program (TC1), encompassing all 
of the costs incurred in association with a program, 
before the start of the program’s scale-up or the intro-
duction of a new intervention.

Area C in Figure 18-6 represents the start-up costs 
associated with the scale-up; these costs are specific to 
the scale-up/new program and, therefore, are added to 
the costs represented in areas A and B. Start-up costs 
include costs for activities that are incurred once, or 
infrequently, during a program. Examples include 
intensive training or policy development. Start-up 
costs can be thought of as capital items, albeit with 
start-up costs generally being incurred for activ-
ities instead of for tangible items. Like capital costs, 
start-up costs are typically annualized; thus, they are 
shown in Figure 18-6 as remaining constant over time, 
although this again may not necessarily be the case.

Area D represents the above service delivery level 
costs associated with the scale-up. These costs are spe-
cific to the scale-up program and, therefore, are added 
to the costs represented in areas A and B. Again, there 
is no predetermined pattern for how these costs will 
change over time; for convenience, they are depicted 
in Figure  18-6 as increasing with the expansion of 
scale-up activities.
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FIGURE 18-6 Conceptual framework for assessing the cost of rapid scale-up.
Reproduced from Johns, B., Opuni-Akuamoa, M., Walker, D. (n.d.). Assessing the costs and cost-effectiveness of rapid-scale up for the maternal, neonatal, and child health: The economic component of the impact evaluation strategy for the Catalytic Initiative.  
Retrieved from: http://www.jhsph.edu/research/centers-and-institutes/institute-for-international-programs/_documents/rapid_scaleup/CI_costeffectiveness.pdf. With permission of the author.
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Area E represents the additional service delivery 
level costs due to the increased service utilization 
associated with the scale-up/new program. Again, if 
the scale-up/new program increases coverage, total 
costs should increase. An exception may occur with 
programs aimed at preventing diseases. In these cases, 
the decreased need for treatment may decrease service 
delivery level costs.

The costs associated with areas C and D may be 
estimated using four different designs:

 ■ Documentation approach: Costs are estimated 
by documenting the costs of activities and then 
identifying which costs are unique to the scale-up. 
This process is similar to the process discussed in 
the section on documentation.

 ■ First difference approach: The costs for areas  
C and D are estimated by first calculating start-up 
and above service delivery level costs at baseline 
and then subtracting these baseline costs from the 
total start-up and above service delivery level costs 
observed after implementation. This approach 
ignores secular trends.

 ■ Aggregate difference approach: Costs are esti-
mated by subtracting the start-up and above ser-
vice delivery level costs in comparison districts (if 
there are any) from these costs in the scale-up dis-
tricts after scale-up has occurred. This approach 
assumes that the baseline costs in the compari-
son and rapid-scale up areas are the same, and is 
essentially the same as a plausibility design.

 ■ Before-and-after comparison design: The two 
previous methods can be combined to control for 
secular trends. With this approach, start-up and 
above service delivery level costs are collected 
before and after rapid scale-up in both the com-
parison (if there are any) and implementation 
districts. The difference in costs in the compar-
ison districts is interpreted as the secular trend 
in start-up and above service delivery level costs, 
and subsequently taken out of the difference in 
costs between the two time points in the scale-up 
districts (Adam, Bishai, Kahn, & Evans, 2004).

Similar methods are used to estimate the costs that 
make up area E, although further adjustments may be 
necessary. Tracking time-series cost data by activity 
may allow for the calculation of total, incremental, 
and unit costs in both the scale-up and comparison 
areas and by different levels of coverage, because data 
on changes in the utilization, population, and the unit 
costs will be available.

Incremental costs (the sum of areas C + D + E) are 
the new costs associated with the program being eval-
uated. In some cases, separating the incremental costs 

from the total cost is relatively straightforward. For 
example, training associated with the new program 
can be attributed directly to the program. In other 
cases, separating incremental costs from the total cost 
is considerably more complex. For example, the new 
program may increase the utilization of health facili-
ties. In this case, items that existed before the new pro-
gram (such as health facility staff and infrastructure) 
are utilized for the delivery of services associated with 
the new program. Similar to total costs, incremental 
costs are usually positive, except for some preventive 
programs, where incremental costs may be negative 
(“cost-saving”).

Unit costs (sometimes referred to as average 
costs) are variously defined, but can be thought of 
as the cost per service provided (e.g., cost per outpa-
tient visit) or the cost per beneficiary (e.g., cost per 
child). Unit costs can be derived from both the total 
cost and incremental costs. In either case, data on the 
total or incremental costs and the number of services 
provided, people reached, or population are needed 
to calculate the unit costs. While total costs for non-
preventive interventions will usually be greater after 
the implementation of a program than before the pro-
gram’s introduction, unit costs at health facilities may 
be lower after program implementation than before 
program launch (even if total costs increase). This 
will happen if, for example, health facilities existed 
but were relatively underutilized before a program. In 
these cases, health staff and infrastructure were serv-
ing relatively few patients, and the cost per patient 
at health facilities would be relatively high. The new 
program may increase utilization, without necessarily 
incurring the need for more staff or infrastructure. In 
such a case, the costs of health staff and infrastructure 
are now spread over relatively more patients, which 
lowers the cost per patient. If this lower unit cost is not 
fully offset by the incremental cost per patient asso-
ciated with the new program, then the total unit cost 
will be lower after the program compared to before the 
program.

Using the full change (comparing the baseline 
to full implementation—that is, the first difference 
approach) in unit cost in the intervention areas would 
assume that all changes in the unit cost of service 
delivery and the utilization rate are attributable to the 
intervention, which ignores the influence of secular 
trends. Secular trends may be controlled for using 
comparison areas (i.e., via the aggregate or difference- 
in-difference approaches described earlier).

Thus, costs, like the outcomes or impact of a pro-
gram, are subject to confounding by secular trends 
and contextual variables, and similar study designs 
should be considered for costs as for other aspects of 
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the evaluation. Sometimes, however, policy makers 
may demand less rigor in the evaluation of costs than 
for other aspects of the evaluation; for example, they 
may accept a plausibility design for evaluating costs, 
but not accept this approach for assessing impact.

Different research questions and designs will 
determine which categories of cost data need to be col-
lected. Generally speaking, the incremental unit cost 
of an intervention is the metric required for a cost- 
effectiveness analysis, but may not be sufficient for an 
affordability analysis. On the one hand, when assessing 
the costs of a new technology, such as a new vaccine 
or diagnostic test, it may be sufficient and feasible to 
collect only the incremental costs associated with the 
technology; it may suffice to use a mathematical model 
to estimate the cost savings associated with the new 
technology. On the other hand, interventions with 
more complicated causal pathways, or that influence 
demand for health services, may require collection of 
total costs in intervention and comparison areas.

Given the concerns related to estimating area E 
in Figure 18-6, it is important to clarify which factors 
may influence costs apart from the program of inter-
est. Three kinds of variables may potentially affect 
costs: patient-level variables, service delivery charac-
teristics, and contextual variables (Hussey et al., 2009). 
In the next subsections, we describe considerations for 
contextual factors that are specific to costs.

Patient-Level Costs
A great deal of the existing cost-effectiveness litera-
ture has been devoted to controlling for differences 
in costs due to variation in patient-level characteris-
tics; most of this work has been conducted in high- 
income countries. Variables that have been found to 
be important include case mix or severity of illness 
(Hofer et al., 1999; Powell & Hampers, 2003; Tucker, 
Weiner, Honigfeld,  & Parton, 1996), sex, age, living 
conditions, race/ethnicity, and other socioeconomic 
variables (Grieve, Nixon, Thompson,  & Normand, 
2005; Hussey et al., 2009).

Service Delivery Characteristics
Facility-level variables encompass factors that affect 
costs at the provider level. Quality is one frequently 
cited example (Amorin et al., 2008; Bishai et al., 2008), 
although one review found that many authors fail to 
control for it when examining efficiency measurement 
(Hussey et  al., 2009). The scale of services (e.g., the 
number of patients seen) and the number and types 
of outputs for a particular health service provider 
(i.e., the scope of service provision) may influence the 
unit costs and total costs of delivering those services 

(Jacobs, Smith, & Street, 2006). Technical efficiency—
the ability to maximize outputs for a given set of inputs 
or to minimize inputs for a given set of outputs—may 
also influence unit costs at the facility level (Adam, 
Ebener, Johns, & Evans, 2008; Adam et al., 2005; Bal-
tussen et  al., 2003; Bryce et  al., 2005; Jacobs et  al., 
2006). Other variables that have been used to control 
for costs include the way in which a health provider is 
reimbursed (Grieve et al., 2005) and the type of own-
ership (Hollingsworth, 2003), although the latter con-
sideration really reflects technical efficiency.

The effect of economies of scale on unit costs has 
been shown to be important for primary health care 
in LMICs (Berman, Brotowasisto, Nadjib, Sakai,  & 
Gani, 1989). It has also been increasingly studied 
in disease-specific contexts, where this factor has 
been shown to influence costs (Guinness et al., 2005; 
Kumaranayake, 2008; Marseille et al., 2004; Menzies, 
Berruti,  & Blandford, 2012; Valdmanis, Walker,  & 
Fox-Rushby, 2003). Technical efficiency has been less 
frequently studied, although at least one study from 
an LMIC indicates that health centers may have differ-
ent costs due to different levels of technical efficiency 
(Masiye et al., 2006). Quality may either increase costs 
or lower costs. All three of these factors—economies 
of scale, technical efficiency, and quality—may influ-
ence the costs of health services.

Contextual Variables
Variables that are outside the control of the health pro-
vider, yet reflect the environment in which the pro-
vider operates, may also influence the costs of services. 
In many cases, these variables are similar to those for 
outcome and impact evaluations. For example, income 
and other socioeconomic factors may affect utilization 
of services (Adam et al., 2009) and the costs of staff 
salaries (Jacobs et al., 2006), while the geographic fea-
tures of an area may influence the cost of transport, 
supervision, and training as well as patients’ ability to 
access care due to the need to travel for greater dis-
tances and over difficult terrain (Johns & Torres, 2005; 
Over, 1986). The degree of competition between pro-
viders within an area may also influence efficiency 
and therefore costs, yet be outside the control of an 
individual provider (Jacobs et al., 2006). Thus, data on 
factors that may influence costs, as well as data on the 
costs themselves, need to be collected and analyzed 
at baseline to establish the extent to which they influ-
ence costs, or may result in differences in costs after 
the program has been implemented.

Best practice is to collect both service delivery and 
above-service delivery level costs, as well as capital and 
start-up costs. Of course, collecting comprehensive, 
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accurate, and precise cost data can itself be a costly 
activity, and the cost of data collection and analysis 
should be taken into account when planning the eval-
uation (Wilson, Mugford, Barton, & Shepstone, 2016). 
Fully describing the strengths and weaknesses of dif-
ferent study designs, as well as the costs of collecting 
the data necessary for the different study designs, up 
front to the funders of the study and other target audi-
ences is a necessary part of deciding the approach to 
assessing costs.

Previous studies of the costs of large-scale child 
health interventions in LMICs have, by and large, 
relied on cross-sectional data collection after the pro-
gram was implemented, as was the case in three of 
the four countries participating in the IMCI evalua-
tion (EXHIBIT 18-9). Although these studies plausibly 

established that IMCI did not increase the cost of 
child health programs by a great deal in comparison 
with areas that did not implement IMCI, they did not 
ascertain the costs of the IMCI program. 

Data Collection Methods
Three principal methods are used to estimate costs: 
modeled costing, top-down costing, and bottom-up 
costing. Within each of these methods, multiple 
sources or ways of collecting data may be employed. 
These techniques are complementary methods that 
can be applied simultaneously to obtain a compre-
hensive collection of cost data, and for cross-checking 
the results from each strategy. Modeled cost analy-
sis should be done only before or at the start of the 

EXHIBIT 18-9 The Cost of Child Health Services: The Multi-Country IMCI Evaluation

The cost of child health services delivery has been most recently and notably studied in conjunction with the evaluation 
of the IMCI program in Bangladesh, Brazil, Tanzania, and Uganda (Adam et al., 2005; Adam et al., 2009; Amorim et al., 2008; 
Bishai et al., 2008). In this assessment, costs were estimated from the societal perspective (providers and households).

Standard MCE cost questionnaires were developed and adapted for use in each country. They consisted of four 
questionnaires to collect data at the national, district, facility, and community levels, respectively. At national level, data 
on the following IMCI-related activities were collected: planning and orientation meetings, preparation of IMCI training 
materials (including translation, adaptation, and printing of guidelines and training materials) and training of national 
trainers, and administration. Data collection at the district level included training of trainers related to IMCI, supervision for 
IMCI activities related to under-5 children, and administrative costs of under-5 care. The cost questionnaire at the first-level 
health facility collected data on personnel (including volunteer labor, if any), drugs, capital items, number of patient visits 
by type, and staff time allocation based on a time-and-motion study. Data collection of household costs was based on a 
two-week morbidity module in a household survey. Information on costs incurred during under-5 illness episodes in the 
two weeks prior to the survey were collected for each child in the household.

In Brazil, Tanzania, and Uganda, no baseline cost data were collected because the evaluations were commissioned 
after implementation of the program was already underway, when it was no longer possible to collect baseline costs. 
Therefore, costs were collected after the implementation of IMCI had occurred in the intervention districts, and other 
matched districts without IMCI were used as comparison districts (Adam et al., 2005; Adam et al., 2009; Amorim et al., 
2008; Bishai et al., 2008). Only in Bangladesh, where a fully prospective IMCI evaluation was carried out, were baseline 
costs collected (S. Arifeen, personal communication). The need to collect baseline costs is another strong reason for 
undertaking prospective assessment, rather than ambispective or retrospective evaluations.

Given the fact that the evaluations from Brazil, Tanzania, and Uganda were not prospective and, therefore, lacked 
baseline data, the results proved somewhat difficult to interpret. For example, the study from Tanzania found that the 
costs at the household and the health center levels (primary healthcare level) were almost the same between the IMCI 
and comparison areas, while costs at the hospital level and at the district level were higher in the comparison areas than 
in the IMCI districts. Given the nature of the data collection, the reasons for this difference could not be explained; the 
authors concluded it could be due to decreased referrals after IMCI training, or to factors not related to IMCI (Adam et al., 
2005). Without baseline data, it is difficult to know, from this study, what the costs of IMCI were, and to what extent they 
increased (or decreased) the costs of providing child health care.

A similar analysis done in Brazil found that costs were higher at the hospital and municipal levels in the IMCI areas than 
in the comparison areas, but lower at primary healthcare levels, although the authors did not find a statistically significant 
(p < 0.05) difference between the two areas in terms of the total costs (Adam et al., 2009). The study in Brazil tried to 
control for other differences between IMCI and control areas by including variables for facility location and population in 
the catchment areas of the health centers. This construction suggested that IMCI is endogenously related to total costs 
via the number of visits per child. That is, IMCI may improve quality, so that people become more likely to attend the 
clinic; this greater volume of patients then increases total costs but also alters the unit costs of delivering services (Adam 
et al., 2009).
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scale-up program. Top-down costing is usually done 
retrospectively—frequently for the last year of the 
intervention, although it could be carried out on a 
repeated basis (or even before the start of the program 
being evaluated, so as to establish baseline costs). 
 Bottom-up costing is usually cross-sectional, so it 
could also be performed on a repeated basis.

Model-Based Cost Estimates Using 
Existing Data
Models such as WHO’s OneHealth Tool (http://www 
.who.int/choice/onehealthtool/en/) can be used to 
derive an ex ante cost-effectiveness ratio to inform pol-
icy makers of an expected level of cost-effectiveness for 
their planned activities. Both the unit costs of deliver-
ing services and the program-level costs of operating 
the scale-up effort need to be estimated to carry out 
model-based cost or cost-effectiveness analyses. Full 
provider- and patient-perspective analyses may not be 
feasible given the available data. Any comparison with 
later results should be adjusted to account for the per-
spective used in the initial analysis. 

Modeled unit costs can be estimated based on 
any of the following methods. The preferred methods, 
which reflect the most context-specific data, are listed 
first. Nevertheless, different methods can be used to 
derive unit costs, to the extent possible, so as to per-
form sensitivity analysis.

1. Unit costs can be collected during a baseline 
survey of health services providers (e.g., 
health centers, hospitals, and minimally 
trained health workers in the community). 
If such data are collected during the eval-
uation or are available from another study 
recently undertaken in the country, they can 
be used either directly or with adjustments 
due to anticipated changes in utilization.

2. Unit costs can be based on estimates made 
in previously undertaken econometric stud-
ies. It is recommended that WHO-CHOICE 
(http://www.who.int/choice/costs/en/) unit 
costs be used because they are available on a 
country-by-country basis. WHO-CHOICE 
unit costs include human resources but 
exclude drug items; thus, excluded costs 
must be estimated using method 3.

3. Unit costs can be estimated based on treat-
ment protocols (and estimated staff time if 
methods 1 and 2 are not used). Although 
this method suffers from the bias that med-
ical personnel rarely have 100% adherence 
to treatment protocols, it does allow for a 
relatively quick assessment of the potential 

costs of delivery of the program. An alter-
native, and more desirable, approach is to 
elicit resource usage from providers using 
vignettes; this approach requires additional 
time and resources, however.

Two principal methods of measuring costs are 
used: top-down costing and bottom-up costing. These 
methods are seen as complementary methods that can 
be used to obtain a complete collection of cost data 
and for cross-checking each other.

Bottom-Up Cost Analysis
Bottom-up costing involves three aspects:

1. An ingredients approach, in which the total 
quantities of goods and services employed 
in delivering health care are measured, and 
multiplied by their respective input prices.

2. Surveys of patients and/or caregivers to 
collect information on the costs associated 
with accessing and receiving care. Costs at 
this level reflect both out-of-pocket pay-
ments made to access and receive care and 
the opportunity costs of patients’ and care-
givers’ time.

3. Detailed review of program accounting and 
expenditure reports to estimate above ser-
vice delivery level costs.

Top-Down Cost Analysis
The top-down approach focuses on financial expendi-
tures data, linking these data to other resources such 
as staff and services and population data. Data are col-
lected by reviewing records and conducting interviews 
at pertinent governmental levels about the financial 
flows and costs of health services. The starting point 
for top-down cost analysis is the total cost (e.g., of a 
health center, hospital, or health program), which is 
then parsed and allocated to particular services.

Top-down and bottom-up costing approaches 
often produce different results due to differences in 
what is included and different methods of measure-
ment (Cunnama et  al., 2016). Some evidence indi-
cates that increased funding, by itself, does not always 
result in more or better services. Notably, various bar-
riers to the effective usage of funds—such as leakage, 
corruption, and poor incentive structures—can have 
a detrimental impact on the effective use of funds 
(International Institute for Population Sciences [IIPS] 
and Macro International, 2007). Further, use of some 
resources, such as electricity, is difficult to directly 
observe using bottom-up methods. Thus, the costs 
collected using the bottom-up approach may “miss” 
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some expenditures and provide an unrealistic estimate 
of the true costs of services. Conversely,  bottom-up 
approaches provide more details on how services are 
being delivered. In cases where the costs for the treat-
ment of specific diseases are needed for an evaluation, 
employing at least some bottom-up cost methods in 
combination with top-down approaches is necessary 
(Hendriks et al., 2014). The top-down and bottom-up 
approaches provide different bases from which to esti-
mate total costs; thus, they represent complementary 
means of assessing the accuracy of the data collected.

Allocation Methods
Some resources (e.g., staff, facility space, transpor-
tation) may be fully dedicated to the program being 
evaluated, in which case their full costs should be 
included in the estimation. In contrast, overhead (cap-
ital and administrative) costs may need to be sepa-
rated between the program being evaluated and other 
health or development activities. For example, struc-
tural overhead costs, such as for staff not involved 
in direct patient contact, may be allocated according 
to utilization variables (e.g., the percentage of visits 
that involve children). In contrast, equipment, facility 
costs, and staff costs that are shared between different 
types of patients are usually allocated according to the 
amount of staff time spent on particular activities.

The gold-standard methodology for determining 
the proportion of time staff spent on particular activi-
ties comprises time-motion studies (Bratt et al., 1999). 
While provider interviews tend to underestimate non-
productive time (Bratt et al., 1999), this bias may not 
be as important when assessing relative time spent 
between activities. Time-motion studies were part of 
the IMCI evaluations in Tanzania, Brazil, and Ban-
gladesh. Higher standards for accurate allocation of 
costs, which generally involve more time and effort to 
collect, should be applied to the largest of cost catego-
ries, while less precise methods can be used for more 
minor costs (Tan et al., 2009).

 ▸ Incorporating Equity  
in the Evaluation

There is growing concern that programs and inter-
ventions may fail to reach those who need them most, 
and that overall progress in health indicators can hide 
important gender, socioeconomic, or ethnic group dif-
ferences. Assessing the impact of a program on equity, 
therefore, is becoming increasingly more important.

The focus on equity can start at an early stage in 
the evaluation, by assessing whether programs are 

being deployed in those districts where they are most 
needed (i.e., in those areas with the highest mortal-
ity and the lowest standard of living). These analyses 
require combining data on baseline contextual factors 
with implementation strength—an approach that is 
further discussed in the later section on data analysis.

Another step to address equity concerns is to 
ensure that—within program areas—the evaluation 
team can document the degree to which different 
population subgroups (stratified by gender, socio-
economic position, urban versus rural residence, and 
ethnic group, for example) are benefiting from the 
interventions being promoted. Similar information 
should be collected for nonprogram areas. This effort 
requires ensuring that the data collection tools used for 
the evaluation incorporate the information required to 
classify families or individuals according to the stratifi-
cation variables to be used in the analyses. Simple and 
reasonably accurate measurement of socioeconomic 
position is now possible in household surveys, using 
principal component analyses of household assets to 
classify families into five equal groups, or wealth quin-
tiles (O’Donnell, Van Doorslaer, Wagstaff, & Lindelow, 
2007). Because it is possible to calculate summary indi-
ces of inequality that use information from the whole 
population rather than a single subgroup (see the later 
section on data analysis), in most cases there is no need 
to expand the original sample sizes to perform such 
analyses. The evaluations described in Exhibits 18-2 
and 18-3 incorporated equity analyses using these 
tools (Bryce et al., 2010; Hanson et al., 2009).

Incorporation of the equity dimension in program 
evaluations is no longer an option, given its impor-
tance and the wide availability and simplicity of exist-
ing tools. Rather, it is a requirement for public health 
interventions.

 ▸ Carrying Out the Evaluation
In prospective evaluations, there is a need for contin-
ued interaction between the evaluation and imple-
mentation teams.

Starting the Evaluation Clock
In a prospective evaluation, documentation of pro-
gram implementation will help assess how rapidly the 
interventions are being rolled out. This information 
should be used to plan the timing of post-baseline data 
collection on coverage and impact indicators. If out-
comes are measured too early, there is a risk that the 
full effect of the program may not be captured. This 
was the case, for example, in a randomized evaluation 
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of the Mexican Seguro Popular program, in which—
for reasons beyond the control of the investigators—
the endline survey took place only 10 months after the 
program was launched (King et al., 2009).

In the IMCI evaluation in Tanzania, formal meet-
ings between the evaluation and implementation teams 
were held to decide whether the “evaluation clock” 
should be started—that is, whether data collection for 
assessing outcomes could be carried out. In the retro-
spective ACSD evaluation, similar discussions led to 
the identification of three periods: baseline (prior to 
the program), phase-in, and endline (program fully 
implemented); each period lasted 18 to 24  months. 
The main analyses of program impact included com-
parisons between the endline and baseline phases.

Feedback to Implementers  
and Midstream Corrections
In classical efficacy trials, the interventions are defined 
a priori and remain unchanged during the study. In 
contrast, for large-scale programs including proven 
interventions, midstream corrections are commonly 
undertaken to increase coverage and improve qual-
ity. Such corrections may result from the implemen-
tation team’s own assessment of how the program is 
performing, based on internal monitoring. Changes 
may also arise in response to feedback from the eval-
uation team, as indicated in the earlier discussion of 
documentation. In prospective program evaluations, 
it would be unethical for the evaluators not to provide 
feedback on obvious implementation shortcomings.

Feedback from evaluators may also improve the 
program. This type of change may affect the external 
validity of the study findings, but in light of the ethi-
cal imperative this difficulty is unavoidable. To mini-
mize this problem, it is essential that feedback should 
be provided in a structured manner—for example, in 
one session conducted every three to six months. All 
feedback and any resulting actions should be carefully 
documented and reported as part of the final eval-
uation results. Plans for feedback should be devel-
oped and agreed upon with program implementers 
in advance. In the iCCM evaluations, the process for 
disseminating feedback varied somewhat across coun-
tries, but feedback was provided first at the national 
level via either annual stakeholder meetings or “vali-
dation” workshops conducted for specific data collec-
tion activities. These national meetings also provided 
a venue for discussing the implications of interim 
results for both the program and the evaluation. Dis-
semination of this feedback at the district level was led 
by the Ministry of Health, in some cases with support 
from the evaluation team.

Ongoing feedback is not relevant to retrospec-
tive evaluations. Nevertheless, whatever the design 
of the evaluation, it is important to provide feedback 
to implementers and policy makers at the end of the 
study. This point is discussed further in the section on 
dissemination of evaluation results.

Linking the Independent Evaluation to 
Routine Monitoring and Evaluation
All programs must include internal monitoring and 
evaluation systems. Monitoring typically includes 
documenting program inputs and outputs—for exam-
ple, the number of health workers trained, the number 
of ITN vouchers distributed, or the number of moth-
ers attending breastfeeding promotion activities.

As far as possible, the independent evaluation data 
collection activities should be integrated with routine 
monitoring, such as by including the same data sources 
and indicator definitions. Nevertheless, because the 
data quality needs for a rigorous evaluation often exceed 
those required for routine monitoring, it may be neces-
sary to establish a parallel data collection or data qual-
ity checks system. This structure should not be viewed 
as a replacement for routine monitoring activities, 
which must continue during and after the independent 
evaluation. It is also important to provide feedback to 
implementers when shortcomings in the program or 
the monitoring system are identified through the use of 
routine monitoring data. For example, if the monitoring 
system is not documenting key inputs such as stock-
outs of commodities at the health facility level, evalu-
ators should discuss with implementers why these data 
are not being collected and explore how the data could 
be collected and used to improve program performance.

Similarly, the presence of an independent evalu-
ation does not replace the need for focused internal 
evaluations aimed at fine-tuning the program. As far 
as possible, these two exercises should be coordinated 
so that they complement each other.

Data Analyses
Data analyses should be driven by the evaluation ques-
tions, and should make full use of the data collected 
on implementation strength, quality, and outcomes—
complemented by data on costs and contextual factors. 
Integrating data from different sources in a compre-
hensive and logical plan of analysis is not an easy task, 
and its success requires careful forward planning from 
the time the evaluation is being designed. Data analy-
sis plans should be developed alongside the program 
impact model, objectives, and measurement plan at 
the start of the evaluation. 
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In real-world evaluations, evaluators frequently 
need to change evaluation plans in response to 
changes made in the program, to account for new 
programs or interventions that are rolled out in com-
parison areas, or to address the unavailability of cer-
tain data. For example, as happened in the Malawi 
iCCM evaluation, programs similar to the one being 
evaluated may be rolled out in comparison districts 
by other partners, resulting in comparison areas 
that are no longer valid approximations of the coun-
terfactual. In turn, evaluators may change a quasi- 
experimental evaluation design into a dose–response 
design, or may update the types of inferences that 
can be drawn from the quasi-experimental design. In 
any case, it is essential to document the initial design 
and analysis plan and any changes made to them, and 
to make note of possible biases resulting from these 
changes.

Issues in the analyses of nonrandomized evalu-
ations are reviewed elsewhere (Cousens et al., 2009), 
but the following basic concepts should certainly drive 
the planned analyses:

 ■ The units of analysis should be the same as the 
geographic units where the program is being 
implemented (e.g., districts).

 ■ The sample size is the number of districts, not the 
total number of individuals surveyed in all study 
districts.

 ■ Detailed analyses of baseline comparability are 
essential.

 ■ Standard stratification and regression techniques 
will often be appropriate, but attention must be 
given to the number of degrees of freedom, which 
will often be small as a result of the number of dis-
tricts available for analyses.

 ■ Propensity scores may be useful for summarizing 
several confounders (Sturmer et al., 2006), partic-
ularly when the number of degrees of freedom is 
small.

 ■ Comparisons between program and nonprogram 
areas, when baseline data exist, may rely on the 
difference-in-differences approach. This method 
focuses on the net change in each set of districts.

 ■ Multilevel analyses may be appropriate if the data 
structure is hierarchical—for example, districts 
within the program area, health facilities within 
each district, providers within each facility, and 
patients seen by each provider.

 ■ The plan of analysis should ideally examine all 
assumptions included in the conceptual model 
(i.e., all the arrows in the model). An example is 
provided in TABLE 18-3.

 ■ The plan of analyses should be flexible, as real-
world implementation may follows paths that are 
not planned ahead of time.

Table  18-3 shows possible research questions 
for evaluating a hypothetical MNCH program in a 
country in sub-Saharan Africa. The program includes 
several MNCH interventions, which will be initially 
rolled out in a limited number of districts. Although 
a stated objective of the program is to eventually scale 
up the program to all districts in the country, this step 
will depend on further partner and governmental 
buy-in and additional funding. This somewhat vague 
implementation plan is typical of many health pro-
grams in LMICs. A good example is the ACSD pro-
gram (Exhibit 18-2), in which the full package was 
implemented in selected high-impact districts but a 
smaller set of interventions were scaled up nationally.

The analytical approaches suggested in Table 18-3 
encompass the traditional program versus non- 
program districts comparison as well as dose–response 
analyses, such as those carried out in the context of 
an evaluation platform (Exhibit 18-6). Of the primary 
objectives, questions 1–4 may be addressed through a 
traditional comparison of two groups of districts (with 
or without the program). As pointed out earlier, such 
comparisons are often favored by funders, but may 
make little sense if the same or similar interventions 
are also present in the comparison areas. Answering 
questions 5–7 requires dose–response analyses, which 
go beyond the simple stratification of districts in two 
groups. If a stepped wedge design is used for the eval-
uation, these questions can be tailored to this type of 
analytical approach (Hussey & Hughes, 2007).

Question 8 is fundamental for both approaches: It 
requires control of confounding factors to address the 
issue of attribution of an observed impact to a given 
program. In a context in which multiple programs are 
being studied simultaneously through an evaluation 
platform approach, the presence of other programs may 
also be included as a confounding factor. For example, 
the Tanzania ITN voucher evaluation showed that 
the program’s effects persisted even after taking into 
account the large number of free ITNs that were dis-
tributed in some districts in 2005 (Hanson et al., 2009).

Questions 9–12 represent secondary objectives 
of the hypothetical program evaluation. Question 9 
assesses whether programs are being deployed where 
they are most needed. Although implementers often 
state that they are prioritizing the poorest or highest- 
mortality districts, studies have shown that this is 
not always true (Victora et  al., 2006). Identification 
of indicators of baseline mortality, poverty levels, or 
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TABLE 18-3 Proposed Approaches for Data Analyses, According to Each Objective of a Hypothetical  
Evaluation of a Maternal, Newborn, and Child Health Program

Research Question/Objective Analytical Approach

Primary Objectives

1. Will the program-focus districts implement maternal, newborn, 
and child health (MNCH) interventions more strongly and at 
higher levels of quality than other districts in the country?

Comparison of implementation strength in 
program and non-program districts

2. Will the program-focus districts achieve greater increases in 
coverage of MNCH interventions than other districts in the 
country?

Comparison of changes in coverage over 
time in program and non-program districts

3. Will the program-focus districts achieve greater health impact 
(i.e., reductions in mortality and undernutrition) than other 
districts in the country?

Comparison of changes in impact indicators 
over time in program and non-program 
districts

4. How much did the program cost compared to other approaches, 
and how does their cost-effectiveness compare?

Comparison of costs and cost-effectiveness 
in program and non-program districts

5. Among all districts in the country, will those with stronger 
implementation of MNCH interventions achieve higher coverage 
levels than those with weaker implementation?

Dose–response analyses: Regression 
of changes in coverage over time on 
implementation score

6. Among all districts in the country, will those with stronger 
implementation of MNCH interventions achieve greater health 
impact (i.e., reductions in mortality and undernutrition) than 
those with weaker implementation?

Dose–response analyses: Regression of 
changes in impact indicators over time on 
implementation score

7. How much did the implementation cost, and is it cost effective? Dose–response analyses relating 
implementation costs to impact

8. If there is evidence of an impact, can external explanations for 
these associations be ruled out?

Incorporation of relevant confounding 
factors in the preceding analyses

Secondary Objectives

9. Was the program focused on the districts where it was most 
needed, in terms of baseline health and socioeconomic 
characteristics?

Stratification of all districts according to 
baseline characteristics, and comparison of 
strata in terms of implementation strength

10. Did implementation of the program contribute to reducing 
socioeconomic and other inequities in MNCH indicators?

Analyses of time trends in inequalities in 
coverage and impact indicators, according to 
strength of implementation of the program

11. Are there positive or negative effects of the program in terms of 
health systems, other health programs, or related indicators?

Comparison of health systems indicators and 
coverage of other interventions, according to 
strength of implementation of the program

12. Are changes in program implementation and in intervention 
coverage compatible with the observed impact on mortality and 
nutrition?

Comparison of actual changes in impact 
indicators with those predicted by modeling 
changes in intervention coverage (e.g., LiST)
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health systems strength available in the district data-
base (Exhibit 18-6) will help answer this question.

A related question is number 10, which assesses 
changes in health inequalities between population 
subgroups. Earlier in this chapter, we described the 
importance of collecting information on gender, 
socioeconomic position, urban versus rural residence, 
and ethnic group during surveys commissioned by 
the evaluation. Several approaches may be used to 
express the magnitude of inequality, and to describe 
how this level evolves over time in program ver-
sus non- program areas. In particular, concentration 
indices and slope indices of inequality have become 
increasingly popular means of examining these issues 
 (O’Donnell et  al., 2007; PAHO, 1999; Pamuk, 1985; 
Wagstaff, Paci, & van Doorslaer, 1991).

Question 11 relates to side effects of the program, 
which are often unintended and overlooked. Evalua-
tors can address this question by collecting relevant 
information on the implementation and coverage of 
other health programs, such as through an evaluation 
platform approach.

Finally, question 12 relies on statistical modeling 
to check whether the observed impact on health status 
is compatible with the magnitude of changes in cover-
age of the interventions being promoted. In the case of 
maternal, newborn, and child mortality, the LiST soft-
ware (Exhibit 18-8; Johns Hopkins Bloomberg School 
of Public Health, n.d.a) may be used to conduct these 
simulation exercises. Demonstration that the degree 
of mortality decline can be explained by changes in 
coverage is a strong argument that reinforces the 
impact model and increases the ability to attribute the 
health impact to the program interventions.

For evaluations that do not go as far as measuring 
mortality impact—which include most evaluations 
of maternal health and HIV/AIDS programs—use of 
LiST or similar simulation tools can provide evidence 
to funders and national policy makers that observed 
improvements in coverage are most likely contribut-
ing to reducing mortality rates.

Analyzing Costs and Cost-Effectiveness
A number of process, intermediate, and outcome 
indicators are available to be compared with cost; 
these indicators are summarized in TABLE 18-4. To the 
extent possible, all of these indicators should be used, 
because each provides useful information. However, 
the minimum set of recommended indicators includes 
the following items:

 ■ Cost per beneficiary
 ■ For curative services, the cost per person treated

 ■ For preventive services, the cost per preventive 
item delivered

 ■ Cost per death averted

Costs should be presented in the currency most 
relevant for the target audience. In most cases, this 
means that results should be presented in local cur-
rency units (for national policy makers), in U.S. 
dollars (for donors and program managers in other 
countries), and in purchasing power parity adjusted 
dollars (for comparison with other studies and for 
international policy makers). WHO website (http://
www.who.int/choice/costs/ppp/en/index.html) offers 
more details about purchasing power parity adjusted 
dollars.

Once the incremental cost has been established, 
it can be compared with the incremental benefits to 
determine the incremental cost-effectiveness ratio 
(ICER). At the very least, cost-effectiveness should be 
calculated using deaths averted as the denominator. 
Other metrics (e.g., life-years saved, disability-adjusted 
life-years [DALYs] averted) can be applied if relevant 
for a particular country, although these metrics also 
imply different analytic horizons or time frames.

The ceiling ratio is the relative cost- effectiveness 
value against which the acceptability of ICERs is 
judged. If the value of an ICER is below the ceil-
ing ratio, an intervention is deemed acceptable on 
grounds of cost-effectiveness. Previous recommenda-
tions, based on work by the Commission on Macro-
economics and Health (2001), classified interventions 
as “highly cost-effective” for a given country if they 
avert a DALY for less than the per capita national 
gross national income (GNI) or gross domestic prod-
uct (GDP), and as “cost-effective” if this value is less 
than three times the per capita national GNI. The 
choice of ceiling ratios is affected by the decision mak-
er’s valuation of a unit of health gain; it is a particularly 
crucial and politically sensitive element of economic 
evaluation. Recently, the utility of the GDP per cap-
ita threshold has been questioned (Marseille, Larson, 
Kazi, Kahn, & Rosen, 2014), and the need for country- 
specific thresholds and information related to afford-
ability, feasibility, and equity has been highlighted 
when making decisions about whether to adopt a pro-
gram (Bertram et al., 2016).

We suggest placing findings in a broader con-
text by comparing them to other economic eval-
uations that have been undertaken in the same or 
neighboring countries after adjustments have been 
made for inflation. Placing results in the context 
of a ceiling ratio provides a general picture of the 
program’s value for money, but does not address the 
issue of whether the intervention represents the best 
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possible use of additional resources. Comparing 
the results to other studies will partly alleviate this 
problem. It also informs the decision maker about 
other options to the program besides “doing noth-
ing,” “the status quo,” or what is happening in the 
comparison areas. Note, however, that the methods 
and assumptions in other studies may be different 
from those employed here or in comparison with 
each other, which makes these comparisons prob-
lematic. Results need to be interpreted in the full 
light of these shortcomings.

Interpretation and Attribution
Adequacy evaluations were discussed earlier in this 
chapter, in the design section. These assessments typ-
ically include a before-and-after comparison of out-
comes within the program areas, without an external 
comparison. The conclusion may be that outcome 
indicators improved, remained unchanged, or wors-
ened. Such evaluations may be useful for assessing 
changes in coverage and attributing them to a given 
program, but are rarely sufficient for attributing 

TABLE 18-4 Types of Process, Intermediate, and Outcome Indicators and Data Needed

Type of Indicator Indicator 
What the Indicator 
Measures

Additional Data Needed 
for the Indicator

Process Ex ante cost-effectiveness Expected costs and value 
for money

Budget projections, work 
plans, coverage targets

Process Incremental/total cost per 
person treated

Services provided Utilization rates

Process Incremental/total cost per 
preventive item delivered 
(e.g., bed net or vitamin A 
capsule)

Services provided Utilization rates

Process Incremental/total cost per 
capita

Services provided, 
program effort, and 
sustainability

Population

Intermediate Incremental/total cost per 
patient correctly treated

Treatment leading to 
health gains

Utilization rates adjusted 
by quality

Intermediate/outcome [Incremental] cost of 
quality improvement

Improvements in services 
due to program

Quantitative measure of 
quality improvements

Outcome Incremental cost per 
death averted

Mortality reduction Mortality rates

Outcome Incremental cost per life 
year gained

Mortality reduction Mortality rates and 
age of death (and life 
expectancy)

Outcome Incremental cost per 
disability-adjusted life-year 
(DALY) averted

Mortality and morbidity 
reduction

Mortality rates, age 
of death (and life 
expectancy), average 
morbidity associated 
with diseases, correct 
treatment by disease

Modified from Johns, B., Opuni-Akuamoa, M., Walker, D. (n.d.). Assessing the costs and cost-effectiveness of rapid-scale up for the maternal, neonatal, and child health: The economic component of 
the impact evaluation strategy for the Catalytic Initiative. Retrieved from http://www.jhsph.edu/research/centers-and-institutes/institute-for-international-programs/_documents/rapid_scaleup 
/CI_costeffectiveness.pdf. With permission of the author.
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impact. As a consequence, adequacy evaluations per 
se have a limited role in attribution.

Nevertheless, assessment of the adequacy of 
impact indicators—whether or not they improved 
over time—is essential, even in more complex plau-
sibility evaluations that also include a comparison 
group. Because every plausibility evaluation pro-
vides the opportunity to assess adequacy, it is pos-
sible to interpret these findings jointly. TABLE  18-5 
shows how combining adequacy and plausibility 
may help the evaluators interpret the results and 
attribute them to a given program. (Table  18-5 is 
based on a program- versus non-program areas 
design, but can be adapted to dose–response and 
stepped wedge designs.) The plausibility findings 
are assumed to be not confounded—that is, they are 
expected to be unaffected by changes in contextual 
factors.

Our experience with large-scale evaluations is 
that implementers often concentrate on adequacy 
findings (e.g., did mortality rates fall in the program 
area?). Although this understanding is important, the 
result does not necessarily mean that the program 
can be held responsible for the observed success, as in 
some cases the comparison areas may have done just 
as well. An example is the ACSD evaluation (Bryce 
et al., 2010).

Table  18-5 also shows situations in which no 
improvement occurred in the program areas but 
non-program areas fared worse. This outcome would 
support a safety net effect in which the program helped 
offset the deterioration in external factors.

Finally, there is the possibility that the program 
displaced a more efficient program or strategy. This 
outcome may have occurred in the ACSD evaluation 
in Mali (Bryce et  al., 2010), where documentation 
of program implementation and contextual factors 
showed that other funding agencies were supporting 
the scale-up of MNCH interventions similar to ACSD 
in most districts from the comparison area.

Ensuring the internal validity of an evaluation 
requires several steps that were described earlier in this 
chapter—namely, taking into account baseline com-
parability, documenting and adjusting for important 
confounding factors, ensuring valid measurement of 
implementation and outcomes, and using appropriate 
analytical strategies. An equally important consider-
ation is to document changes in the intermediate steps 
laid out in the impact model, and to show that these 
outcomes are consistent with the impact findings.

Plausibility that the impact findings can (or can-
not) be attributed to the intervention does not depend 
on a single finding or analysis, but rather on the pro-
gressive accumulation of evidence supporting the 

TABLE 18-5 Joint Interpretation of Findings from Adequacy and Plausibility Analyses

How Did Program 
Areas Fare Relative to 
Non-Program Areas? 
(Plausibility Assessment)

How Did Impact Indicators Change Over Time in the Program Areas?  
(Adequacy Assessment)

Improved No Change Worsened

Better Both areas improved, 
but program led to faster 
improvement

Program provided a safety 
net

Program provided a partial 
safety net

Same Both areas improved to a 
similar extent; no evidence 
of an additional program 
impact

No change in either area; 
no evidence of program 
impact

Indicators worsened in 
both areas; no evidence of 
a safety net

Worse Both areas improved, 
particularly non-
program areas; presence 
of the program may 
have precluded the 
deployment of more 
effective strategies

Program precluded 
progress; presence of 
the program may have 
hindered the deployment 
of more effective 
strategies

Program was detrimental; 
presence of the program 
may have hindered the 
deployment of more 
effective strategies
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hypothesis that the observed impact is due to the pro-
gram. This type of buildup was noted in the Tanzania 
ITN voucher evaluation (Hanson et al., 2009).

Attribution is a central issue in evaluation and 
should be considered prior to deciding on an evalua-
tion design. When multiple agencies or programs are 
active in the same country promoting similar inter-
ventions, as was the case in the Malawi iCCM evalu-
ation, it is difficult, if not impossible, to attribute any 
observed improvements to a single partner. A more 
sensible approach in such situations is to adopt a “con-
tributorship” model of attribution, in which all those 
who contribute to a program are acknowledged and 
successes or failures are shared among the partners. 
Doing a good job on the documentation component 
of the evaluation should make this type of joint attri-
bution possible. If the number of districts is reason-
ably large (say, 30 or more), a dose–response design 
may be used to account for differential levels of imple-
mentation by different partners and the resulting vari-
ability in the effect size.

Evaluators are sometimes requested not only to 
provide evidence that overall impact can be attributed 
to a program, but also to assess which of several pro-
gram components or interventions played the most 
important role. As mentioned in the description of the 
ACSD program, it is usually impossible to disentangle 
these different components, unless there are few inter-
ventions, the various interventions address different 
causes of morbidity and mortality, and little comorbid-
ity exists between these causes. A similar issue arises 
when different funders support separate interven-
tions that are packaged in the same program, in which 
case separate attribution of results is seldom possible. 
Funders and implementers must be made aware early 
on that these types of attribution are not feasible.

 ▸ Disseminating Evaluation 
Findings and Promoting  
their Uptake

Evaluators have an ethical responsibility to make their 
findings available so that they can be used to guide 
program implementation and future evaluations. The 
provision of feedback to program implementers was 
addressed earlier in this chapter; the same principles 
apply to the final results addressing the evaluation 
questions. Dissemination activities should be planned 
and carried out with several audiences in mind:

 ■ Policy makers and program implementers at the 
country level. These audiences should be carefully 

defined, and are likely to include district manag-
ers and even communities as well as national-level 
decision makers. Dissemination channels can 
take various forms, including face-to-face presen-
tations and print materials. For example, in the 
Burkina Faso iCCM evaluation, two-page “dis-
trict profiles,” which used basic charts to visualize 
the evaluation data collected for that district and 
its performance relative to other districts, were 
developed for each district by the evaluation team.

 ■ Global scientific public health communities. Evalu-
ators have a responsibility to publish their findings 
in peer-reviewed scientific journals, and especially 
those likely to reach readers who can make use of 
the findings. Presentations at professional con-
ferences usually reach a smaller audience but can 
also be useful. The latter forums offer an opportu-
nity for younger members of the evaluation team 
to gain visibility and experience in presenting to 
colleagues.

Our experience indicates that generating interest 
in and uptake of the results of large-scale program 
evaluations is an ongoing process, and often requires 
several attempts using multiple channels. One strat-
egy to enhance dissemination of the results is to 
ensure that those who can make use of the findings 
are involved from the start in defining the evaluation 
questions and are kept informed of the progress of the 
evaluation and its intermediate results.

 ▸ Working in Large-Scale 
Evaluations

Conducting large-scale evaluations is not for the faint-
hearted. This chapter has focused on the technical 
aspects of designing and conducting an evaluation, 
mentioning only in passing some of the political and 
personal challenges involved. We close the presenta-
tion here by highlighting a selection of these issues, all 
of which are crucial for designing an evaluation that 
can produce sound evidence that is widely used to 
improve public health practice and programs.

First, good evaluations require effective communica-
tion. EXHIBIT 18-10 lists some common misperceptions 
about evaluation and evaluators from the perspective 
of those implementing or funding programs, and vice 
versa.

Second, good evaluations require a broad range 
of skills and techniques, as well as an interdisciplinary 
approach. Evaluators should have sufficient experi-
ence and a multifaceted “toolbox” to respond to the 
specific questions posed by stakeholders, rather than 
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just those questions they have been trained to answer. 
This goal is often best accomplished by establishing an 
evaluation team, as was done in all of the large-scale 
evaluations used as examples in this chapter.

Third, good evaluations require sufficient time and 
funding. Unfortunately, evaluation is often an after-
thought, and setting aside funds for evaluation is 
perceived as “taking money away from beneficiaries.” 
Underfunded and rushed evaluations often lead to 
poor-quality data, significant design limitations, and 
invalid results. In situations where sufficient funds 
truly cannot be set aside for an impact evaluation (say, 
at least 5% of program costs, and more if the evalua-
tion needs to conduct its own household surveys), it 
may be preferable to focus instead on conducting a 
process evaluation, or using evaluation funds to con-
duct high-quality monitoring. However, if a measure 
of the program’s effectiveness is required, it is essen-
tial to allocate adequate funds for the evaluation, and 
to begin evaluation planning and data collection well 
before the program is rolled out.

Fourth, good evaluations require patience and flex-
ibility. Large-scale evaluations can move only as fast 
as implementation, and real-world programs are vul-
nerable to frequent delays, setbacks, and false starts. 
Timetables for program implementation often slip 

or are changed for reasons outside the control of the 
evaluation team. In-country research partners have 
many demands on their time, and capacity-building 
exercises are often needed as a precursor to full anal-
ysis of the data. Evaluation results may sit on a shelf 
until political circumstances or changes in leadership 
provide an opportunity for them to be incorporated 
into program plans. Ideal designs (based on the con-
tent in texts like this one) must often be modified to 
reflect what is possible and affordable in specific coun-
try contexts. 

The authors of this chapter extend an invitation 
to readers to become engaged in the science of large-
scale evaluations, either as evaluators themselves or 
as informed consumers and supporters of evalua-
tion. Few formal training programs for public health 
evaluators exist, although the number has increased 
in recent years. Making a commitment to evaluation 
often requires seeking out and using resources from 
a variety of disciplines, and bringing them together 
into an effective mix of skills. Recent efforts to estab-
lish a community of practice—for example, the 3ie 
 initiative—should be continued and expanded to sup-
port this emerging culture and to ensure that more 
and better evaluations of large-scale programs are 
supported in the future.

EXHIBIT 18-10 Building Stronger Bridges Between Implementers and Evaluators

TABLE  18-6 lists some of the things implementers say about evaluators, and evaluators say about implementers. In a 
perfect world, these perceptions would be brought into alignment and both groups would recognize the value of sound 
evaluation as a contribution to strong programs. Making this synchrony happen is a challenge that must be faced every 
day, in every evaluation.

TABLE 18- 6 What Are They Saying?

Implementers About Evaluators and Evaluations
Evaluators About Program Implementers 
and Implementation

 ■ Not tied to the realities of the field; too academic
 ■ Interested in publishing rather than saving lives
 ■ Too slow in producing results
 ■ Cost too much; resources would be better spent in 

doing more implementation
 ■ Can bring only bad news
 ■ Too focused on impact, rather than on process  

(black box)
 ■ Insensitive to the policy process—produce results  

that are too late, too negative, insufficiently action 
oriented

 ■ We could do a better job ourselves, from within  
the program

 ■ Don’t understand the importance of external, 
independent evaluations

 ■ Underestimate the need for data checking and time 
for analysis before sharing results

 ■ Need to recognize and act on intermediate results 
more rapidly

 ■ Want to “cherry pick” the findings to support their 
own program

 ■ Don’t understand that evaluation is a technical 
discipline and requires special training to be done well

 ■ Need to do more internal monitoring and 
documentation of their own programs and to cover 
such costs from their budgets, rather than expect 
evaluators to do these tasks
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Discussion Questions
1. Which arguments would you use to convince 

(1) a donor agency or (2) a ministry of health to 
allocate funds to conduct impact evaluations of 
its health programs?

2. What are the major challenges in conduct-
ing impact evaluations of health programs in 
LMICs?

3. Imagine that you are advising an NGO that 
wants to evaluate one of its health programs 

implemented in a LMIC. How would you go 
about determining whether the organization 
should use an adequacy, plausibility, or prob-
ability design for the evaluation? What are the 
tradeoffs for these designs in terms of feasibility, 
complexity, and level of inference?

4. How are data about costs obtained and used in 
program evaluations? Which kinds of questions 
can these data answer? 
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CHAPTER 19

Health and “The Economy”
Richard Smith, Jennifer Prah Ruger, Dean T. Jamison, David E. Bloom, and David Canning

 ▸ Introduction

At the most basic level, being poor is bad for  
one’s health and being ill is bad for one’s wealth. 
Of course, beyond that simple statement, 

the discussion becomes more complicated. Clearly, 
though, health and economics have a close, symbiotic 
relationship. That the health of an individual deter-
mines his or her productivity and ability to work, and 
that having more resources enables better nutrition 
and better health care, are well known. Although this 
dynamic is often examined at the individual level, it 
is less often investigated at the macroeconomic level. 
However, at the broadest level, economic growth is 
clearly associated with changes in disease profiles. This 
consideration is especially critical for countries under-
going major economic growth. Notably, transitioning 
from being a low- and middle-income country (LMIC) 
to being a high-income country is associated with a lag 
in health impacts, such that the country experiences a 
period of time with high levels of both communica-
ble and noncommunicable diseases—a phenomenon 
known as the “double burden” (Boutayeb, 2006).

Macroeconomic policies concerning public 
expenditures targets, inflation control, tax policy, and 
exchange rates, among others, affect the provision 
of health care and a population’s health status. For 
instance, national income and fiscal targets constrain 
how much a government can spend on health care; the 

exchange rate affects the costs of vaccines and drugs; 
and tax policies relating to tobacco, alcohol, and “fast 
food” influence people’s demand for these products 
and ultimately their health. The health sector itself is 
also a major economic sector—in terms of employ-
ment, for instance—and is linked to other economic 
sectors via the consumption of other goods and ser-
vices (e.g., electricity, construction, and pharmaceu-
ticals). It is also integrated with the global market for 
goods, services, and people, which is subject to con-
siderable international trade (see the International 
Trade and Health chapter).

Whether the final objective of development policy 
is economic growth, poverty alleviation, or improved 
quality of life, including health, these domains are 
inextricably linked. Given these interactions, it is crit-
ical that health professionals are equipped to under-
stand the association between population health and 
the economy if they are to devise health and develop-
ment policies that will improve people’s quality of life 
worldwide. This chapter provides an overview of these 
interactions and relationships. It outlines the criti-
cal features, and terminology, of the macroeconomic 
perspective, and considers the relationships through 
the lenses of the household (looking especially at the 
interaction of economic growth and health), risk fac-
tors for disease (communicable, noncommunicable, 
and outbreaks), and the economy and its relationship 
with the healthcare sector.

835



 ▸ A Macroeconomic Focus
Economics can be broadly split into microeconom-
ics and macroeconomic. Microeconomics essentially 
concerns choices and activities at the individual or 
firm level. It considers which goods firms decide to 
produce and which goods households decide to con-
sume. Households and firms interact within a mar-
ket, where price movements seek to equate demand 
and supply. Typically, these markets combine to 
form “sectors,” such as agriculture, manufacturing, 
or health care. In turn, the interactions of these sec-
tors constitute “the economy.” Macroeconomics then 
concerns choices and activities across several of these 
markets and sectors and, therefore, “the economy” as 
a whole. 

Generally, health economic analysis addresses 
microeconomics, which focuses on the primary, sec-
ondary, and tertiary care services specifically designed 
to affect health status. The Design of Health Systems 
chapter, which focuses on the “economic costs” of spe-
cific diseases, takes this approach. Because the current 
chapter takes a much broader approach, it uses some 
specific terms that require definition (EXHIBIT 19-1).

The most central term is “gross national income” 
(GNI), which is used internationally to classify coun-
tries into stages of development. Each year, the World 
Bank revises the per capita GNI benchmarks that 
are used to classify countries. TABLE 19-1 displays the 
World Bank’s 2016 classification of countries, based 
on annual 2015 data (http://blogs.worldbank.org 
/opendata/new-country-classifications-2016).

Growth in GNI over time is termed “economic 
growth.” This growth causes countries to transition 
between these classifications and is the core concept of 
economic development. GDP and GNI are also used 
to measure trends in economic activity. A recession is 
generally defined as a downturn in economic activity, 
with real GDP falling in two or more successive quar-
ters (i.e., 3-month periods). Generally, economies face 
periods of economic growth and recession; these ups 
and downs are known as the business cycle. A depres-
sion is an economic downturn that is more severe than 
a recession, usually defined as a period when real GDP 
has decreased by more than 10%.

Economic performance and growth, expressed 
through GNI, is a major political goal and a key deter-
minant, and result, of changes in population health. 

EXHIBIT 19-1 Key Macroeconomic Terms

Appreciate: When a currency rises relative to other currencies, it is appreciating in value.
Balance of payments (BOP): A measure of the currency flows between countries.
Constant dollars: Constant dollars, or currency, correspond to values that have been adjusted for inflation and so 

reflect the “real” or actual purchasing power.
Current dollars: Current dollars, or currency, refer to the actual dollars spent.
Depreciate: When a currency falls relative to other currencies, it is depreciating in value.
Depression: A severe downturn in economic growth—often judged as a 10% decrease in real gross domestic  

product (GDP).
Devaluation: When a country’s currency value declines in relation to other currencies, it is devaluating.
Fiscal policy: Policies introduced by the government to influence the economy through taxes and government 

spending.
Gross domestic income (GDI): The income from all economic activities that take place within a country, including 

wages, profits, rents, and interest.
Gross domestic product (GDP): The size or output of an economy. GDP comprises the total value of goods and 

services produced in one year in a country. It concerns the output produced in a specific geographic location, 
regardless of who produces it.

Gross national income (GNI): The income from the economic activities that citizens and firms of that country 
undertake, regardless of where they occur. GNI is GDP plus income that the country’s citizens earn from abroad, 
minus income that foreign citizens earn in that country.

Hyperinflation: Inflation that exceeds 50% per month.
Inflation: The general rise in prices through time, which means that money loses its value over time.
Macroeconomics: The performance and functioning of the economy as a whole; the relationships among economic 

growth, output, employment, and inflation.
Monetary policy: Policies the government uses to reach its objectives by adjusting interest rates and the amount of 

money in circulation.
Purchasing power parity (PPP): An adjustment of prices that accounts for the currency’s ability to purchase goods.
Recession: A downturn in economic activity wherein real GDP falls for two successive quarters (i.e., 3-month periods). 
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FIGURE 19-1 illustrates the core mechanisms by which 
the economy relates to health. The lower half of the 
figure represents the national economy of interest, and 
the upper half represents the rest of the world and, 
critically, the trading relationships. In the lower half—
the national economy—health looms large as the core 
concern for those reading this text. Surrounding it are 
four categories of factors that influence health status: 
(1) risk factors, representing genetic predisposition 
to disease, environmental influences on health, infec-
tious disease, and other factors; (2) the household 
economy, representing factors associated with how 
individual and household behaviors and decisions 
impact health; (3) the health sector, representing the 
impact of goods and services consumed principally 
to improve health status; and (4) the non-healthcare 
sectors of the national economy, representing the 
meta-influences of non-health sectors and factors on 
these other three categories. How these factors relate 
is also illustrated in Figure  19-1. Those concerned 
with the health sector focus on one small part of this 

jigsaw puzzle—the links between the health sector 
and health.

The upper half of Figure 19-1 illustrates the influ-
ences of factors outside the national context—that 
is, the “rest of the world”—and highlights the main 
links to the domestic context. For example, various 
international influences directly affect risk factors for 
health, such as cross-border flows that increase expo-
sure to infectious diseases through rapid cross-border 
transmission of communicable diseases. International 
factors also affect health by influencing the national 
economy. Economic liberalization—reducing barriers 
to make trade easier—influences economic growth 
and the distribution of positive and negative aspects 
of this growth, which in turn influence health (e.g., 
causing changes in consumption of various goods 
that are either beneficial or detrimental to health). 
Finally, trade directly affects the health sector by pro-
viding and distributing health-related goods, services, 
and people, such as pharmaceutical products, health- 
related knowledge and technology (e.g., new genomic 

TABLE 19-1 World Bank Country Classification, 2015

World Bank Country Classification 2015 GNI per Capita Number of Countries

Low-income countries $1,025 or less 53

Lower-middle-income countries $1,026–$4,035 55

Upper-middle-income countries $4,036–$12,475 41

High-income countries $12,476 or more 60 

HEALTH

Risk
factors

Household
economy

Health 
sector

International 
rules/institutions

Economic 
liberalization

Cross-border 
�ows

Goods, services,
capital, people

National economy 
(non-health sector)

Global economy

FIGURE 19-1 A simplified view of the relationship of the economy to health.
Modified from Smith, R.D., & Hanson K. (2012). Health Systems in low-middle-income countries: An economic and policy perspective. Oxford, UK:Oxford University Press.
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developments), and the movement of patients and 
professionals. The International Trade and Health 
chapter considers these aspects in more detail. 

Also of note in the upper half of Figure  19-1 is 
the importance of international structures for gover-
nance, both of health and other aspects of life, which 
the Global Health Governance and Diplomacy chapter 
discusses. Here, we focus on the main impacts and 
relationships depicted in the lower half of Figure 19-1, 
using the structure of the three broad areas of the 
household economy, risk factors, and the health sector.

 ▸ The Household as the Nexus 
of the Health–Wealth 
Relationship

Much macroeconomic policy concerns economic 
growth, as higher GNI leads to more opportunities to 
consume—which, in our specific context, will result, 
all else being equal, in better health. Central to this 
link between macroeconomic policy and health is the 
household. Health affects household income through 
its effects on labor productivity, savings rates, invest-
ments in physical and human capital (education, for 
example), and age structure. The other direction of 
causality derives from the impact that household 
income has on health through improved capacity to 
purchase food; adequate sanitation, housing, and edu-
cation; and incentives to limit fertility. 

In general, analyses suggest that “wealthier coun-
tries are healthier countries” (Pritchett &  Summers, 
1996). Although the direction of causation is debat-
able, a “virtuous circle” is engendered between increas-
ing wealth and health such that both directions of 
causation are valid (Suhrcke, McKee, Arce, Tsolova, & 
Mortensen, 2006). This section looks at these links 
between health and wealth at the macroeconomic 
level, through the lens of the household, beginning 
with the role of health on wealth, and then turning to 
the role of wealth on health.

The Role of Health in Economic Growth
A considerable body of literature addresses the 
role of health in economic growth, both in general 
 (Acemoglu & Johnson, 2007) and related to specific 
diseases, especially human immunodeficiency virus 
(HIV) (Lovász & Schipp, 2009; McDonald & Roberts, 
2006) and malaria (Gallup & Sachs, 2001). One of the 
main empirical tools used is cross-country regression 
of economic growth (usually measured in terms of 
the growth rate of per capita GDP) on the variables 

believed to explain that growth, which include some 
proxy for “health,” such as life expectancy, mortality 
rates, or disease prevalence (Bloom & Canning, 2000; 
Solow, 1956).

The evidence suggests that health is closely 
linked with economic growth and development. 
FIGURE 19-2 illustrates the multiple pathways through 
which  illness can influence economic development. 
The top half of the figure shows the age- structure 
effects of demographic transition as seen by a change 
in the dependency ratio, which has been a significant 
determinant of growth in East Asia, for example. 
High levels of fertility and child mortality (both, in 
part, a result of child illness), along with reductions 
in the labor force brought on by mortality and early 
retirement, can cause an increase in the dependency 
ratio that ultimately reduces income. Conversely, 
reversing these effects can decrease the dependency 
ratio, which increases per capita income. In addi-
tion, not only does the health of the mother before 
and during pregnancy affect the child’s health (Kinra 
et al., 2008), but childhood health also affects adult 
health and productivity (Fogel, 2005; Park, Falconer, 
Viner, & Kinra, 2012). The lower half of Figure 19-2 
illustrates the effects of illness and malnutrition 
in reducing labor productivity, operating through 
other factors such as reduced investments in human 
and physical capital. Finally, reduced labor produc-
tivity has a direct impact on reducing per capita 
income.

Life expectancy, in particular, has been shown 
to be a powerful predictor of household income lev-
els and consequent economic growth: Lower levels of 
mortality and higher levels of life expectancy have a 
statistically and quantitatively significant effect on 
income levels and growth rates (Bloom, Canning, & 
Sevilla, 2004). When Jamison and colleagues (2005) 
combined their empirical estimates of the effects of 
adult survival rates on national income with country- 
specific estimates of improvements in survival rates 
across 53 countries, they found that, on average, 11% 
of total growth rate in per capita income is due to 
health improvements, although substantial variation 
across countries exists. Historical studies have reached 
similar conclusions using different types of data. For 
example, in a study of the determinants of economic 
progress in Great Britain between 1780 and 1979, 
Fogel (1997) estimated that 30% of per capita growth 
could be explained by health and nutritional improve-
ments. Bloom, Canning, and Jamison (2004) reviewed 
the results of regression analyses that use life expec-
tancy or other measures of mortality rates to explain 
economic growth. Their report indicates that findings 
in the literature of a large and significant impact of 
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initial health status on subsequent economic growth 
rates are robust.

Although solid evidence supports a large effect 
of health on economic growth, the issue of how to 
interpret this result remains a thorny one. Bhargava 
and colleagues (2001) concluded that the mechanisms 
underlying these effects are threefold: (1) the improve-
ments in productivity that arise from a healthier work-
force and less morbidity-related absenteeism, (2) the 
increased incentive that higher life expectancy gives 
individuals and firms to invest in physical and human 
capital, and (3) the increase in savings rates as working- 
age individuals save for their retirement years.

Productivity may be especially sensitive to health 
effects in low-income settings, as much of the work 
in these environments requires physical strength and 
endurance. For example, in one study, Indonesian 
men with anemia were found to have 20% lower pro-
ductivity than men without it (Shastry & Weil, 2002). 
In an experiment, men were randomly assigned to 
receive either an iron supplement or placebo. Anemic 
men who received the iron treatment increased their 
productivity to nearly the levels of non-anemic work-
ers; these productivity gains were relatively large com-
pared to the costs of treatment. Further, the profile of 
disease in low-income settings, especially the predom-
inance of infectious diseases, affects the full age range, 
whereas in high-income countries the predominance 
of non-infectious disease means that those most 

affected are at older ages. Thus, the effects of health on 
economic growth rates are likely to be strongest at the 
low levels of income. It has further been suggested that 
differences in health, physical capital, and education 
are roughly equal in their importance in producing 
cross-country differences in income levels, supporting 
the view that health has a large macroeconomic effect 
(Shastry & Weil, 2002).

The other potential explanations for life expectan-
cy’s importance relative to economic growth focus on 
the incentives to invest in education and to save for 
retirement. For instance, Bloom and colleagues (2003) 
have reported empirical evidence that life expectancy is 
linked to national savings rates. However, the incentive 
to invest more—both individually and nationally—in 
education as life expectancy increases is of particular 
significance because of the close links between health 
and education, and education and economic growth. 
Health and nutritional problems can have significant 
consequences for the educational success of many 
school-age children (also see the Nutrition chapter), 
which affects lifetime productivity and earnings, 
and therefore, national economic growth. A panel of 
experts taking part in the Copenhagen Consensus of 
2008 (https://www.scribd.com/document/78190555 
/Copenhagen-Consensus-2008-Results) ranked a wide  
range of potential interventions in terms of their abil-
ity to advance global welfare, and particularly the 
welfare of LMICs Recognizing that limited funding 
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FIGURE 19-2 Channels through which illness reduces income.
Adapted and reprinted with permission from World Health Organization (WHO). (1999). World health report 1999: Making a difference. Geneva, Switzerland: World Health Organization.
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is available for such interventions, they examined the 
evidence base to determine the most cost-effective 
manner in which to spend development money. Six 
of the top 10 interventions involved disease control 
or nutrition, and their top-ranked intervention was 
micronutrient supplements for children.

The weight of the research evidence suggests, then, 
that improved health increases household income and, 
in turn, national GNI per capita, although the precise 
nature of this causation can be debated. The effect can 
also be modulated through effects on demography. 
Acemoglu and Johnson (2007) have argued that, even 
though health improvements may increase individual 
productivity, the reduced mortality rates will subse-
quently lead to a surge in population numbers that can 
depress income levels through a Malthusian effect of 
crowding out scarce resources such as land. This effect 
can be avoided, however, if fertility declines. Health 
advances in most high-income countries are associ-
ated with rapid declines in infant and child mortality 
rates. These declines, and increases in the proportion 
of surviving children, can substantially reduce desired 
fertility (Kalemli-Ozcan, 2002).

For example, in the 1940s, health improvements 
that led to changes in mortality and fertility rates in 
East Asia provided the impetus for a demographic 
transition. In the first phase of the demographic tran-
sition, an initial decline in infant and child mortal-
ity prompted a subsequent decline in fertility rates. 
These changes in mortality and fertility altered Asia’s 
age distribution: The working-age population began 
growing much more rapidly than the youth depen-
dent population. This resulted in a disproportionately 
high percentage of working-age adults, and thus a 
lower dependency-ratio, and led to increased rates of 

economic growth (Bloom, Canning, & Sevilla, 2002). 
Note, however, that while this “demographic divi-
dend” provides an opportunity for increasing wealth, 
it does not guarantee such results. East Asia’s growth 
rates were achieved because both the government and 
private sectors mobilized the growing workforce, suc-
cessfully managed economic opportunities, adopted 
new industrial technologies, invested in education and 
human capital, and exploited global markets. These 
factors helped East Asia realize the economic growth 
potential created by the demographic transition.

The Role of Economic Growth in Health
We have seen how health can contribute to greater 
economic growth and reduced poverty. Here we con-
sider the converse relationship—that is, how greater 
economic development can influence health. An 
important question in assessing the historical deter-
minants of health is how increasing income, in rela-
tion to other factors, influenced health improvements, 
especially during the 20th century. Preston’s (1980, 
2007) seminal work provides a broad framework for 
assessing income’s impact, and a classic study from the 
World Health Organization (WHO, 1999) provides a 
clear examination of these relationships. 

FIGURE 19-3 shows that from 1952 to 1992, mean 
income on a global scale increased by approximately 
66%, from roughly $1,500 to $2,500. The curves fur-
ther indicate that the infant mortality rate (IMR) 
declined more than predicted (to 55 deaths per 1,000 
births rather than to 116 deaths per 1,000 births) based 
on the 1952 relationship between income and IMR, 
suggesting that factors more important than income 
influence health.
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FIGURE 19-3 The role of improvements in income in reducing infant mortality rates.
Reprinted with permission from World Health Organization (WHO). (1999). World health report 1999: Making a difference. Geneva, Switzerland: World Health Organization.
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At its heart, the positive impact of increased 
income on health is due to a variety of intervening 
determinants becoming more affordable (other than 
being directly made available through health care, 
which is considered later), such as housing, educa-
tion, water, sanitation, and nutrition. There are also 
links from policies in other areas. Industrial safety 
programs and environmental regulations, for exam-
ple, have specific health objectives and are targeted 
at specific groups—industrial workers and the gen-
eral public, respectively. Housing policies aimed at 
subsidizing or providing housing for lower-income 
individuals have broader social and health objectives, 
but may also have concrete health impacts. Empow-
ering women through better education, among other 
interventions, can enhance their capacity to improve 
their own health and that of their families (Thompson, 
2007). The Understanding and Acting on Social Deter-
minants of Health and Health Equity chapter provides 
an extensive overview of the determinants of health 
that are outside the health sector and their attractive-
ness from a health policy perspective.

It is important to remember that macroeconomic 
concerns aggregate populations, and not individuals. 
In many cases, changes in macroeconomic policy will 
have different impacts on different groups; some will 
benefit and some not. For example, employment cre-
ation in one area may be accompanied by job destruc-
tion in another area as labor moves from one sector or 
industry to another. This process, known as “churn-
ing,” requires social safety nets and smooth employ-
ment transition mechanisms to avoid negative effects 
on the workforce. Not only might economic insecurity 
mean that nonpoor households become poor, affect-
ing material conditions (nutrition, housing), but it can 
also itself be stressful, thereby directly impacting psy-
chological health (Wilkinson &  Marmot, 2003).

A growing body of research describes the impact 
of the distribution of economic growth on popula-
tion health inequalities, and the experience of relative 
deprivation as a cause of ill health. In the United King-
dom, for example, the seminal Whitehall Study—a 
longitudinal study of behaviors and health status of 
more than 10,000 British civil servants—found that 
over a 10-year period males age 40 to 64 in the lower 
grades (clerical and manual) of the civil service had 
an age-adjusted mortality rate that was 3.5 times 
higher than that for males in senior administrative 
grades (Marmot et al., 1991; Marmot &  Theorell, 1988; 
Wilkinson, 1986). A gradient in mortality stretched 
across all levels of the civil service: Each status group 
had a higher mortality rate than the group immedi-
ately above it, which the provision of medical care 

or other primary goods, such as absolute levels of 
income, shelter, food, or education, could not explain.

Other research, aimed at confirming the White-
hall Study findings cross-nationally, has revealed a 
similar correlation between hierarchy and health. In 
a study of 11 Organization for Economic Cooperation 
and Development (OECD) countries, conducted from 
1975 to 1985, Wilkinson (1990) used two measures of 
income inequality—the Gini coefficient and the ratio 
between the percentage of income flowing to the top 
and bottom 30% of a country’s population. The analy-
sis identified an inverse relationship between income 
inequality in a country and the average national life 
expectancy. While nations with absolute levels of 
higher average income per capita had higher average 
life expectancy than those with a lower level of average 
national income (e.g., higher-income countries versus 
lower-income countries), the study suggested that 
greater income inequality within a country might also 
have a negative influence on life expectancy. Nations 
with a relatively flat income gradient, such as Japan 
and Sweden, had higher life expectancies than coun-
tries such as the United States and West Germany, 
which had steeper gradients (Preston & Elo, 1995).

More recent work supports the findings of an 
income–health gradient. A Canadian study found that 
people in lower-income deciles had a lower health- 
adjusted life expectancy compared with people in 
higher-income deciles (McIntosh, Finès, Wilkins,  & 
Wolfson, 2009). Likewise, a study in South Korea 
found that both men and women in lower socioeco-
nomic positions had lower levels of self-reported 
health status and higher levels of morbidity, even after 
controlling for behavioral risk factors (Kim & Ruger, 
2010).

Other work has interpreted the apparent effects of 
income inequality on health as resulting from effects 
of ranking within a reference group that is much 
smaller than a country (Deaton, 2003; Karlsson, Nils-
son, Lyttkens,  & Lesson, 2010). If, for example, an 
academic had a low salary relative to other members 
within her discipline, this disparity might have a del-
eterious effect on health even if her absolute income 
was relatively high and she lived in a country where 
income was relatively evenly distributed. Even if indi-
viduals’ reference groups are unobserved, individual 
income levels will provide partial information about 
the individuals’ standing in their reference group (with 
the amount of information depending on the relative 
levels of within-group and across-group inequality). 
The widely documented adverse effects of inequal-
ity on average health status can occur even if either 
within-group or between-group inequality has no real 
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effect on health. Deaton and Paxson’s (2001) analyses 
using U.S. data support the conclusion of no effect. 
Zhang and Wang (2010), in contrast, found differ-
ences in development among children in eastern and 
western China that were related to regional economic 
status and living standards. The jury remains out on 
how reference-group rankings and socioeconomic 
inequalities influence health.

Just as health conditions at any time seem to 
improve with income level, so, too, might adverse 
income shocks have detrimental effects on health. Eco-
nomic recessions—with their concomitant declines in 
employment and income, as well as rising uncertainty 
regarding employment and financial well-being—have 
been linked to increased morbidity and mortality, and 
to poor nutrition and mental health (Catalano, 2009; 
Uutela, 2010). 

An economic crisis may affect human health 
through myriad channels. First, loss of employment 
and reduction in wages can increase stress and lead 
to physical and mental health problems, including 
substance abuse, depression, and suicide (Uutela, 
2010). An important finding in this line of research 
is that the health effects of economic fluctuations and 
resulting unemployment can be ameliorated by social 
protection mechanisms that offset the loss of income 
 (Stuckler, Basu, Suhrcke, Coutts, & McKee, 2009).

Second, with less real income, individuals and 
households tend to spend less money on the pro-
motion and preservation of health. This trend could 
mean reduced attention to primary care, inadequate 
adherence to medication regimens, and impaired 
access to high-quality food or adequate quantities of 
food. The Food and Agriculture Organization (FAO) 
of the United Nations reports that household attempts 
to cope with economic crises can put both child and 
adult nutrition and health status at risk. Such strategies 

include replacing more nutritious food with less nutri-
tious and less expensive food options, reducing over-
all food consumption, and reducing the frequency of 
healthcare visits (Brinkman, de Pee, Sanogo,  Subran, & 
Bloem, 2009; FAO, 2009).

Third, fewer financial resources may be available 
for public health programs during and after economic 
crises. During the 2008 economic crisis, for example, 
high-income countries spent large sums of public 
money on “bailout” initiatives to generate higher lev-
els of market liquidity. These policies may put global 
population health at risk, to the extent that govern-
ments finance these macroeconomic policies through 
cuts in foreign assistance for health and cuts in their 
own future social spending. 

Finally, individuals and households may spend 
down their savings and assets during economic crises. 
This practice then renders them more vulnerable to 
future economic shocks.

Past experience shows that the health of the poor 
is especially vulnerable to the negative effects of eco-
nomic downturns. FAO (2009) has reviewed the 
impact of past crises on nutrition and health among 
the poor. For example, Cameroon’s crisis of the 1990s 
was associated with an increase in the prevalence of 
underweight children, especially among the poor-
est half of the population. Zimbabwe’s drought of 
the mid-1990s caused losses in real income, leading 
to stunting among young children in the poorest 
households—a phenomenon that has been linked to 
cognitive impairments and reduced earnings during 
adulthood (FAO, 2009). If past crises are any indica-
tion of what can be expected from the 2008 global 
economic crisis, the full effects are likely to be serious, 
widespread, and long-lasting, with significant implica-
tions for other realms of well-being (Chang, Stuckler, 
Yip, & Gunnel, 2013; Kaplan, 2012) (EXHIBIT 19-2).

EXHIBIT 19-2 Global Economic Crisis of 2008

The global economic crisis that began in 2008 has raised important and ongoing issues for population health. In discussing 
these issues, it is important to remember that the crisis came on the heels of the food and fuel crises of 2006–2008, which 
had already begun to erode people’s health and the purchasing power of their income in a number of countries. In 
addition, the crisis began in high-income countries— unlike the financial crises of the 1980s and 1990s, which began 
in the low- and middle-income world. In LMICs, the 2008 global recession has meant declines in exports, foreign direct 
investment, remittances, and donor aid, and rising rates of unemployment. Government budgets were also negatively 
affected, which in turn has had detrimental effects on health-sector funding.

The true magnitude of the health effects of the 2008 economic crisis remains largely unknown, and the lack of 
systematized monitoring of the situation has been noted (Richards, 2009). In addition, little is known about the distribution 
of impacts across the income spectrum. For some groups within the larger population, reductions in income might 
potentially lead to improved health behavior and reductions in risky behavior, such as increased walking or cycling 
in place of driving (Catalano, 2009). For the most part, however, available data indicate an overall negative impact on 
population health from such economic downturns (Parmar, Stavropoulou, & Ioannidis, 2016). FAO (2009), for example, 
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Finally, it is important to recognize that most, if 
not all, economies are not self-contained, but rather 
are integrated into the global system, as indicated in 
Figure  19-1. Integration is generally associated with 
more rapid growth rates, which then accelerate the 
health effects from development, although the full 
picture for any one country will inevitably be more 
nuanced. We do not consider international trade fur-
ther here, as the International Trade and Health chap-
ter specifically focuses on aspects of trade and health.

 ▸ Macroeconomics and Risk 
Factors for Disease

The relationship between the economy and health is 
mediated through risk of disease and injury, which is 
related in part to household behavior and in part to 
far wider considerations. Economic behavior partly 
determines this risk, and the cost incurred from this 
risk partly determines economic performance. Often 
a distinction is made between the direct costs— 
meaning the impact of prevention and treatment of 
disease and injury on health systems—and the indi-
rect costs—meaning the non-health-system effects 
on labor productivity or other sectors. A distinction 

is also made between the risks associated with com-
municable disease (an important subset of which are 
major outbreaks or pandemics), which are often the 
most visible in a global context, and the risks asso-
ciated with noncommunicable disease (NCD). For 
instance, most of the health areas subject to inten-
sive global concern and funding relate to infectious 
 diseases—especially malaria, HIV/AIDS, and pan-
demic preparedness—but increasing attention is now 
being paid to the (economic and health) impacts 
associated with diet, obesity, tobacco consumption, 
unhealthy consumption of alcohol, and aging. In this 
section, we look at the relationship between the mac-
roeconomy and the risk factors associated with the 
three areas of communicable disease, pandemics, and 
noncommunicable disease.

Communicable Disease
Communicable diseases are transmitted by some type 
of vector—human, animal, or other. The relation-
ship between macroeconomics and communicable 
diseases is twofold. First, the overall environment in 
which people live (e.g., air quality, sanitation, hous-
ing) is determined, in large part, by their income and 
wealth. Second, the increased movement of people, 
animals, and goods associated with an increasingly 

reported on problematic consequences in Armenia, Bangladesh, Ghana, Nicaragua, and Zambia. In Nicaragua, the crisis 
led to a decline in the consumption of meat and dairy products, which provide macronutrients and micronutrients that 
are particularly vital for young children and women who are pregnant or lactating. FAO’s Zambia case documents severe 
impacts of the crisis on healthcare access and utilization: Workforce reductions in the mining sector resulted in the loss 
of both income and benefits provided by mining companies. This, in turn, translated into a loss of access to the hospitals 
and clinics established by the companies, which provided not only antiretroviral treatment for HIV-positive individuals, 
but also nutritious diets.

Implications of the economic downturn for health systems have also been explicated. For example, U.S. hospitals 
reported increases in uncompensated care and reductions in revenues as a result of the crisis. In response, many hospitals 
postponed capital investments, such as infrastructure renovations, purchasing of equipment, or upgrades to information 
technology systems (Dranove, Garthwaite, & Ody, 2015).

Although a full picture of the 2008 crisis’s impact on health is lacking, we can look to past crises to shed some light on 
this issue. For example, Frankenberg et al. (1999) examined data contained in the Indonesia Family Life Surveys to study 
the impact of the 1998 economic crisis on household expenditures, employment, education, utilization of healthcare and 
family planning services, and health outcomes. Although their study found little evidence of a negative impact of the 
crisis on health outcomes, perhaps because of the narrow time frame, it revealed that the economic stress had negative 
impacts on health-seeking behavior and health system operations. In particular, the study noted decreased use of public 
health services by both adults and children, declines in vitamin A supplementation for children, medication and supply 
stock-outs at public facilities, and price increases in both public and private health facilities.

Similarly, an Australian Agency for International Development (1999) report explored the magnitude of the health 
impacts of the 1997–1998 Asian economic crisis. The report cited a sharp increase in the price of pharmaceuticals, declines 
in vitamin A intake, and declines in the frequency of child healthcare visits during this period. In another study of the link 
between macroeconomic crises and health, Brainerd (1998) examined the effects of market reform on mortality in Russia 
and other transition economies in the late 1980s and early 1990s. Standardized death rates in these countries increased 
from 1989 to 1994, with Russia and Latvia experiencing the greatest increases—more than 50%. Brainerd provided strong 
evidence of a significant positive association between unemployment and the standardized death rate for adult males 
across 15 countries in the former Soviet Union.
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active economy—especially internationally—affects 
the movement of disease. Although several other 
communicable diseases have emerged or re-emerged 
in recent years, the major international focus remains 
on tuberculosis (TB), malaria, and HIV/AIDS; the lat-
ter two considered in more detail here.

Malaria remains one of the most significant pub-
lic health problems in lower-income countries and 
generates significant economic costs (as discussed in 
the Infectious Diseases chapter). Chima and colleagues 
(2003) and Malaney and colleagues (2004) categorize 
the direct costs of malaria as comprising the direct costs 
of prevention (e.g., mosquito coils, aerosol sprays, bed 
nets, residual spraying, and mosquito repellents) and 
treatment (e.g., drugs, treatment fees, transport, and 
costs of subsistence at a health center), and the indirect 
costs of labor time lost because of illness. Given these 
two components, household and public-sector expen-
ditures are increased and labor inputs are decreased 
due to malaria. Reduced school attendance and per-
formance, and increased cognitive impairment, can 
likewise reduce human capital. For example, using the 
malaria eradication programs in the United States in 
the 1920s and in Brazil, Colombia, and Mexico in the 
1950s as natural experiments, Bleakley (2010) found 
that children in malarial areas in these countries born 
just after the eradication programs were undertaken 
had significantly higher earnings than those born just 
before the programs were initiated.

Although studies of malaria tend to evaluate the 
costs of disease within a specific economic environ-
ment, potentially more significant is the effect of dis-
ease on broader economic opportunities. If a factory 
goes unbuilt in a region because of malaria, for exam-
ple, the consequences for income may be far more 
substantial than malaria’s consequence for productiv-
ity in traditional agriculture. Gallup and Sachs (2001) 
advance this perspective, arguing for a macroeco-
nomic approach that uses cross-country time- series 
data to capture effects that would go unobserved with 
collection of only household data. In particular, their 
seminal work uncovered a significant negative rela-
tionship between malaria and GDP growth, with the 
effects having a far greater estimated magnitude than 
those reported in household-level studies, and sug-
gesting that the most important ways in which malaria 
affects long-run economic growth are through its 
effects on a country’s ability to attract foreign direct 
investment and to create an environment suitable for 
modern economic growth. Thus, allowing countries to 
undertake new enterprises, rather than just improving 
productivity in traditional enterprise, may be the most 
economically significant consequence of malaria con-
trol programs.

The reverse is also true: Economic development 
can have a significant impact on risks of malaria. Tust-
ing et  al. (2013) undertook a systematic review and 
meta-analysis of studies that measured socioeconomic 
status and parasitologically confirmed malaria or clin-
ical malaria in children age 0 to 15  years. The odds 
of malaria infection were significantly higher in the 
poorest children than in the least poor children, and 
were robust to subgroup analyses. Lower socioeco-
nomic status was also associated with environments 
more conducive to malaria transmission, such as poor 
housing quality, inadequate diets, and lack of bed nets. 
The authors concluded that increased investment in 
interventions to support socioeconomic development 
is clearly warranted, as such initiatives could prove 
highly effective and, more importantly, be sustainable 
against malaria in the long term.

In contrast, and perhaps counter-intuitively, stud-
ies have found the economic effects of HIV/AIDS 
on the economy can be relatively small. For exam-
ple, a seminal study of the impact of HIV/AIDS on 
India’s national economy (Anand, Pandav,  & Nath, 
1999) found that the estimated total annual costs of 
HIV/AIDS in India under low (1.5 million infected), 
medium (2.5 million), and high (4.5 million) preva-
lence scenarios were 7 billion, 20 billion, and 59 billion 
rupees ($200 million, $571 million, and $1.7 billion), 
respectively. AIDS treatment and productivity loss 
were the two major components of these costs. From 
this, the estimated annual cost of HIV/AIDS (assum-
ing a prevalence of 4.5 million persons) was roughly 
1% of India’s GDP. Likewise, other studies have found 
that, especially early in its course, the AIDS epidemic 
had an insignificant effect on the growth of per capita 
income (Haacker, 2004).

But this is not the entire picture. One reason for 
the small financial effects associated with HIV/AIDS 
is that economic consequences are usually measured 
in terms of income per capita. A high death rate 
reduces both income and the number of people in 
the economy, causing a sharp reduction in total out-
put, but producing a more modest effect on income 
per capita. Thus, using as a metric the income level 
of the survivors, as is done with income per capita, is 
inappropriate. When Jamison and colleagues (2001) 
placed a value on decreases in a country’s mortality 
rates and added this factor to the change in per capita 
income, they identified dramatic negative economic 
consequences of HIV/AIDS in five countries of east-
ern Africa in the period after 1990. The importance of 
the direct welfare effects of good health have also been 
emphasized by Nordhaus (2003), who argues that the 
welfare gains from improved health and longevity in 
the United States in the 20th century were greater than 
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the welfare gains due to rising income levels over the 
period.

According to Bell and colleagues (2003), the large 
number of orphans in countries with high AIDS mor-
tality rates will lead to a higher short-term depen-
dency ratio, lack of resources for education, and the 
production of successive cohorts with lower levels of 
schooling and income. In particular, this trend may 
plunge sub-Saharan Africa into even greater poverty. 
Moreover, the economic impact of HIV/AIDS could 
take years to realize and may be much greater and 
more widespread than forecasts estimate (Veenstra & 
Whiteside, 2005).

Outbreaks and Pandemics
There is a growing concern about the potential eco-
nomic impact of infectious disease outbreaks and 
pandemics, following the outbreaks of severe acute 
respiratory syndrome (SARS) in 2003, H5N1 avian 
influenza in 2006, H1N1 swine influenza in 2009, 
and most recently Ebola in 2013 to 2016. Brahm-
bhatt (2005) highlights two major types of economic 
costs that arise from such outbreaks: (1) the costs of 
increased illness and death of affected people and ani-
mals, and (2) the costs of control and coping strategies 
to mitigate effects of the pandemic. For instance, the 
economic impact of the H1N1 outbreak in Mexico 
was estimated to be caused more by collapsing trade 
flows for pork products, and tourism, than by the 
health effects of the disease (Rassy & Smith, 2013).

The outbreak of SARS, in particular, caused a 
large decline in international travel due to quaran-
tines, fear of infection, and worries about severe eco-
nomic disruption (Wilder-Smith, 2006). According 
to Brahmbhatt (2005), the most immediate economic 

losses during the SARS outbreak were due to absen-
teeism, disruption of production, and severe decreases 
in tourism, mass transportation, retail sales, and hotel 
and restaurant use. Keogh-Brown and Smith (2008), 
however, found that, in retrospect, the effect of SARS 
on income levels was relatively short-lived and modest 
(EXHIBIT 19-3).

Pandemic influenza raises more concern, as it 
potentially combines the lethality of SARS with far 
greater pathogenicity. Studies have attempted to ana-
lyze the direct illness effects of influenza pandemics, 
typically through modeling the production effects of 
changes in labor supply. For example, Keogh-Brown 
and colleagues (2010) estimated the impact on the 
U.K. economy using epidemiologic data from pan-
demics that occurred in 1957 and 1968. Their analysis 
suggested that the economic impact of a repeat of the 
1957 or 1968 pandemics would be short-lived, consti-
tuting a loss of between 3.35% and 21% of GDP in the 
first pandemic quarter and between 0.58% and 4.5% 
of GDP in the first year for various scenarios. Criti-
cally, the economic shockwave would be gravest when 
absenteeism (through school closures) increased 
beyond a few weeks, creating policy repercussions for 
influenza pandemic planning—the most severe eco-
nomic impact is due to policies to contain the pan-
demic rather than the pandemic itself.

In another article by Smith and Keogh-Brown 
(2013), estimates are presented of the macroeconomic 
impact of the H1N1 (swine flu) pandemic of 2009 on 
the economies of South Africa, Thailand, and Uganda. 
Estimates suggest that the direct illness effects of such 
a pandemic are less than 0.5% loss of GDP, although 
the relative impacts on different economies will vary. 
In the 2009  pandemic, the impacts in Uganda were 
relatively larger than those in South Africa, and both 

EXHIBIT 19-3 The Economics of SARS

Severe acute respiratory syndrome (SARS) is an infectious disease that spreads between humans in a similar way to the 
cold virus. Emerging in the Guandong province of China in late 2002, the disease was transmitted with great rapidity 
to Australia, Brazil, Canada, China, Hong Kong, South Africa, Spain, and the United States, creating serious public health 
concerns. The outbreak peaked during the second quarter of 2003 and was declared over by July 2003. 

Although approximately 10,000 individuals were infected, of whom 10% died, the overall impact on health was far less 
devastating than initially feared. However, the possible economic impact of SARS was also a focus of concern. During the 
outbreak, travel and tourism income took a noticeable downturn in many infected countries. It was anticipated that fear 
of disease would negatively affect those industries that gather people in public places, such as restaurants, cinemas, and 
retail establishments. 

The Canadian Public Health Agency (2003) suggested that SARS cost the country $350 million in lost tourism revenues, 
$220 million from reduced airport activity, and $380 million in lost nontourism retail sales. Estimates of the costs to Canada 
from SARS ranged as high as $2 billion. Keogh-Brown and Smith (2008) suggest that SARS caused losses to Hong Kong’s 
GDP of approximately $3.7 billion and losses of 3% in China’s GDP, even though less than 0.03% of Hong Kong’s population 
and less than 0.0004% of China’s population were actually infected with SARS. The overall estimate of the global  
macroeconomic burden was between $30 billion and $100 billion (approximately $3 million to $10 million per case).
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of those countries’ estimated GDP losses were 50% to 
100% larger than the loss for Thailand. Interestingly, 
these studies found that the potential indirect effects 
on the economies concerned were more significant 
than the direct effects; a similar pattern found with 
studies of the Ebola outbreak (World Bank, 2015).

Based on the experience of the SARS outbreak,  
Smith (2006) argues that in the early stages of a new 
infectious disease, the key issue is risk, including the 
unknown dimensions of the threat, and the sense of 
panic that this uncertainty instills in the population. 
Thus, in the early stage of a pandemic, obtaining accurate 
assessments of the disease and appropriate responses is 
vital. Kleinman and associates (2008) also argue for a 
biosocial approach to new infectious diseases, combin-
ing the speedy acquisition of a biological understanding 
of the disease with policies that get the relevant informa-
tion, and policy prescriptions, into the public domain.

A study by Smith and colleagues (2009) supports 
this general conclusion that the behavioral effects 
of a pandemic or significant outbreak are at least as 
important, if not more important, for an economy than 
the direct health impacts. These researchers examined 
the potential economic costs of a modern pandemic 
based on scenarios for pandemic influenza in the 
United Kingdom. While they found that moderate 
GDP losses would ensue (ranging from 0.5% in mild 
pandemics to 2% in severe pandemics), behavioral 
changes to avoid infection could potentially double 
these costs. For example, the cost difference between 
closing schools for 4 weeks at a pandemic’s peak and 
closing schools for all 13 weeks of a pandemic was esti-
mated to be £27 billion ($44 billion). Similarly, anal-
ysis of prophylactic absence from work showed that 
if a behavioral response that prompts individuals to 
refrain from work can be avoided, then the potential 
value of interventions to prevent a harmful economic 
response might be greater than the value of prevent-
ing negative health effects alone. In addition, if fear 
is the driver of behavioral change, the mortality rate 
of an outbreak might have a more significant effect 
than the number of people infected. The validity of 
these conclusions clearly depend on the assumptions 
made in scenario design, but the model results cap-
ture interaction effects that cannot be captured from 
a microeconomic approach focused on health alone. 
A further study by Smith and colleagues (2011) found 
similar behavioral change effects, such that prophy-
lactic absence and school closure effects outweigh the 
economic impacts of the disease itself. An emphasis 
on preparedness, emergency procedures, risk assess-
ment, and preventive actions at an outbreak’s onset is 
potentially important to reduce the macroeconomic 
effects from such epidemics.

Nevertheless, in addition to the costs associated 
with an epidemic, or any other health concern, some 
financial benefits may accrue from such an event. 
Macroeconomics especially is concerned with flows of 
money around the economy. Thus, a financial cost to 
one sector, organization, or individual typically rep-
resents a financial benefit (income) to another sector, 
organization, or individual. For instance, a SARS out-
break or pandemic influenza can be good news if a 
company is involved in the manufacture of face masks 
or alcohol gel, or even drugs such as Tamiflu. It is 
even possible that a health emergency could engen-
der positive economic outcomes overall on GNI, if 
the increases in incomes outweigh the losses. At the 
extreme, this is the effect associated with “post-war 
boom” involved in reconstruction. Of course, this 
does not mean that war is desirable, anymore than a 
pandemic would be. Rather, it illustrates the impor-
tance of recognizing the limitations associated with 
assessing macroeconomic impacts based on financial 
measures, and of critically understanding the basis for 
them to aid appropriate interpretation.

Noncommunicable Disease
Perhaps less obvious is the relationship between mac-
roeconomic activity and risks concerning noncom-
municable disease. Although macroeconomic growth 
can be beneficial when it leads to an expansion in the 
consumption of the goods that improve the probabil-
ity of better health, such as clean water, safe food, and 
education, it also facilitates the increased consump-
tion of goods that may be harmful or hazardous to 
health, such as tobacco, alcohol, and “fast food.” As 
highlighted in the Chronic Diseases and Risks chap-
ter, NCDs can have a significant impact on national 
economies, albeit often through a different profile of 
effects than communicable disease, and with greater 
impact on long-term reductions in productivity of the 
workforce (through morbidity) as well as impacts on 
the size of that workforce (through mortality) (Leeder, 
Raymond, Greenberg, Liu, & Esson, 2004).

In recent years, a greater effort has been made to 
document the economic impact of NCDs. For exam-
ple, Tsai and colleagues (2011) estimated that 5% to 
10% of overall U.S. healthcare expenditures is attribut-
able to the NCD-related health effects of being obese 
or overweight. Other studies (Butcher & Park, 2008; 
Lakdawalla, Bhattacharya,  & Goldman, 2004) sug-
gest that some increases in unemployment rates in 
the United States, in the face of overall improvements 
in population health, may be attributed to obesity. 
Similarly, while their results may reflect associations 
rather than causal effects, Lindeboom and colleagues 
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(2009) present evidence of the existence of differences 
in employment probabilities between obese and non-
obese men and women that do not disappear when 
controlling for many potentially important factors. 
Further, Carter et al. (2013) show that health shocks, 
such as cancer diagnosis, result in a significantly 
increased risk of subsequent nonparticipation in the 
labor force.

In general, perhaps the most significant relation-
ship between the economy and NCDs is the risk posed 
through poor nutrition, and vice versa, especially in 
children. Research suggests that links exist between 
childhood health and adult productivity. For example, 
adult height as a marker for general health has been 
found to be inversely related to mortality, implying that 
a shorter height can ultimately result in fewer produc-
tive working years (Schultz, 2002). Other studies have 
assessed the effects of nutritional status on produc-
tivity in lower-income countries (Martorell, Melgar, 
Maluccio, Stein, & Rivera, 2010) and the cumulative 
impact of parental nutrition, childhood nourishment, 
and health over the course of the life cycle on adult 
height, which ultimately affects individuals’ wage and 
earning potential.

In addition to the long-term effects of early child-
hood health and nutrition, adult health and nutrition 
have direct effects on productivity. For example, a num-
ber of studies over many years (Alderman & Linne-
mayr, 2009; Basta, Soekirman, Karyadi, & Scrimshaw, 
1979; Gardner, Edgerton, Senewiratne, Barnard,  & 
Ohira, 1975; Spurr, 1983) have demonstrated the 
influence of iron deficiency on oxygen consumption 
and the positive impact of iron supplementation on 
labor productivity. In Mexico, Knaul (1999) studied 
the productivity gains from investments in health and 
nutrition for women. The author analyzed the impact 
of age at menarche, or first menstruation (an indicator 
of cumulative health and nutritional status), on female 
labor market productivity, finding that investments in 
health and nutrition had significant effects on produc-
tivity. A 1-year decline in age of menarche was asso-
ciated with a 25% increase in wages. More recently, 
Martorell and colleagues (2010) found substantial 
improvements in future human capital and economic 
productivity in a review of the long-term impacts of a 
nutritional intervention. Overall, the effects of nutri-
tional status on work performance are of interest to 
policy makers in designing food and economic pro-
grams to improve energy and nutrient intake.

In a different approach, Lock and colleagues (2010) 
assessed the macroeconomic impacts of healthier eat-
ing as a result of reductions in consumption of meat 
and dairy products in the United Kingdom and Bra-
zil using a linked trade model. These authors suggest 

that, while reducing consumption of unhealthy goods 
can generate positive health-related macroeconomic 
effects, the substitution effects from reduced con-
sumption are key drivers of both the health and eco-
nomic impacts. For example, if reducing consumption 
of meat and dairy products leads to increased con-
sumption of other unhealthy food goods, it will reduce 
the health benefits. In addition, the ease with which 
other sectors can expand in response to reduced con-
sumption of unhealthy products drives the economic 
impacts. The authors highlight that countries that are 
dependent on international trade in meat products—
as is true for Brazil—may suffer economically if their 
trade partners reduce consumption of meat. Such 
countries will also suffer in terms of adverse health 
effects if reductions in trade lead to increased avail-
ability of unhealthy goods on the domestic market.

Perhaps the most studied NCD is cardiovascular 
disease, with a major report from the U.S. Institute of 
Medicine (2010) indicating that this disease has sig-
nificant economic consequences for health care and 
beyond. Leeder and colleagues’ (2004) overview indi-
cated major impacts across a range of countries from 
cardiovascular—for instance, payroll losses to India 
of more than $198 million per year and social secu-
rity costs due to disability payments of $64 million in 
2000. The same authors also demonstrated how NCDs 
further affect economies by dampening productivity 
and economic growth.

Similarly, there are significant economic costs 
from mental health disorders, as indicated in the 
Global Mental Health chapter, again due to reduced 
productivity and premature mortality. Although the 
evidence supporting this relationship is growing, it 
comes mainly from high-income countries, with rel-
atively few studies focusing on LMICs (Lund et  al., 
2011). It is also the case that economic conditions, 
especially unemployment, can significantly determine 
mental health, with the most extreme association 
being between economic distress and suicide (Chang, 
Gunnell, Sterne, Lu, & Cheng, 2009).

 ▸ The Macroeconomy and the 
Healthcare Sector

Considerable research has addressed the internal 
aspects of finance and delivery of health systems, as 
covered in the Design of Health Systems chapter. Nev-
ertheless, health systems (“sectors” in macroeconomic 
language) warrant attention here as well, because they 
are greatly influenced by the economy, are significant 
and growing economic sectors, and in many cases are 
one of the largest government (public) sectors.
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Perhaps the most visible link between macro- 
economics and the health sector is at the overall level 
of healthcare spending. Most nations, rich or poor, face 
the problem of per capita healthcare costs rising faster 
than per capita GDP. For instance, total global expen-
ditures on health care grew from 3% of GDP in 1948 to 
9.9% by 2014. Moreover, this sector takes an increas-
ing proportion of GDP for countries as they develop, 
rising from 4.5% in lower-middle-income countries to 
12.3% in high-income countries (World Bank, 2017). 

An important piece of work conducted by Schie-
ber and Maeda (1997) found that the income elas-
ticity of demand for health services—defined as the 
percentage change in health expenditures as a result 
of a 1% change in income—in 1994 was roughly 1.13 
worldwide, with the range being 1.47 for high-income 
countries, 1.19 for middle-income countries, and 1.00 
for low-income countries. Thus, for every 1% increase 
in per capita income, health expenditures increase 
by 1.47% in middle- and high-income countries, by 
1.19% in middle-income countries, and by 1.00% in 
lower-income countries.1 As these data indicate, the 
increase in health expenditures in low-income coun-
tries is less responsive to increases in income than it 
is in middle- and high-income countries. Schieber 

1 Many economists view the evidence regarding the income elasticity of expenditures on health as indicative of the nature of health as a 
normal consumption good, or even a “luxury good” (with rising proportions of income spent on it as income increases). However, in 
recent years there has been an upsurge of interest in the nature of health care as an investment good. Expenditures on health care can 
lead to improvements in health status that, in turn, promote income growth, and the efficiency and equity of health systems are  
important in both improving health and affecting income, productivity, and the overall economy.

and Maeda also found that private health spend-
ing (income elasticity of 1.02) is less responsive to 
increases in per capita income compared to public 
health spending (income elasticity of 1.21).

On a global scale, healthcare outlays are absorb-
ing an increasing share of government, employer, 
and household incomes. This constant fiscal pressure 
forces nations to confront two basic questions: How 
to finance this rising burden and how to contain the 
pressures for health expenditures growth. Thus, an 
essentially macro issue drives the most fundamental 
of all health system issues. Most countries spend less 
than 10% of GDP on health care, which is seen as per-
haps the stable upper limit. Of course, for low-income 
countries, and for some middle-income countries, 
their GDP levels are so low that even a 10% allocation 
produces very little actual health care. Aid assistance 
is therefore required if they are to provide essential 
health care. Importantly, for low-income countries, 
increasing the share of GDP devoted to health care 
means that less is available for spending on other 
vital areas that would encourage broader economic 
growth, which itself will enable increased nominal 
(actual monetary amount) spending on health care 
(EXHIBIT 19-4).

EXHIBIT 19-4 Development Assistance for Health

For many of the lowest-income countries, the absolute level of spending they are able to devote to health care is deemed 
to be well below the minimum required; instead, these countries rely on international finance to fund their healthcare 
services. International finance can take many forms. Official development assistance (ODA) is defined as funding flows to 
the Organization of Economic Cooperation and Development, Development Assistance Committee’s (OECD-DAC) list of 
recipients, which are administered for the purposes of promoting the economic development and welfare of developing 
countries, and which are concessional in character. ODA includes loans with an equivalent grant element of 25% or 
more. Development assistance for health (DAH) is slightly broader than ODA and includes non-concessional loans and 
funds from private foundations and nongovernmental organizations (NGOs) that contribute directly to the promotion of 
development and welfare in the health sector in developing countries.

The provision of DAH is complex, with no dominant group of actors, standardized set of aims, or consistent approach. 
A wide variety of public and private institutions provide assistance, from both OECD and non-OECD countries. Moreover, 
development funds often do not flow directly from sources of finance (government treasuries, private contributions to 
NGOs) to the recipient, but rather may flow through a variety of channeling institutions such as bilateral aid agencies, 
multilateral institutions, and development banks, or through intermediary funds such as the Global Fund for Aids, 
Tuberculosis and Malaria.

Funds can be provided with the aim of improving health services directly or indirectly (e.g., improving governance) 
or to support economic well-being that may impact the determinants of health. Conversely, funding to health sectors 
may be used to support and complement broader development objectives such as good governance or ensuring 
security. Finally, implementation can be done directly by governments, by donors, or through third parties, such as private 
companies (Vassall & Martínez Álvarez, 2012).
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As TABLE 19-2 illustrates, in 2014 LMICs, on aver-
age, spent 5.7% of GDP on health, whereas high- 
income countries spent 12.3% of GDP on health. 
Regionally, South Asia spent the least, 4.4% of GDP, 
whereas Latin America and the Caribbean spent the 
most, approximately 7.3% of GDP. In cash terms, aver-
age spending on health care by low-income countries 
was $37 per capita in 2014, compared with $290 for 
middle-income countries and $5,266 for high-income 
countries. In the lowest-income countries, annual 
health spending can be as low as $2 or $3 per capita. 
As well as health spending generally, the public share 
of health spending increases with increases in national 
and per capita income. As shown in Table  19-2, the 
public share of health expenditures (as a percentage of 
total health spending) was 42% in low-income coun-
tries, 52% in middle-income countries, and 62% in 
high-income countries in 2007 (World Bank, 2017).

Two elements of the economy also determine 
overall healthcare finance, which are linked to wider 

trade and, therefore, covered in more detail in the 
International Trade and Health chapter. Briefly, gov-
ernment income available to spend on health care (and 
other public services) is generated primarily through 
taxes. Tax income is broadly dichotomized into taxes 
that are “easy to collect” (such as import tariffs) to 
those that are “hard to collect” (such as consump-
tion taxes, income tax, and value-added tax [VAT]) 
(Aizenman & Jinjarak, 2009). Tariff revenues are a 
important source of public revenues in many devel-
oping countries; their share ranges from less than 1% 
of public revenues within the OECD to approximately 
80% in Guinea, with typical examples of Cameroon 
at 28% and India at 18%. As economies develop and 
join more fully with the global trading environment, 
these tariffs tend to fall, reducing the proportion of 
government income from “easy to collect” sources. 
Although theoretically governments should be able 
to shift tax bases from tariffs to domestic taxes, such 
as sales or income taxes, in practice LMICs find this 

TABLE 19-2 Health Expenditures by Income Group and Region, 2014

Region or Income Group

Total Health 
Expenditures 
per Capita

Total Health 
Expenditures 
(% of GDP)

Public Health 
Expenditures 
(% of GDP)

Public Health Expenditures 
(% of Total Health 
Expenditures)

World 1,059 9.9 6.0 60.1

Low-income countries 37 5.7 2.4 42.4

Middle-income 
countries

290 5.8 3.0 52.0

High-income countries 5,266 12.3 7.7 62.3

Low- and middle-
income countries

265 5.8 3.0 51.7

East Asia and Pacific 329 5.3 4.6 55.1

Europe and Central Asia 575 9.5 7.2 75.5

Latin America and 
Caribbean

694 7.3 3.8 51.0

Middle East and North 
Africa

253 5.3 3.1 49.5

South Asia 67 4.4 1.4 31.2

Sub-Saharan Africa 98 5.5 2.3 42.6

World Bank, 2017.
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difficult, especially because of the informal nature 
of their economies and the large subsistence sectors 
(Aizenman & Jinjarak, 2009). Whereas high-income 
countries are usually able to replace 100% of the lost 
tariff revenues, middle-income countries replace only 
40% to 60% and low-income countries at best manage 
just 30% replacement of these tariffs (Baunsgaard & 
Keen, 2005).

The most common source of tax revenues as coun-
tries increase their economic development is income 
tax, or more precisely payroll tax. This is basically 
any tax that is taken off the wage, through the pay-
roll, before the employee receives it—the difference 
between the gross wage and the net wage is reflected 
in the payroll tax. It includes elements such as wage 
tax, national insurance contributions, the employed 
person’s insurance contributions, and so forth. As 
countries grow and expand their spending on health 
care (as indicated earlier), they increasingly rely on 
payroll taxes to fund their expenditures. This shifts an 
increasing amount of the burden of healthcare costs to 
the formal paid workforce, which may affect the rela-
tive efficiency of the workforce in the global economy 
(i.e., wages may be higher to reflect these costs, which 
are then passed through to increased costs for exports 
and a reduction in the country’s competitive position).

A second macroeconomic determinant of health 
sector finance, also linked to trade, is the exchange 
rate. This factor is a key determinant of the relative 
prices of imported and domestically produced goods 
and services. Importantly for the health sector, many 
of the goods (principally pharmaceuticals, but also 
various elements of other technologies, such as com-
puter equipment, surgical tools, and even lightbulbs) 
used to provide health care are imported. Changes in 
the exchange rate brought about by macroeconomic 
developments may, therefore, prompt the price, and 
hence the cost, of health care to increase or decrease. 
Conversely, changes in demand for domestically pro-
duced goods from overseas importers may trigger 
changes in the price of those goods domestically in 
response (e.g., increased foreign demand may push up 
local prices). Thus, increased linkage between econ-
omies at the macro-level generates greater levels of 
exogenous (i.e., beyond the domestic health sector 
control) influences over prices, and hence the costs of 
health care.

The Macro-Efficiency of Healthcare Sectors
Irrespective of funding, countries differ in how effi-
ciently their health systems convert resources into 
population health status, a relationship that is often 
referred to as the “macro-efficiency” of health systems. 

The macro-efficiency reflects how aggregate health-
care expenditures are linked to health outcomes. Con-
siderable variation exists by country in health status 
as well as healthcare expenditures. For example, in 
2015, life expectancy at birth ranged from 51 years in 
the Central African Republic to more than 80 years in 
France, Hong Kong, Iceland, Italy, Switzerland, and 
Japan (World Bank, 2017). While the global average 
life expectancy was 72 years, for low-income countries 
it was 62 years, middle-income countries 71 years, and 
high-income countries 81 years (World Bank, 2017). 
Of course, as indicated earlier, many factors influence 
health outcomes, and expenditures on health care 
often correlate poorly with outcomes, as illustrated in 
TABLE 19-3.

There is little, if any, evidence of the opposite 
relationship—that is, the impact on the economy of 
greater spending on health care. It is clear that a sec-
tor accounting for more than 10% of GDP is a signif-
icant component of that economy, but little research 
has addressed how changes to the overall size of the 
health sector affect, for instance, overall GDP or 
employment. For instance, higher healthcare expen-
ditures might reduce a country’s relative productivity 
in the global economy due to the large costs of health 
benefits for the labor force, and due to the resultant 
reduced investments in other sectors of the econ-
omy. Even so, it is not clear that overall productivity 
and growth are severely hindered by high healthcare 
expenditures. 

Overall, it is not possible to determine the most 
efficient level or percentage of healthcare spending for 
any given economy. Given the wide range of spending 
on health care, the challenge is to increase spending 
among lower-income countries and for all countries 
to enhance the efficient production of health within 
health systems. This topic is explored in more detail in 
the Design of Health Systems chapter.

 ▸ Conclusion
Evidence shows a solid positive bidirectional rela-
tionship between a country’s wealth and its popu-
lation’s health. Whatever the precise mechanisms, 
broadly wealthier populations are healthier, and 
healthier populations are wealthier. Yet, despite the 
long- established relationship between health and the 
macroeconomy, application of a macroeconomic lens 
in health policy debate is comparatively rare. More-
over, health effects are disregarded in many macro-
economic policy applications. Much remains to be 
done to enable holistic policy analysis that correctly 
values the health effects and health implications of 
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economic policies and—perhaps more important 
in leveraging health policies—the macroeconomic 
effects of health policies. Although detailed, sector- 
specific health economic analysis has an important 
role to play in capturing individual-level costs and 
health-sector implications of health policies and dis-
ease burdens, the macroeconomic implications and 
methods for macroeconomic analyses of health are 
currently under-researched and underutilized. This 
chapter has provided an overview of this relationship, 
examined through the lenses of the household (look-
ing especially at the interaction of economic growth 
and health), risk factors for disease (communicable, 
noncommunicable, and outbreaks), and the economy 
and its relationship with the healthcare sector.

Much macroeconomic policy concerns economic 
growth, as higher GNI leads to more opportunities to 
consume, which is in turn expected to result in better 
health. The chapter presented evidence that suggests 
health is closely linked with economic growth and 
development, through multiple pathways, including 
the demographic transition, improved educational 
attainment, and labor productivity. Indeed, as much 
as 10% to 30% of economic growth may be due to 
improved health of a country’s population. Similarly, 
greater economic development can influence health, 
especially though increased access to more- affordable 
health determinants, such as housing, education, 

water, sanitation, and nutrition, as well as through 
improved health care (although it is important to 
remember the “income–health gradient”).

A clear relationship also exists between the econ-
omy and health directed through the risk of disease 
and injury. Economic behavior partly determines this 
risk, and the cost incurred from this risk partly deter-
mines economic performance. This is true for com-
municable diseases, including malaria, HIV/AIDS, 
and pandemics. The overall environment in which 
people live (e.g., air quality, sanitation, housing) is 
determined, in large part, by their income and wealth, 
and the increased movement of people, animals, and 
goods associated with an increasingly active and 
international economy will affect the movement of 
disease. Communicable diseases, then, affect aspects 
of the economy related to, for instance, educational 
attainment or labor productivity. Outbreaks provide 
specific challenges for economies—not just through 
the immediate costs of increased illness and death of 
affected people and animals, but also due to the costs 
of control and coping strategies to mitigate effects of 
the pandemic such as quarantines, and the reductions 
in economic activity through fear of infection. In 
terms of noncommunicable disease, economic growth 
increases the ability of populations to consume both 
goods that improve the probability of better health, 
such as clean water, safe food, education, and goods 

TABLE 19-3 Healthcare Expenditure (HCE), Proportion of Expenditure That Is Government-Funded,  
Infant Mortality Rate, and Life Expectancy at Birth for Selected Countries in 2014, Ranked by Overall HCE

Country HCE (% of GDP)

% of HCE That 
Is Publicly 
Funded

Infant Mortality Rate 
(per 1,000)

Life Expectancy 
(years)

India  4.7 — 38 68

Mauritius  4.8 49.2 12 74

China  5.5 55.8  9 76

United Kingdom  9.1 83.1  4 82

Japan 10.2 83.6  2 84

Germany 11.3 77.0  3 81

France 11.5 78.2  4 83

United States 17.1 48.3  6 79

World Bank, 2017.
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that may be harmful or hazardous to health, such as 
tobacco, alcohol, and fast food. Diet, and the impact 
of under- and over- nutrition, were highlighted in this 
chapter as significant impacts on economies across 
countries at all levels of development.

Finally, health systems are greatly influenced by 
the economy, and are themselves significant and grow-
ing economic sectors. The most visible link is the level 
of healthcare spending that an economy can “afford,” 
with clear relationships being established between the 
level of economic development and the level of spend-
ing, both in absolute terms and in terms of per capita 
GDP.

Policies that have positive health effects can have 
significant wider economic impacts, which are often 
positive. As observed in The Lancet (2013), “It is sadly 
true that most health ministers lack domestic political 
muscle. They might talk tough amongst themselves, 
but back home they have to get in line behind col-
leagues in finance, defence, trade, and even educa-
tion.” Finance often speaks more to those in power 
than does health. While health may have a power-
ful economic case to make, it must embrace greater 
engagement with macroeconomics. As outlined in 
this chapter, simultaneous capture of the macro- 
economic implications of health policies on other 
sectors and the wider economy is essential for health 
policies to be considered and weighed fairly against 
environmental, trade, and agricultural policies. Sim-
ilarly, the potentially significant health effects and 
externalities of non-health-focused policies should be 
captured and considered, as their contributions may 
be relevant to policy optimization decisions. Macro- 
economic assessments and modeling provide an even 
playing field for policy assessments from both health 
and non-health perspectives and a medium through 
which health and non-health policy implications can 
be jointly assessed using the same framework. This 
also facilitates dialogue across sectors to enable opti-
mal policy decisions that weigh both the health bene-
fits and the overall economic implications of policies, 

while accounting for important demographic, welfare, 
environmental, trade, and agricultural implications 
(Smith, 2012).

The consequences of health and health policy for 
economic development are crucial to policy makers 
in the health and development fields. Development 
institutions, nongovernmental organizations, and 
academic communities should seek to investigate 
strengthen the links between health and economic 
development. Primarily, they can encourage continued 
efforts to understand health and development links by 
helping LMICs develop their own capacity to study 
these connections; by encouraging further genera-
tion of relevant primary data; and by ensuring that the 
appropriate household-level and cross-national data-
bases are maintained, updated, and accessible to all.
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Discussion Questions
1. In what ways and to what extent do major infec-

tious diseases, such as malaria and HIV/AIDS, 
affect the income and well-being of people  
living in LMICs?

2. What can policy makers and practitioners do 
in non-health-service–related settings, such as 
schools, to improve the health and well-being of 
girls and boys in LMICs?

3. How do changes in fertility and mortality pat-
terns influence the level and capacity of those 
persons contributing to economic production 
in a given society?

4. How have recent pandemics directly and indi-
rectly affected national and global economies?
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CHAPTER 20

International Trade and Health
Johanna Hanefeld, Richard Smith, and Rupa Chanda

 ▸ Introduction

Trade—the movement of goods, services, people, 
and capital between countries—has become 
established as a critical determinant of public 

health, both positively and negatively, that “directly 
and indirectly affects the health of the global popula-
tion with an unrivalled reach and depth”  (MacDonald 
& Horton, 2009). The last decade has seen the develop-
ment of an overwhelming evidence base highlighting 
the connections between trade, trade agreements, and 
population health. Trade itself is seen as a defining fea-
ture of the current era of globalization, making trade 
and health a core aspect of the field of global health. 
For instance, increased trade in food, facilitated espe-
cially by refrigerated transport, has diversified many 
diets and improved access to fruit and vegetables. 
At the same time, dependency on global food mar-
kets, intensive farming methods, and cash crops have 
created concerns about food security and environ-
mental degradation. Closely associated aspects of 
trade  liberalization—policies to reduce the barriers 
to trade—and trade agreements—the legal basis for 
the rules that govern trade—have also come under 
increasing scrutiny. Those concerns have ranged from 
access to medicines to treat human immunodeficiency 
virus (HIV)/acquired immunodeficiency syndrome 
(AIDS) in the 1990s, to the focus on the World Trade 
Organization (WTO) and increasing trade in services 
in the 2000s, to the emphasis on food security and 
alcohol availability in recent years.

As the raison d’être of trade is to increase both 
wealth and the availability of goods and services, 
changing trade patterns—whether through an increase 
or a reduction in trade—will inevitably impact many 
of the known determinants of health, including 
employment, nutrition, environmental factors, social 
capital, and education. For instance, increased trade in 
alcohol and tobacco products is likely to be harmful to 
health, and intensified competition for foreign invest-
ment may create pressures to reduce health and safety 
measures in the workplace. Trade will also affect the 
health sector itself, most clearly through direct trade 
in health-related goods and services (such as pharma-
ceuticals, health workers, foreign direct investment 
in health services, and patient mobility), but more 
broadly as well. For instance, trade liberalization can 
affect overall public expenditures by allowing gov-
ernments to purchase less expensive foreign goods 
and services, which will in turn affect the amount of 
money available to fund public health care. Alterna-
tively, it may reduce tariffs, and hence government 
income, and lead to a reduction in public spending 
on health care. Moreover, trade—especially rapid 
and widespread movement of people, animals, and 
goods—may facilitate the rapid and extensive spread 
of disease, a factor associated with outbreaks such as 
severe acute respiratory syndrome (SARS) and Ebola. 
In addition, trade has triggered changes in the struc-
ture of companies, with the 20th century especially 
seeing a huge increase in the number of transnational 
corporations with a global footprint rather than a 
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national one, a key aspect of “globalization” covered 
in the Health and “The Economy” chapter. For all these 
reasons, trade, and associated policies governing and 
responding to that trade, have become increasingly 
recognized as a critical driver of health issues. 

It is important to note that the current era of glo-
balization has been associated largely with a rapid 
increase and liberalization of trade and the regimes 
governing it (Dollar, 2001a, 2001b; Dollar & Kraay, 
2004; Hanefeld, 2015). Trade may not be growing in 
some countries, however, and the populist politics 
evident in the 2016 election of Donald Trump to the 
U.S. presidency have been associated with a backlash 
against globalization and specifically trade (McKee, 
Greer, & Stuckler, 2017). Nevertheless, the vast major-
ity of evidence focused on the link between trade and 
health that has emerged over the past two decades and 
is discussed in this chapter has concentrated on the 
increase and liberalization of trade.

This chapter provides an overview of these issues. 
We first look at the relationships between interna-
tional trade, determinants of health, and health care 
itself, along with evidence of the impact on health and 
health equity. This discussion provides an indication 
of the changes and current levels of trade in key areas. 
The legal foundations, in the form of trade agree-
ments, are outlined, focusing especially on the wider 
political and policy landscape and the ways in which 
this shapes global health governance. We next exam-
ine the different pathways through which trade affects 
health generally (not focusing on the health system 
beyond the effects of government revenue generated 
from trade). Attention is paid to how trade in goods, 
for example, affects communicable and noncommu-
nicable diseases. We then focus on the impact of trade 
on health systems, including trade in health services 
and its likely current and future effects. The conclud-
ing section explores the response from the global 
health community to date, and raises likely future 
issues relating to trade and health. There is synergy 
between this chapter and the Health and “The Econ-
omy” chapter in terms of their focus on governance, 
negotiation, and diplomacy, especially in the conclud-
ing sections, and because of this they are best read in 
conjunction.

 ▸ Relationship Between Trade 
and Health

Increased trade in goods, services, people, and 
 capital—whether directly health related or not—
affects health through a number of channels, including 

the cross-border flow of infectious disease, advertising 
of unhealthy lifestyles, health professional migration, 
and so forth. Health and health care are affected by 
changes in general trade liberalization, international 
legislation, and international institutions, as well as 
those changes specific to health; in turn, they affect 
national economies. 

Building on the analysis presented in the Health 
and “The Economy” chapter, we can summarize these 
main proximal and distal determinants and linkages 
between trade and health as shown in FIGURE 20-1. The 
lower half of the figure represents the country under 
consideration, and the upper half indicates the aspects 
of international trade expansion and liberalization 
that affect the country, with the three arrows between 
them indicating the major linkages. (A more compre-
hensive exposition is provided by Woodward, Drager, 
Beaglehole, and Lipson [2001].)

Taking the lower half of the figure first, the stan-
dard influences on health are as follows: 

 ■ Risk factors, representing genetic predisposition to 
disease, environmental influences on health, infec-
tious disease, and other factors.

 ■ The household economy, representing factors asso-
ciated with human capital and the investment in 
health by individuals and households.

 ■ The health system, representing the impact of goods 
and services consumed principally to improve 
health status.

 ■ The national economy, representing the meta- 
influences of government structures and general 
economic well-being.

FIGURE 20-1 A simplified view of how trade affects health.
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The range of interlinkages between these factors 
is also illustrated in Figure  20-1, many of which are 
covered in the chapters Health and “The Economy” and 
The Design of Health Systems.

The upper half of Figure  20-1 depicts the influ-
ences of factors outside the national economy, or 
national “control.” For example, a wide variety of 
international influences directly affect risk factors for 
health, including increased exposure to infectious 
disease through the rapid cross-border transmis-
sion of communicable diseases via the movement of 
people, animals, and products (especially food prod-
ucts); increased marketing of unhealthy products and 
behaviors; and increased environmental degradation 
as a result of increased industrialization. Trade also 
affects health through its influences on the national 
economy. An extensive literature addresses the rela-
tionship between health and wealth: To the extent that 
trade influences economic growth, and the distribu-
tion of positive and negative aspects of this growth, it 
also influences health (e.g., changes in consumption of 
various goods that are either beneficial or detrimental 
to health) (Blouin, Chopra, & van der Hoeven, 2009; 
Sachs, 2002). Finally, trade affects health through the 
direct provision and distribution of health-related 
goods, services, and people, such as through access to 
pharmaceutical products, health-related knowledge 
and technology (e.g., new genomic developments), 
and the movement of patients and professionals. 

Also in the upper half of Figure 20-1, we see the 
importance of international trade agreements in the 
governance of this system. This aspect of trade has 
gained particular prominence over the past decade 
with a newer generation of trade and investment agree-
ments (TIAs) whose provisions have often limited the 
ability of national governments to introduce public 
health regulations (Walls, Smith, & Drahos, 2015). 

Each of the elements is covered in the remaining 
sections of this chapter, but we begin by looking at the 
legal foundation for trade: trade agreements.

Trade Agreements Creating a Governance 
for Health and Trade
Trade is far from a modern phenomenon. The exchange 
of goods and services, along with the movement of 
people, predates the establishment of nation states, and 
indeed contributed to the development of what are now 
considered to be major cities such as Venice, New York, 
and Tokyo. Developments in transport and communi-
cations assisted trade in expanding in scope (e.g., the 
advent of refrigeration opened up the trade of perish-
able goods), scale (e.g., super-tankers and cargo ships 

increased the volumes that can be traded), and speed 
(e.g., air travel for goods, the Internet for financial 
transactions) over the centuries. Indeed, trade contrib-
uted as large a share of global gross domestic product 
(GDP) at the end of the 19th century as it did at the end 
of the 20th century. So, what happened?

The events of the early 20th century have import-
ant parallels today. That era saw a closing in of borders, 
especially by the United States, under a protectionist 
nationalist agenda. This, at least in part, generated 
the Great Depression of the 1930s, which has been 
identified as a major contributor to World War II. Fol-
lowing the war, a key component of the new United 
Nations system was the General Agreement on Tariffs 
and Trade (GATT), which was to lead to successive 
reductions in global tariffs and other barriers to trade. 
It established a global trade regime whose current 
incarnation is the WTO, which superseded GATT in 
1995 and has a much expanded remit compared to its 
predecessor (Lee, Sridhar,  & Patel, 2009). Although 
in recent years the focus has moved away from such 
global initiatives and toward more regional, multilat-
eral, and bilateral trade and investment agreements, 
trade agreements remain the glue that holds trade 
together.

Despite the prevailing rhetoric, no trade is truly 
“free.” Instead, it is organized through trade agree-
ments of myriad kinds that provide the regulatory 
framework—or rules—under which trade is con-
ducted. Trade agreements are important because they 
are at the core of the trade–health nexus. Critically, 
trade is structured and has a highly formalized gov-
ernance system, whereas global health governance 
is almost completely unstructured, features a greater 
diversity of actors and approaches, and imposes 
weaker legal obligations on states. These differences 
help explain why the trade–health nexus is dominated 
by trade agreements rather than “health regulation” 
(Fidler, Drager, & Lee, 2009). This topic is covered in 
more detail in the Health and “The Economy” chapter.

The WTO is the center of authority for the gov-
ernance of trade, as indicated by its large number of 
member states and the substantive reach of its agree-
ments. The WTO provides the overarching legal 
and normative framework for trade between its 164 
member states, and sets the tone for other agreements 
beyond its membership (EXHIBIT 20-1).

Multilateral and Bilateral Trade 
Agreements
Although much of the interest regarding trade and 
health stems from, and has related to, the WTO, 
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EXHIBIT 20-1 The World Trade Organization and Health

In an effort to regularize an increasingly complicated system of international trade, the WTO was created in 1995 as 
the successor to GATT, which had been drafted in 1947. The WTO is a global agency that sets the rules for international 
trade (including trade in services, goods, and intellectual property). In June 2017, 164 countries were members of the 
WTO. The aim of the WTO is to stimulate economic activity and promote economic development, through progressive 
trade liberalization. Its philosophical basis is that liberalization will encourage a global increase in efficiency, through 
the traditional economic arguments relating to comparative advantage, thereby ensuring continued product availability 
for consumers and reducing the economic power of individual economic operators (Chanda, 2002). The WTO seeks to 
achieve this goal by creating a credible, reliable, and binding system of international trade rules to ensure transparency, 
consistency, and predictability in international economic policies (Adlung & Carzaniga, 2001). 

The WTO negotiates and implements new trade agreements, serves as a platform for trade negotiations, settles trade 
disputes, reviews national trade policies, assists low- and middle-income countries (LMICs), and cooperates with other 
international organizations. Its role has five aspects (Lee et al., 2009):

1. Provision of a forum for negotiations between WTO members about their multilateral trade relations in matters 
dealt with under WTO agreements

2. Administration of multilateral trade agreements
3. Promotion of the transparency of WTO members’ trade policies and actions regarding the implementation of WTO 

obligations, through regular monitoring and surveillance
4. Provision of a process for WTO members to mediate and settle trade disputes
5. Working in cooperation with relevant international organizations to achieve greater coherence in global 

economic policy making

To become a WTO member, a country has to agree to accept 17 main multilateral agreements and 60 agreements, 
annexes, decisions, and understandings that contain binding obligations on, among other things, tariffs and nontariff 
barriers on industrial and agricultural goods; trade in all kinds of services; application of measures to protect human, 
animal, and plant health (sanitary and phytosanitary measures); implementation of technical barriers to trade; use of 
trade-related investment measures; imposition of additional tariffs on dumped or subsidized imports; and protection of 
intellectual property rights. The large number of WTO member states means that most of the international community 
has committed itself to implementing this vast array of obligations. Why? Members benefit because the WTO stimulates 
increased world trade by securing stability and predictability through its legally enforceable and indefinitely binding 
nature, although this binding nature has raised concerns (Pollock & Price, 2000).

A key element of WTO membership is that all countries commit to the “most favored nation” principle. This means 
that privileges, such as reductions in tariffs or market access, granted to one country must also apply to all other WTO 
members.

The Dispute Settlement Body is an important element of the WTO that highlights the recognition of the importance 
of health as a political and social objective. In various cases, the WTO Dispute Settlement Body has ruled that (1) the 
protection of health is a national objective of vital importance; (2) WTO members are free to select the level of health 
protection they believe appropriate for their populations; (3) health effects should be included in the case-by-case 
analysis of whether products or services are alike; and (4) in cases analyzing measures to protect human health under 
the necessity test, the potential effectiveness of less trade-restrictive alternatives should receive strict scrutiny. In this 
respect, public health has a much stronger profile in international trade law than the protection of human rights, which 
is not an objective that trade treaties recognize as a legitimate reason for restricting trade. In short, in implementing 
trade treaties, national policy makers and legislators have a foundation in the treaties on which to build coherency 
between trade and health.

The WTO has drafted several agreements that directly involve and include health and health systems. These include: 
 ■ The General Agreement on Trade in Services (GATS)
 ■ The agreement on Technical Barriers to Trade (TBT), which requires that technical product regulations and standards 

be applied in a nondiscriminatory manner, be harmonized where possible on the basis of recognized international 
standards, and be the least trade-restrictive measures possible to achieve the level of health protection sought

 ■ The agreement on Sanitary and Phytosanitary measures (SPS), which comprise national measures that aim to reduce 
hazards to animal, plant, and human health, including food safety regulations

 ■ The agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPS) (Blouin, Drager, & Smith, 2006)

We will return to these agreements in the relevant sections later in the chapter.

Over the past decade, the WTO has seen a decline in its influence owing to an increase in regional and bilateral trade 
agreements and the lack of conclusion to the Doha trade round (Bown, 2017).
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significant developments have also occurred in the 
form of regional and bilateral agreements. For instance, 
there has been a recent flurry of activity around the 
proposed Trans-Pacific Partnership (TPP) and the 
Transatlantic Trade and Investment Partnership 
(TTIP) between the United States and the European 
Union (Thow et  al., 2014). These agreements have a 
much broader scope and wider provisions that might 
potentially limit national sovereignty, including con-
straints on the ability of national governments to regu-
late areas including public health (Labonté, Schram, & 
Ruckert, 2016; Ruckert et al., 2017). These agreements 
have engendered much opposition, including protests 
from the public health community and public advo-
cates. Indeed, the controversy led to the TTIP talks 
being suspended in the second half of 2016. Further 
uncertainty over both the TPP and the TTIP emerged 
with the election of Donald Trump to the U.S. pres-
idency. Trump campaigned on an openly anti–free 
trade platform, and one of his first actions in office 
was to cancel the TPP (Labonté, Schram, & Ruckert, 
2017). Despite the apparent slowdown in implementa-
tion of some of the newer trade and investment agree-
ments in the last few years, regional and bilateral trade 
agreements have generally regained importance over 
the past decade.

Often liberalization is more easily negotiated at 
the regional level, which tends to involve countries 
with geographic proximity, cultural ties, and simi-
lar levels of economic development. Regional and 
bilateral trade agreements also often involve a more 
limited number of participants and, therefore, allow 
for greater reciprocity, as well as often being under-
taken for reasons other than purely economic motiva-
tions, such as strategic, cultural, and political reasons. 
At  least in part, regional and bilateral agreements 
of recent years have also been pursued in response 
to the slow pace of WTO negotiations (Crawford & 
 Fiorentino, 2004).

Indeed, since the creation of the WTO in 1995, 
member states have notified the organization of 
more than 400  additional regional trade agreements 
(RTAs). This is in addition to 124 RTAs that were in 
place when the organization was founded (WTO, 
2017a). An estimated 55% of all international trade 
occurs through RTAs (Jones, 2007; Organisation for 
Economic Co-operation and Development [OECD], 
2003). Within these kinds of regional or bilateral 
agreements, countries are typically obliged to ease or 
eliminate restrictions on entry of people and foreign 
investment, and to protect investors against adverse 
government regulation or confiscation. Multinational 
organizations dealing in tobacco, alcohol, and arms 

can challenge governmental regulations that hinder 
trade and potentially recover monetary compensation 
under RTAs. Indeed, these agreements often provide 
more predictable protection for multinational com-
panies than either WTO law or regional legislation 
(Walls, Smith,  & Drahos, 2015). In addition to the 
elimination of tariff and nontariff barriers, bilateral 
agreements facilitate the establishment of industry 
presence, which can further aid the marketing of 
foreign products such as alcohol and tobacco, and 
significantly reduce barriers to trade by breaking up 
protected markets, thereby contributing to increased 
consumption (Onzivu, 2002).

Regional, and increasingly bilateral, trade agree-
ments do pose a danger of benefiting developed 
countries and being detrimental to LMICs. This dis-
crepancy in impact arises because they create the 
potential for trade diversion, as the “most favored 
nation” principle (see Exhibit 20-1) does not apply 
in this sort of agreement. Often LMICs engage in 
regional and bilateral agreements in hopes of securing 
access to the market for their goods, without taking 
into account the impact that engaging in such agree-
ments could have on their health systems ( Mattoo 
& Fink, 2004). In addition, a significant body of evi-
dence has emerged over the past decade suggesting 
that trade and investment agreements, including 
investor protection mechanisms, may allow corpora-
tions to seek to avoid public health regulations. Cases 
here include the court case brought by Philip  Morris 
(which the company lost) against the Australian 
government’s introduction of plain packaging for 
 cigarettes ( Hawkins & Holden, 2016).

 ▸ The Impact of Trade on 
Health: Different Pathways

Impact of Trade on “The Economy”
Trade affects health through its general macro- 
economic impact on countries, including government 
revenue, living standards, and types of employment 
and other determinants of health.

But why is trade encouraged in the first place? Sim-
ply speaking, because it promotes economic growth. 
Macroeconomic policy is concerned with GDP, which 
measures the value of all goods and services produced 
in a country during a given time period (see the Health 
and “The Economy” chapter). An increase in GDP rep-
resents economic growth. International trade is a key 
factor leading to economic growth through specializa-
tion, given that specialization allows each country to 
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exploit its absolute or comparative advantage in par-
ticular areas. Differences between countries in terms 
of their technology, labor skills, climate, institutions, 
and other factors mean that their production functions 
across different goods and services also differ (Manes-
chi, 1998). If each country specializes in the production 
of those goods and services that best suit its relative 
endowment of skills and resources, and if it trades 
these for other goods and services from countries that 
are relatively more efficient at producing those goods 
and services, all parties stand to benefit. In this way, 
specialization and international trade change relative 
prices and allow countries to produce and consume 
more than they would otherwise. Trade liberalization 
increases competition, which leads not only to lower 
prices but also increased specialization. Overall, those 
countries that engage in trade will see increasing GDP, 
lower prices, a wider selection of available goods and 
services, higher employment, and higher government 
revenues (due to higher income and the ability to tax 
that income) (Dollar, 2001b; Mattoo, Rathindran,  & 
Subramanian, 2001; United Nations Conference on 
Trade and Development [UNCTAD], 1995).

Trade liberalization is about reducing barriers—
financial or otherwise—to the movement of goods, ser-
vices, capital, and people, with countries being aligned 
along a spectrum of what may be termed “openness” to 
trade (Smith, Lee, & Drager, 2009). As the raison d’être 
of trade is to increase both wealth and the availability 
of goods, changing trade patterns can influence both 
income (buying power) and its distribution. In turn, it 
may influence health through determinants including 
employment, nutrition, environmental factors, social 
capital, and education (Blouin et al., 2009).

General analyses suggest that “wealthier countries 
are healthier countries” (Bloom & Canning, 2000; 
Pritchett & Summers, 1996). The relevant factors in 
this relationship are generally improved nutrition, 
sanitation, water, and education (Becker & Tomes, 
1986; Deaton, 2003; Fogel, 1994; Frankel & Rose, 2005; 
Hunt, 2007; Subbarao & Raney, 1995). The direction 
of causation is subject to some debate, although it is 
widely accepted that a “virtuous circle” exists between 
increasing wealth and health such that both direc-
tions of causation are valid (Suhrcke, McKee, Arce, 
Tsolova, & Mortensen, 2006). For instance, evidence 
shows a solid positive relation between a country’s 
wealth and its population’s health, defined in terms of 
increased life expectancy (Preston, 1975) or reduced 
child mortality (Pritchett & Summers, 1996). Impor-
tantly, open economies appear to grow more rapidly 
than restricted ones, such that the health gains from 
higher growth will accrue more quickly in those coun-
tries that engage in more international trade (Dollar & 

Kraay, 2004; Edwards, 1993; Frankel & Romer, 1999; 
Levine & Rothman, 2006; Winters, 2004; Winters, 
McCulloch, & McKay, 2004).

Although there is generally a positive relation-
ship between trade liberalization and national income 
(Ben-David, 1993; Dollar, 1992; Feachem, 2001; Sachs, 
Warner, Åslund, & Fischer, 1995), there is increasing 
recognition, including among international financial 
institutions such as the World Bank, that trade liberal-
ization in the absence of other policies will not neces-
sarily lead to higher growth (Winters, 2004). In recent 
years especially, in the aftermath of the global financial 
crisis and subsequent recession from 2008, analysis 
has become more nuanced and less certain. Consider-
able evidence also indicates that poverty and income 
inequality are associated with poorer health (Deaton, 
2003). Thus, although trade liberalization generally is 
advantageous, the crucial factor in how advantageous 
and to whom is “how countries manage the process of 
integrating into the global economies” (Lall, 2004). For 
example, trade liberalization often triggers both cre-
ation and destruction of jobs within and across sectors, 
as firms adjust to the new competitive environment 
(Ghose, 2003). To ensure that the movement of labor 
is as smooth as possible and to avoid excessive unem-
ployment, effective labor market policies are required 
(Hoekman, 2005; Milanovic & Squire, 2005; Mundial, 
2005; Winters, 2004; Wood & Ridao-Cano, 1999).

Distributional Impacts Are Critical 
for Health
It is important to remember that analyses of trade 
and the economy relate to aggregate populations and 
incomes, rather than to individuals (Ravallion, 2006). 
Although evidence supports the proposition that trade 
liberalization will be poverty alleviating in the long 
run and on average, it is important to remember that 
this outcome implies adjustment and distributional 
impacts and that trade reform is not always the most 
important determinant of poverty reduction (Winters 
et al., 2004). Most macroeconomic indicators do not 
account for these distributional impacts; that is, they 
focus on the aggregate of total income, trade volume, 
employment, and so on, rather than the composition 
of that total.

Expanding the availability of goods, reducing 
prices, and increasing access to high-speed communi-
cation and travel may benefit those who produce these 
goods and services and the wealthy. For others, these 
trends may mean lower wages, greater pollution, and 
insecurity. Much of the benefits of trade “trickle- down” 
may be dammed at specific points by those with power 
and influence. Consider the example of food security: 
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Between 2006 and 2008, the cost of food overall 
increased by 57%, generating major crises in many 
LMICs as people struggled to buy even the basic food-
stuffs. Although several factors were associated with 
this increase, including devaluation of the U.S. dollar, 
rising oil prices, and increased demand from emerg-
ing economies, a significant factor was increased sup-
port for biofuels. Biofuel development was promoted 
primarily by the United States and European countries 
as a cost-effective means to meet greenhouse gas emis-
sions targets as well as to support their own embryonic 
biofuel industries, which were subject to sizable gov-
ernment subsidies (Hallam, 2009). But it also meant 
that food crops were being diverted to produce etha-
nol. For example, Brazil took this course and became a 
major producer of ethanol-producing crops over this 
period (Tenenbaum, 2008).

Lowering tariffs (taxes on imports) may gener-
ally benefit consumers, who can purchase imported 
goods at lower prices, but it may also create losses in 
competing domestic firms and reduce import tax rev-
enues. Trade reforms inevitably create both winners 
and losers: Some sectors of the economy might not be 
able to compete with new imported goods, whereas 
others get access to new markets and opportunities. 
Moreover, individual incomes can change because 
jobs can be created or lost and prices of and external 
demand for goods produced can rise or fall. Therefore, 
some losers from trade liberalization might be poor 
households, whose incomes will decline even further 
(Winters, 2006). Losses to domestic firms can, in turn, 
negatively impact the employees and other stakehold-
ers of the firms, such as via lost jobs, reduced wages 
(Arbache, Dickerson, & Green, 2004), or reduced rev-
enues from both corporate and personal income taxes. 
For these reasons, countries are often careful in open-
ing sectors to international competition. Depending 
on the economic geography of a country, some regions 
might benefit more than others from liberalized trade. 
For instance, it might be the case that export goods 
are produced in urban areas. Increased income from 
trade accruing to these urban areas may benefit those 
areas and surrounding rural areas (through higher 
demand due to rising incomes), but may not reach 
areas farther away. However, if managed wisely by the 
government, the new income opportunities could, in 
principle, benefit the entire population.

Thus, although in aggregate trade liberalization 
may generate economic benefits for a country, it is also 
likely to require adjustment at various levels, includ-
ing at the individual level. This adjustment process can 
cause a feeling of increased economic insecurity with 
implications for psychological well-being (Cornia, 
2001; Marmot, 2000; Scheve & Slaughter, 2004).

Effect of Trade on Government Revenue 
for Health Care
Trade liberalization will also affect government income 
and hence the ability to finance or provide public ser-
vices, including those related to health. Trade directly 
affects government revenues via taxes (tariffs) imposed 
on imports to the country. However, trade can also 
indirectly affect government revenues via income taxes 
paid by local businesses and their employees, although 
these streams are harder to trace. Thus, establishing 
the net contribution of trade to government income—
where gains in tax revenues traceable to increased 
export income exceed losses in tax revenues due to 
increased imports—is difficult. Nonetheless, under-
standing the potential impacts of trade on the different 
types of taxes is important because certain types of tax 
income are relatively easy to collect (such as tariffs), 
whereas other types may be harder to collect (such as 
consumption taxes, income taxes, and value-added 
taxes) (Aizenman & Jinjarak, 2009). 

In many LMICs, tariffs on imports are an import-
ant source of public revenues and contribute to the 
capacity of these countries to adopt policies that affect 
the various determinants of health. The contribution 
of tariff revenues to total government revenues may 
be less than 1% for members of the OECD, but is as 
much as 80% in Guinea, with more typical examples 
including Cameroon at 28% and India at 18% (Laird, 
Vanzetti, & Fernandez de Cordoba, 2005). The con-
cern in such cases is that trade liberalization may 
change the tax revenue structure, reducing the pro-
portion of government income from easy-to-collect 
sources such as tariffs. Although governments should 
theoretically be able to shift tax bases from tariffs 
to domestic taxes, such as sales or income taxes, in 
practice many (especially low-income) countries 
find this difficult due to the informal nature of their 
economies, which often have large subsistence sec-
tors (Aizenman & Jinjarak, 2009). For instance, high- 
income countries (HICs) are usually able to recover 
100% of the tariff revenues lost through trade lib-
eralization, while  middle-income countries accrue 
approximately 40% to 60%, and low-income coun-
tries can gather only 30% or so (Baunsgaard & Keen, 
2010; Blouin et  al., 2009; Glenday, 2006; Khattry & 
Rao, 2002). Ultimately, the reduced import tariffs 
in the latter cases result in a decline of government 
income available to pursue public policies, whether 
related to health care, education, water, sanitation, or 
social safety nets.

Conversely, lower import prices might benefit the 
public provision of health care, as inputs into health 
services become less expensive and more widely 
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available. Furthermore, consumers are likely to ben-
efit from lower prices, which enable them to spend 
more on health care, education, and other beneficial 
services. 

Finally, it is important to note that lower tariffs 
on imports are not necessarily correlated with lower 
total revenues (Glenday, 2002). In fact, trade liberal-
ization can increase the volume of international trade 
such that the base expansion may exceed the rate 
reduction and hence yield higher revenues, at least 
where tariffs are reduced rather than eliminated. For 
instance, halving import tariffs may be entirely offset 
if trade doubles. This appears to have been the case 
in a few countries at the early stage of implementa-
tion of World Bank trade reform programs (Bamou, 
1999). Import tariffs can also have complex struc-
tures. Lower average duty rates are not necessarily the 
result of across-the-board rate reductions. For exam-
ple, high duty rates may be lowered, while low duty 
rates may be raised. Interestingly, the impact of liber-
alization on tariffs may be an argument for increased 
multilateral, rather than bilateral, trade negotiations, 
as the latter often involve more severe tariff conces-
sions than the former.

Trade and the Risk Factors for Disease
Trade also affects health through its direct impacts on 
risk factors for disease. These effects occur as a result 
of the pathogens that travel with goods, including 
livestock and plants traded, and through the com-
modities traded and their health effects—for example, 
medicines, alcohol, food, or tobacco. Trade signifi-
cantly affects the spread of disease either by acting as 
a “vector” for pathogens, or by increasing or limiting 
the availability of goods that affect health. Some of the 
concerns relating specifically to the spread of infec-
tious disease are further elaborated on in the Public 
Health Infrastructure chapter.

Trade and Communicable Disease
As indicated elsewhere (see the Environmental and 
Occupational Health chapter), concerns have arisen 
that changes in climate will facilitate the spread of 
vectors for infectious disease, especially mosquitoes. 
Trade may play a role in this relationship through 
increased production, consumption, and transporta-
tion of goods globally contributing to climate change. 
This is a much wider issue than trade itself, and the 
interested reader is referred to the Environmental and 
Occupational Health chapter for more details. Here, 
the focus is on the more direct relationship between 
trade and infectious disease. 

The most worrisome scenario remains the impact 
of trade—in terms of the rapid and widespread move-
ment of people, animals, and goods—on possible pan-
demic disease. The prospect of an infection emerging 
with the transmissibility of the common cold but with 
a much higher pathogenicity is the public health com-
munity’s worst nightmare. This fear was stoked espe-
cially by the SARS outbreak in 2002, with emergence 
since then of possible pandemic influenza strains 
raising visions of the Spanish flu, which killed an esti-
mated 40 million people in 1918–1919, and the recent 
outbreaks of SARS and Ebola (EXHIBIT  20-2). Minor 
changes to the influenza virus (antigenic drift) hap-
pen continually over time, which is why it can rein-
fect populations over and over again, but this change 
is usually minimal such that vaccine created from 
the previous year can offer protection. Perhaps every 
decade or two, a major change in the virus (antigenic 
shift) occurs, against which most people have little or 
no immunity. The Spanish flu was one such event, as 
was H1N1 (“swine flu”) in 2009. The danger arising 
from antigenic shift may be exacerbated by increased 
trade: Once strains emerge, they can travel worldwide 
at great speed using animals, people, and even goods 
as vectors. Whereas a century ago spread of the new 
strains may have taken months, and by 1918 took 
weeks, it now takes only a matter of hours.

It is, of course, of major importance to public 
health to have a system that can respond to infectious 
disease outbreaks. Notably, the rapid spread of chol-
era associated with increased global trade in the 19th 
century led to a considerable death toll; while govern-
ments imposed containment measures to control the 
disease, the economic interests of the mercantile elite 
suffered as these measures slowed the circulation of 
people and goods that was so crucial to commercial 
profit. These economic interests prompted the assem-
bly of 12 governments in Paris in 1851 to establish 
a basis for common agreements on quarantine and 
the containment of cholera, leading eventually to the 
first International Sanitary Convention (ISC) in 1892. 
Other international treaties in the following decades 
ultimately resulted in the International Health Regu-
lations (IHR), which were adopted at the fourth World 
Health Assembly (WHA) in 1951. 

The IHR have historically coordinated the public 
health response to infectious disease threats, although 
countries were originally obliged to report only out-
breaks of cholera, plague, and yellow fever (Liverani &  
Coker, 2012). However, compliance has been noto-
riously weak because of the economic consequences 
of notification, in the form of trade barriers. In short, 
the IHR have lacked the means and incentives to work 
effectively. Recognition of this problem prompted 
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substantial review and revision starting in 1995 to 
widen the IHR’s remit beyond the three diseases and 
to address issues of means and incentives for compli-
ance (WHO, 2002). The SARS outbreak provided the 
impetus for the final push, and the final revision was 
endorsed at the 2005 WHA and came into effect in 
June 2007. Under these revised IHR, countries are obli-
gated to report any “public health emergency of inter-
national concern”—basically any adverse health event 
that has the potential to spread beyond  borders—and 
allows notification from nongovernmental as well as 
 governmental sources.

Yet, while the scope of IHR was expanded, incen-
tive and repercussion issues remain: The suggestion to 
integrate some form of reparation, financial support, 
or other measures in relation to the timing and extent 
of possible barriers to cross-border movement from 
affected countries was not implemented. The eco-
nomic imperative to protect trade stemming from the 
ISC in 1892 also remains, as the IHR are to “prevent, 

protect against, control and provide a public health 
response to the international spread of disease in ways 
that are commensurate with and restricted to public 
health risks, and which avoid unnecessary interference 
with international traffic and trade” (emphasis added). 
Some of these issues have since been highlighted by 
the H1N1 and Ebola outbreaks. Most critical of these is 
the ability of member states to impose trade and travel 
restrictions against countries experiencing outbreaks, 
to an extent that might be excessive and harmful to the 
latter’s economies. In 2009, for example, the H1N1 out-
break led several countries to ban live pig imports or 
even pork products that originated in Mexico, despite 
the absence of scientific evidence that humans might 
contract the virus from animals or animal products. 
Under competing international law from WTO, the 
burden of proof is on health science to show that there 
is no chance that humans could catch the disease— 
that is, the burden to provide evidence is always with 
the health authorities and countries may adopt a 

EXHIBIT 20-2 SARS and Ebola

Severe Acute Respiratory Syndrome
The outbreak of SARS in 2002–2003 demonstrated how the modern world can be more vulnerable to disease spread. SARS 
is a respiratory illness caused by previously unknown type of coronavirus. Coronaviruses usually cause mild to moderate 
upper respiratory tract symptoms, but SARS led to high fever, cough, shortness of breath, and eventually severe pneumonia 
or respiratory failure that could be fatal. Between November 2002 and July 2003, there were 8,096 cases of SARS, causing 
774 deaths in 27 countries. Although the disease burden ultimately proved to be low (in comparison, seasonal influenza 
causes 250,000 to 500,000 deaths each year worldwide), the outbreak caused alarm due to its unprecedented speed and 
extent of global spread. Its airborne transmission, the lack of diagnostic technology, and the lack of a vaccine, combined 
with this rapid dissemination, led to mass concern and widespread measures to restrict movement, including WHO’s 
unprecedented step in issuing an advisory against travel to Toronto. It is believed that air travelers led to the spread of 
SARS from China, where it originated, to 16 countries (Bonn, 2003). Whereas the plague may have taken 3 years to cross 
from Asia to Europe in the Middle Ages, SARS took just 15 hours to get from Hong Kong to Toronto.

As outlined in the Health and “The Economy” chapter, the overall global macroeconomic burden of the outbreak was 
between $30 billion and $100 billion—a sum vastly out of proportion to the health impact (Keogh-Brown & Smith, 2008). 
The Canadian Public Health Agency suggested SARS costs included losses of $350 million from tourism, $220 million from 
reduced airport activity, and $380 million from non-tourism retail sales (Naylor, 2003). Overall estimates of the direct and 
indirect costs to Canada of SARS were placed at as much as $2 billion (Keogh-Brown & Smith, 2008).

Costs were distributed across a wide range of countries, some of which had no confirmed cases of SARS, illustrating the 
vulnerability of the global economy to a public health threat. Had the outbreak been more serious, more widespread, or of 
a longer duration, it is possible that quarantines and greater restrictions on movement of people and goods could have led 
to the closure of factories or worse in many areas. Moreover, this outbreak served as an illustration of the shared interests 
globally in ensuing effective surveillance and management of outbreaks.

Ebola
The recent outbreak of Ebola virus disease in West Africa during 2013–2016 confirmed the devastating link between trade 
and the spread of disease, as well as the effects of infectious disease outbreaks on trade. The lack of adequate surveillance 
and countries’ slow initial responses, paired with the movement of people, including traders, allowed the initial outbreak 
to spread from Guinea to Liberia and Sierra Leone (Moon et al., 2015). In reaction to the outbreak, some neighboring 
countries closed their borders and sought to suspend trade against the explicit advice of WHO. The human costs aside, 
the World Bank estimated that the outbreak cost the three countries most affected—Liberia, Guinea, and Sierra Leone—
approximately $2 billion.
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“precautionary principle” of “if in doubt, ban.” Thus, 
there is no system of governance to regulate the eco-
nomic impact of reporting or experiencing outbreaks, 
and hence no incentive to report them, fundamen-
tally undermining surveillance and control strategies. 
The recent outbreak of Ebola has led to much greater 
emphasis on the importance of an effective global gov-
ernance to respond to disease outbreaks. Further dis-
cussion of these approaches and implications is found 
in the Public Health Infrastructure and Global Health 
Governance and Diplomacy chapters.

Movement of goods, including livestock and 
food, has also important implications for health in 
two other ways. First, the noncommunicable disease 
(NCD) epidemic has highlighted the link between 
obesity and trade. In this case, recent research has 
focused on the role of trade in shifting patterns of 
consumptions as less healthy, high-fat and -calorie, 
processed foods, for example, undercut the price 
of local fresh produce (Friel et  al., 2013; Hawkes & 
Thow, 2008; Thow, 2009; Thow & Hawkes, 2009). 
Second, the transmission of disease through live-
stock and food has drawn attention. This area is reg-
ulated by the WTO Agreement on the Application 
of Sanitary and Phytosanitary Measures (SPS Agree-
ment), which states that countries have the right to 
protect human, animal, and plant health on the basis 
of scientific evidence; in other words, countries are 
allowed to ban products that are thought to endan-
ger health. Similarly, the Codex Alimentarius of the 
Food and Agriculture Organization (FAO) is a set of 
international standards to ensure that food products 
are safe and can be traded. Recent attention has also 
focused on the role of trade in livestock and food 
products in creating AMR (Hanefeld, Khan, Tom-
son, & Smith, 2017).

Trade Liberalization and 
Noncommunicable Diseases
The Chronic Diseases and Risks chapter highlights 
the economic impact of NCDs. Trade—including 
not just movement of goods, animals, and people, 
but also foreign investment and marketing—has 
important implications for the spread and control 
of NCDs. Trade liberalization, through reduced tar-
iff and nontariff barriers, can be beneficial when 
it leads to an expansion in the consumption of the 
goods that improve health, such as clean water, safe 
food, and education. However, it also facilitates the 
increased consumption of goods that may be harmful 
or hazardous to health, such as tobacco, alcohol, and 
unhealthy food items. Furthermore, increased trade in 

high- technology products such as mobile phones and 
computers increases the volume of toxic products that 
cross borders, and ultimately leads to an increase in 
toxic wastes as obsolete products are discarded. This 
trend may directly impact the health of those who 
handle such products and waste, and indirectly affect 
health via environmental degradation. In this section, 
we consider each of the four core areas where trade 
and risk of NCDs intersect.

Trade and Tobacco. Strengthening of tobacco con-
trols in Western Europe and North America, cou-
pled with LMICs’ reductions of their trade barriers 
and expanded advertising by transnational tobacco 
companies, has shifted the market share for tobacco 
products toward the emerging economies across Asia, 
Latin America, the Middle East, and Eastern Europe 
(Chaloupka & Corbett, 1998; Grise, 1990; Hagihara & 
Takeshita, 1995; Hsieh, Hu,  & Lin, 1999). Given the 
inverse relationship between price and consumption, 
as well as the positive relationship between advertising 
and demand, rates of cigarette smoking and tobacco 
use can be expected to increase as tobacco markets 
become more open, all else equal. In turn, the mortal-
ity and morbidity attributable to tobacco use can also 
be expected to increase.

As early as the 1980s, the United States used bilat-
eral trade agreements to exert pressure on countries 
such as Thailand, Taiwan, and South Korea to open 
their domestic economies to U.S. cigarette imports. In 
fact, U.S. market share in these countries was approx-
imately 600% higher, on average, in 1991 than it 
would have been had these markets remained closed 
 (Chaloupka & Laixuthai, 1996). Furthermore, open-
ing of the cigarette markets in these countries led to a 
significant increase in rates of cigarette smoking, with 
per capita cigarette consumption being 10% higher 
by 1991, on average, than it would have been in the 
absence of the bilateral agreements (Chaloupka & 
Laixuthai, 1996). The Uruguay Round of GATT, which 
concluded in 1994, focused on liberalizing trade in 
“raw” tobacco; subsequently, 1994–1997 saw a 12.5% 
increase in nonmanufactured tobacco exports glob-
ally, after a decade of virtually no growth  (Chaloupka 
& Warner, 2000).

Since the WTO replaced GATT in 1995, it has 
significantly reduced tariff and nontariff barriers 
to tobacco trade. In response to “plain packaging” 
requirements and minimum sizes for health warnings, 
which some condemn as unjustifiably encumbering 
trademark rights (Bettcher et al., 2003; Callard, Chita-
nondh, & Weissman, 2001), pressure has been brought 
to bear in manufacturers’ home countries to include 
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tobacco in negotiations to liberalize the agricultural 
sector and to reduce tobacco control measures under 
the terms of trade agreements.

Tobacco companies have also sought to use pro-
visions within trade agreements to fight national 
tobacco control policies. An example is the use of 
intellectual property rights relating to trademarks to 
contest plain packaging for cigarettes—for example, 
in Australia (Gleeson & Friel, 2013; Thomas &  Gostin, 
2013). In such cases, trade agreements provided the 
opportunity for companies to contest the issues in 
a national court. Another avenue is to contest pub-
lic health regulation through trade agreements, and 
to report countries to the WTO dispute settlement 
mechanism or to bilaterally threaten or impose 
sanctions on them. Again, these mechanisms have 
been employed by transnational tobacco companies 
 (Alemanno &  Bonadio, 2011).

Such moves have meant that the regulation of 
trade in tobacco has been a high priority for the 
public health community for many years. Two com-
peting views have emerged regarding the best way 
to regulate tobacco under international trade rules. 
First, tobacco may be excluded from schedules of 
liberalization and treated as a special product for 
stricter regulation or even prohibition (Weissman, 

1 http://www.who.int/fctc/en/index.html

2003). Second, tobacco may be regulated like any 
other good, in accordance with international trea-
ties such as those of the WTO (Bettcher et al., 2003; 
McGrady, 2007). In the end, the latter approach 
was adopted, through the WHO Framework Con-
vention on Tobacco Control (FCTC),1 described in 
EXHIBIT 20-3.

Trade and Alcohol. Excess consumption of alcoholic 
beverages has many detrimental effects on health, and 
various proposals have been made to prevent excess 
consumption, including imposition of a minimum 
legal purchasing age, restrictions on hours or days of 
alcohol sale, outlet density restrictions, public service 
educational campaigns, and alcohol taxes. Of these 
measures, a common call is to tax alcoholic beverages 
so that they become more expensive and hence less 
accessible. However, the “national treatment” provi-
sions embodied in many trade treaties make it clear 
that governments must be careful not to tax products, 
including alcohol, in ways that (even unintentionally 
or incidentally) protect domestic production from 
foreign competition. Thus, although governments 
may appear to have the option to discourage alcohol 
consumption by imposing taxes, they face challenges 
in doing so in practice. 

EXHIBIT 20-3 Regulating Trade in Tobacco: The Framework Convention on Tobacco Control

The FCTC, which came into force in 2005, requires contracting parties to do the following:

 ■ Implement public health protection measures by addressing issues such as tobacco advertising, promotion, 
sponsorship, packaging, and labeling.

 ■ Improve regulation of the domestic tobacco industry, specifically by requiring disclosure of the contents of tobacco 
products and tobacco smoke.

 ■ Address such issues as illicit trade in tobacco products, price and tax measures, sales of tobacco to and by young persons, 
government support for tobacco manufacturing, treatment of tobacco dependence, passive smoking and smoke-free 
environments, surveillance, research and exchange of information, and scientific, technical, and legal cooperation.

Its final text contains provisions that have implications for trade rules, with potential opportunities as well as challenges 
for domestic tobacco control. The first clause of the preamble to the FCTC provides that parties to the convention are 
determined to give priority to the right to protect public health. Consistent with the free trade principle allowing the 
imposition of nondiscriminatory taxes, the FCTC requires parties to prohibit or restrict, as appropriate, the tax-free and 
duty-free sale of tobacco. The FCTC’s regulation of advertising, packaging, and labeling of cigarettes is relevant to trade 
law. For instance, cancellation (or prohibition of registration) of the terms “light” and “mild” should not contravene the 
relevant provisions of international intellectual property law, especially the TRIPS Agreement (McGrady, 2004). FCTC Article 
9 provides for the development of international standards for the testing and measuring of the contents and emissions of 
tobacco products, which can be recognized under the WTO TBT agreement, thereby helping to advance tobacco control 
within the trade agenda (Shaffer, Brenner, & Houston, 2005). However, public health advocates must continue to monitor 
and advocate transparency in the implementation of the FCTC, as measures to implement the FCTC could be affected by 
other trade obligations, especially through regional, multilateral, and bilateral trade agreements.
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An alternative is to regulate the time, place, and 
manner in which alcohol is sold. For example, as a 
general matter it is permissible for a government to 
restrict the hours or days during which alcohol can 
be sold, require retail businesses to obtain licenses 
(authorization) before selling alcohol, or require retail 
businesses to demand proof of age from those seek-
ing to purchase alcohol. Again, policy makers must 
be careful to design such measures so as to avoid dis-
crimination, indirectly or inadvertently, based on the 
national origin of the product.

The regulation of advertising is another way for 
governments to prevent harm caused by alcohol. In 
2001, the European Court of Justice (preliminary 
ruling C-405/98) ruled that Sweden’s law limiting 
alcohol advertising affected foreign alcohol products 
more adversely than more familiar domestic products. 
However, the Court also held that the ban could be 
justified if it were proportionate to the public health 
objective and not a disguised restriction on trade; 
thus, it allowed the case to be further processed within 
the Swedish court system. Sweden’s domestic court 
ultimately upheld the ban, finding that it was indeed 
“proportionate” to its purpose (Center for Inter-
national Environmental Law, 2003). This example 
illustrates that trade treaties can accommodate appro-
priately designed policies intended to further public 
health objectives.

The issues with strongest relevance for alcohol 
policies within the WTO system are now covered 
by the discussions under GATS. These negotiations 
do not cover the products themselves, but rather the 
services related to the products (such as sales and 
marketing). For example, GATS provisions provide a 
framework for how, when, and why governments can 
impose regulations on alcohol licensing procedures, 
state monopolies, the number of suppliers or outlets, 
and advertising and promotion activities. Alcohol 
is treated like any other good under WTO law, and 
any regulatory action must meet the nondiscrimina-
tory principles. However, recognition of the harmful 
effects of trade in alcohol has led to the inclusion in 
some RTAs of provisions that allow some restrictions 
on alcohol trade. For example, Association of South-
east Asian Nations (ASEAN) trade agreements have 
enabled the group’s members to exclude alcohol and 
guns from the list of goods subject to trade liberaliza-
tion (Onzivu, 2006).

Trade, Food, and Agriculture. Trade liberaliza-
tion has the potential to influence food-related nutri-
tion and health issues through a series of pathways, 

and measures designed to liberalize trade influence 
the entire food supply chain. These measures include 
those to reduce financial and regulatory barriers to 
food imports and exports across national borders; har-
monize or remove national food-related regulations; 
remove limits on the percentage of domestic compa-
nies that can be owned by foreign businesses; decrease 
government support to domestic food production; 
and support the development of infrastructure and 
capacity for trade and investment, such as transpor-
tation routes and storage facilities. Such efforts create 
changes along the food supply chain that influence the 
environment in which consumers make food choices, 
such as the availability of foodstuffs (amount, type, 
and nutritional quality), the safety of that food, what it 
costs, and how it is marketed. These factors, which rep-
resent important components of national and house-
hold food security, influence the choices people make 
about the food they eat. Thus, they affect the diets 
of consumers and, therefore, the prevalence of mal-
nutrition, diet-related NCDs, and foodborne illness 
(De Vogli, Kouvonen, & Gimeno, 2014; Popkin, 2001; 
Stuckler, McKee, Ebrahim, & Basu, 2012). In addition, 
trade liberalization may affect human nutrition and 
health through a range of indirect effects—for exam-
ple, the inadvertent entry of emerging human, animal, 
and plant diseases via the food supply, as well as effects 
on income, employment, and industry restructuring 
in response to trade liberalization.

Similar to tobacco and alcohol, food has seen 
major shifts in patterns of trade across the world. 
According to the OECD, the share of global agri-food 
trade between countries with RTAs rose from 20% to 
40% between 1998 and 2009 (Bureau & Jean, 2013). 
Between 1980–1981 and 2006, world agricultural 
trade rose from $243 billion to $945 billion in real 
terms (Peterson, 2009). Between 1970 and 2001, gross 
world food imports, measured in terms of calorie 
equivalents, grew by almost 60%. The share of agricul-
tural production that is exported increased from 19% 
in 1971 to 40% in 2003 (Bloom, Canning, & Sevilla, 
2001). Exports from high-income OECD countries—
which are responsible for the vast majority of trade in 
processed products—more than doubled, increasing 
from $169 billion in 1995 to $363 billion in real terms 
in 2008. Exports from LMICs increased even more, 
tripling and even quadrupling during this time.

While increased trade can make energy- and 
nutrient-rich food more widely available, with conse-
quent benefits for the undernourished, this outcome 
also carries risks associated with over- consumption. 
Reductions in the prices of unhealthy foods (i.e., 
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foods that are calorie rich, nutrient poor, and/
or high in saturated fats and salt) compared with 
healthy foods, increased desirability and availability 
of unhealthy foods, worsening asymmetry between 
consumers and suppliers of foodstuffs, and growing 
urbanization and changes in lifestyle are all possible 
means by which trade liberalization could affect pop-
ular diets, especially those of poor populations. For 
instance, changes in trade policy in Central America 
have been directly linked to changes in the availability 
of meat, dairy products, processed foods, and temper-
ate (imported) fruits (Thow & Hawkes, 2009). Similar 
trends have been observed with the lowering of trade 
barriers between Mexico and the United States fol-
lowing the signing of the North American Free Trade 
Agreement (NAFTA), after which imports of corn, 
soybeans, sugar, snack foods, and meat products 
into Mexico increased significantly (Clark, Hawkes, 
Murphy, Hansen-Kuhn, & Wallinga, 2012). Such an 
impact has been especially documented in the Pacific 
Islands, where several studies have noted displace-
ment of traditional diets with high-fat imported 
foodstuffs and a concomitant increase in obesity rates 
and chronic diseases (Cassels, 2006; Evans, Sinclair, 
Fusimalohi,  & Liava’a, 2001; Hughes & Lawrence, 
2005; Thow & Snowdon, 2010).

Although the effects of the liberalization of food 
trade on food safety, availability (volume and variety), 
prices, quality, and marketing are not straightforward, 
and depend on the nature of the implementing legisla-
tion and other contextual factors (Thow, 2009), trade 
clearly plays a major role in influencing food prices. 
Prices are important because they affect incentives for 
food production and consumption. In practice, the 
effects of trade liberalization have varied, but trade 
has generally led to a lowering of the relative cost of 
energy-dense foods and diets (Drewnowski, Hanks, & 
Smith, 2010).

Finally, increased trade in advertising and other 
telecommunications services facilitates the commer-
cial promotion of highly processed foods (Nestle, 
2006). The ability to advertise and promote is a major 
“pull” factor for inward investment by large transna-
tional food corporations into LMICs. Processed foods 
are commonly advertised and marketed all over the 
world, using a wide range of communication chan-
nels and marketing techniques. Estimates from Asia 
suggest that food accounts for a significant proportion 
of child-targeted advertising, ranging from 25% in 
the Republic of Korea to 70% in Malaysia (Escalante 
de Cruz, Phillips, Visch,  & Bulan Saunders, 2004). 
Studies in Latin America suggest a high proportion of 

advertisements during children’s programming are for 
processed foods, such as sweetened beverages, candy, 
sugar-sweetened cereals, and chips (Chopra, Gal-
braith, & Darnton-Hill, 2002).

Trade and Toxic Substances. Trade in toxic sub-
stances (e.g., heavy metals, persistent organic pol-
lutants, and other substances that may have adverse 
health effects) has a long and well-documented his-
tory (Agege, 1985; Broad, 1981; Smith, 1980). In an 
unintended side effect, it is the stricter environmen-
tal protection in the industrialized countries that 
is contributing to the buildup of these hazardous 
wastes in the developing world. In the 1990s, gov-
ernments in the European Union, Japan, and some 
states of the United States set up recycling systems 
for hazardous substances, but many did not have 
the capacity to deal with the sheer quantity of mate-
rial collected or with its hazardous nature—in par-
ticular, the increased waste consisting of electronic 
devices (e-waste). Those devices often comprise 
a complex mixture of several hundred materials, 
many of which contain heavy metals such as lead, 
mercury, cadmium, and beryllium, as well as haz-
ardous chemicals (Singhal, 2005).

The prospect of earning foreign currency in return 
for importing international waste is attractive to 
LMICs. Unfortunately, these countries often have nei-
ther the technical expertise nor adequate facilities for 
safely recycling or disposing of such waste. Substan-
dard facilities contribute to the improper handling of 
hazardous waste in these countries. In addition, many 
employees at recycling facilities lack adequate protec-
tive equipment. As a result, workers in the recycling 
industry may develop a variety of health problems. 
For example, laborers who melt down car batteries 
may develop lead poisoning. When e-waste or polyvi-
nyl chloride (PVC) is burned, employees are exposed 
to cancer-causing dioxins and other toxic chemicals. 
Adverse health effects attributable to unsafe handling 
of hazardous wastes include mercury poisoning, birth 
defects and miscarriages, kidney disease, cancer, and 
even death. Exports of e-waste to LMICs are likely to 
increase unless greater support is given to initiatives 
that ensure that companies take greater responsibility 
for the recycling, reuse, or disposal of potentially haz-
ardous electronic products.

Trade and its effects on health—especially NCDs— 
specifically through trade in products has been facil-
itated to an extent by financial liberalization and 
foreign investment. While liberalization of financial 
markets lies beyond the scope of this chapter, some of 
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the main links between trade and foreign investment 
are summarized in EXHIBIT 20-4.

 ▸ Trade and Its Effects on 
Health Systems

In addition to having varied impacts on health status 
and risk factors for disease, trade has led to significant 
changes in the way in which health systems function, 
interact, and are financed. These effects have been 
created through trade in both goods—principally 
 pharmaceuticals—and services; both of which are 
explored in this section.

Trade in Pharmaceuticals
As outlined in the Pharmaceuticals chapter, phar-
maceuticals are a significant element of healthcare 
 expenditures, accounting for some 7% to 21% of such 
spending in HICs and 24% to 66% in LMICs. They 
are the single most important health-related product 
traded, representing some 55% of all health-related 
trade by value; by comparison, the share of the next 
most significant health-related goods traded, small 
devices and equipment, is 19% (Smith & Hanson, 2012). 

Over the last few decades the pharmaceutical 
industry, as a mainstay of modern medical care, has 
grown in both size and concentration. At the turn of 
this century, the industry earned some $500 billion in 
global sales, but by 2013 this amount had increased to 
$950 billion in current prices (Hanefeld, 2015). It is an 
industry dominated by TNCs, with the top 10 earn-
ing more than half of these total revenues (increasing 
from earning just one-third in 1995). This concentra-
tion of the industry in fewer, larger firms (TABLE 20-1) 
has been accelerated by a need to exploit economies of 
scale, given the increasing costs of research and devel-
opment (R&D); market positioning (especially with 
tighter regulation of pricing in HICs and emergence of 
markets in LMICs); the firms’ desire to broaden their 
portfolios (with less reliance on a single blockbuster 
drug); and acquisition of generic manufacturers to 
both reduce the cost of production and remove com-
petition, especially in India and in Asia more widely 
(Busfield, 2003; Lee, Yach, & Kamradt-Scott, 2011).

In general, however, despite increases in produc-
tion and consumption of pharmaceuticals in LMICs, 
the pharmaceutical industry retains a strong HIC 
focus. Both production and consumption remain 
concentrated in HICs. Moreover, many companies 
retain a national base and even identity in HICs (e.g., 

EXHIBIT 20-4 Facilitating Trade Liberalization: Foreign Investment

The expansion of trade has been facilitated by concomitant liberalization of financial markets and regulations related to 
advertising and promotion. Foreign direct investment (FDI) is an investment by an enterprise from one country into an 
entity in another, in which the parent firm owns a substantial, but not necessarily majority or controlling, interest. The 
foreign enterprise becomes an affiliate of the parent company, thereby creating or joining a transnational corporation 
(TNC). FDI is one of the mechanisms through which TNCs enter new markets, and it reflects a company’s intention to 
remain invested in the market over the longer term. It has played an unprecedented role in recent decades as a source of 
capital for economic growth and development in many LMICs, facilitated by increased opening of global capital markets 
since the 1990s.

The global financial crisis of 2008 saw a sharp decline in FDI, from approximately $2 trillion in 2007 to $1 trillion in 2009 
overall, although the drop-off was less marked in emerging economies. These trends are important for incidence and 
prevalence of NCDs, as FDI often takes the form of strong investments in tobacco, unhealthy food, and alcohol in emerging 
markets. For example, 10 of the top 100 TNCs (ranked by value of foreign assets) manufacture tobacco, food, or alcohol, 
as do a large proportion of the largest affiliates of foreign TNCs in emerging economies. There are also wider associated 
investments in other areas that may be hazardous for health, such as the disposal and recycling of hazardous waste. 

Clearly, substantial FDI can bring much-needed capital, skills, technology, and other benefits to local economies, 
encouraging further investment and providing support for infrastructure developments, increased foreign 
exchange earnings, and a general lift to the host economy. However, they may also lead to reduced health and 
safety standards, or compromise policies to protect public health. For example, FDI by TNCs involved in food 
processing may exert pressure against enhanced food labeling, development of nutritional standards, or costly 
improvements in production methods. With respect to tobacco, a study showed that British American Tobacco and 
Philip Morris—the world’s largest transnational tobacco corporations—are among the largest foreign investors in 
Russia and Moldova, where the companies have been able to negotiate tax breaks, exemptions from monopoly 
legislation, and other conditions beneficial to their business but not beneficial to public health (Gilmore &  
McKee, 2004).
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Pfizer as a U.S. company), with 75% of the industry 
concentrated in Europe, North America, and Japan. 
Importantly, the size and concentration of the indus-
try creates specific issues for trade policy and gov-
ernance, compared to other areas covered in this 
chapter that tend to be more diffuse and national in 
character.

A critical issue is the business model of pharma-
ceutical R&D: It front-loads the costs of drug discov-
ery, development, and licensing, with returns coming 
only after this substantive investment has been made, 
through the temporary monopoly provided by intel-
lectual property (IP) rights. IP rights—and patents 
more specifically—grant legal exclusivity as a compro-
mise to remove the disincentive to R&D, but also pro-
vide only a limited amount of time in which to recoup 
costs before the product faces competition (Smith, 
2003). Patents have been the mainstay of policy to 
ensure investment in pharmaceutical R&D, acting as 
guarantor of monopoly rents. However, the high price 
charged at a product’s launch and for several years 
thereafter creates problems for poorer countries and 
populations as they seek to access these medicines. 
Additionally, patents generate investments only when 
profitable markets exist; they do not work for drugs 
needed to address many of the diseases that prevail in 
LMICs (such as malaria). 

This clear tension between the need for incen-
tivizing private-sector funding of R&D and the need 
to use the drugs developed as widely as possible to 
meet public health goals was expressed as early as 
the 1970s. On one side, multinational pharmaceu-
tical producers based in HICs expressed growing 
concern over alleged “misappropriation” of their 
patented technology by enterprises based in LMICs. 
On the other side, LMICs expressed deep concerns 
about the imbalance between technological capacity 
and ownership of technology as occurred between 
HICs and LMICs. This dialogue played out in a series 
of negotiations at UNCTAD, the World Intellectual 
Property Organization (WIPO), and ultimately the 
GATT during the Uruguay Round of trade negotia-
tions. The last culminated in 1993, with the WTO’s 
Agreement on Trade-Related Aspects of Intellectual 
Property Rights (TRIPS) entering into force in 1995 
(Smith, Correa, & Oh, 2009).

The TRIPS agreement served as the catalyst for 
the change from the GATT to the WTO, as it moved 
beyond goods and into services trade. TRIPS estab-
lished minimum standards for protecting and enforc-
ing nearly all forms of IP (patents, trademarks, and 
copyrights) for WTO member states across all prod-
ucts, with standards derived from legislation in HICs. 
All member states are required to comply with these 

TABLE 20-1 Top Ten Pharmaceutical Companies in Rank Order by Sales Value, 2012

Corporation Headquarters Sales Value (U.S. $ million)

Novartis Switzerland 50,761

Pfizer United States 46,930

Merck & Company United States 40,115

Sanofi France 37,780

Roche Switzerland 35,069

GlaxoSmithKline United Kingdom 32,714

AstraZeneca United Kingdom 31,893

Johnson & Johnson United States 27,933

Abbott United States 26,715

Teva Israel 24,846

Data from IMS Health (2013)/IQVIA.
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standards, and where necessary to alter their national 
legislation to do so. In an important departure from 
previous conventions, pharmaceutical products were 
accorded full IP rights under TRIPS, and companies 
were granted the legal means to prevent others from 
making, using, or selling the new invention for a 
period of time—specified as 20 years.

There is a clear conflict between TRIPS and pub-
lic health. By their very nature, the monopoly rents 
afforded by patents are reflected in the final prod-
uct’s pricing, so they act as a barrier to affordability. 
A flashpoint on this issue occurred toward the end of 
the 1990s, concerning HIV/AIDS medications. The 
annual cost for treatment of persons with HIV/AIDS 
with life-saving medications at the beginning of the 
2000s was approximately $12,000 per year, putting 
the treatment beyond the reach of most public health 
systems and patients in the LMICs where the great-
est burden of HIV is found (Roemer-Mahler, 2010). 
At the same time, the patent provisions within TRIPS 
initially prevented the export and use of generic, less 
expensive versions of such intellectual property being 
made in India, where the largest capacity for generic 
pharmaceutical manufacturing exists. Even in coun-
tries where domestic manufacturing capacity existed, 
notably in South Africa, drug companies initially 
sought the protection of their intellectual property. 

For example, in South Africa, manufacturers of 
HIV/AIDS medications took the government to court 
over this issue in 1998. Subsequently, in 2001 the South 
African government sought to amend the South Afri-
can Medicines and Related Substances Control Amend-
ment Act, which would allow the import and use of 
less expensive generic versions of prescription drugs 
required to treat HIV/AIDS. The key clause stated that 
the government could find and “parallel import” the 
cheapest drug available globally and also grant “com-
pulsory licensing” to other companies to allow them 
to make copies of the patented drugs. The government 
argued that this policy was justified and acceptable 
under Article 8 of TRIPS, which states that in framing 
national laws, members “may adopt measures necessary 
to protect public health and nutrition, and to promote 
the public interest.” The prevalence of HIV/AIDS was 
such that the South African government felt that this 
article applied in this circumstance. Thirty-nine phar-
maceutical companies, including GlaxoSmithKline, 
Merck, and Roche, launched legal action against this 
amendment, arguing that it was a direct violation of 
their patent rights. Supported by nongovernmental 
organizations (NGOs) such as Health Action Inter-
national and Médecins sans Frontières, the case gen-
erated huge public pressure on the pharmaceutical 

companies, and the industry eventually withdrew the 
case. However, it left a lasting legacy in terms of its 
effects on TRIPS (Berger & Kapczynski, 2009).

Doha and Beyond
Attempts to address continued concerns related to 
public health protection under TRIPS led to the Dec-
laration on the TRIPS Agreement and Public Health—
known as the “Doha Declaration”—in November 
2001. This affirmed the right of WTO member states 
to interpret and implement TRIPS in a manner sup-
porting the protection of public health and, in par-
ticular, access to medicines (EXHIBIT 20-5). Critically, 
the Doha Declaration gave rights to countries to grant 
compulsory licenses and engage in parallel importa-
tion where a “public health crisis” made this necessary. 
Interestingly, countries have remained reluctant to use 
these available “TRIPS flexibilities” due to political 
pressures (Songkhla, 2009).

The comparatively limited application by coun-
tries of the TRIPS flexibilities has been repeatedly 
noted, including by the UN Secretary General’s High 
Level Panel on Access to Medicines, and countries’ 
right to use these flexibilities was explicitly affirmed 
as a target (3B) in the Sustainable Development Goals:

Support the research and development of 
vaccines and medicines for the communica-
ble and noncommunicable diseases that pri-
marily affect developing countries, provide 
access to affordable essential medicines and 
vaccines, in accordance with the Doha Dec-
laration on the TRIPS Agreement and Public 
Health, which affirms the right of developing 
countries to use to the full the provisions in 
the Agreement on Trade Related Aspects of 
Intellectual Property Rights regarding flexi-
bilities to protect public health, and, in partic-
ular, provide access to medicines for all.

Specific concerns have arisen regarding those 
countries unable to access medicines due to their lack 
of manufacturing capacity. Paragraph 6 of the Doha 
Declaration recognized that “WTO members with 
insufficient or no manufacturing capacities in the 
pharmaceutical sector could face difficulties in mak-
ing effective use of compulsory licensing under the 
TRIPs Agreement,” and instructed the Council for 
TRIPS to find an expeditious solution to this problem. 
In 2003, a waiver was temporarily introduced that 
allowed countries with limited or no manufacturing 
capacity to import medicines produced under a com-
pulsory license. For example, countries neighboring 
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South Africa were permitted to import medicines that 
had been produced in South Africa under a compul-
sory license. This “temporary waiver” became a for-
mal amendment to the TRIPS agreement in 2017, 
when two-thirds of WTO member states ratified the 
amended protocol (WTO, 2017b). It is hoped that this 
significant step will lead to much greater uptake of 
TRIPS flexibilities by the poorest countries facing the 
greatest barriers to access of medicines.

Three key issues continue to hinder improved 
access to medicines. The first issue is the inability of 
many countries, especially the very poor, to imple-
ment the “flexibilities” given their stark resource 

constraints. Even when medications are available at 
reduced cost, increased funding is still required for 
their purchase. 

The second issue is the undermining of the flex-
ibilities by provisions adopted under bilateral and 
regional trade agreements, known as “TRIPS-plus” 
measures, which are more restrictive than TRIPS and 
not bound by the flexibilities attached to TRIPS (Cor-
rea, 2006). TRIPS-plus refers to unilateral or bilateral 
trade negotiations in which standards beyond TRIPS 
(e.g., increasing patent life from 10 to 20 or 30 years, 
restricting compulsory licensing, removing the option 
to parallel import, and/or increasing exclusivity rights 

EXHIBIT 20-5 TRIPS Flexibilities

The patent represents a balance that governments establish between inventors and the wider public. Sometimes the 
government will determine that the balance between the patent holder and the public needs to be adjusted. That is, the 
exclusive rights being exercised by the patent holder are perceived as causing a difficulty that the public should not be 
expected to bear. The TRIPS agreement and the Doha Declaration set out a series of flexibilities designed for countries to 
redress these imbalances.

Compulsory licensing is a core component of a country’s patent law that is necessary to ameliorate potentially harsh 
consequences of patents on public health. The TRIPS agreement ultimately incorporated rules on compulsory licensing 
in Article 31. Article 31 addresses compulsory licensing by establishing procedural requirements for the granting of such 
licenses, without imposing restrictions upon the circumstances or grounds that justify the granting of such licenses. In 
terms of procedural requirements, Article 31 provides an accelerated or “fast track” mechanism when compulsory licenses 
are granted to address national emergency, in other circumstances of extreme urgency, or for public noncommercial use. 
The Doha Declaration on the TRIPS Agreement and Public Health, adopted on November 14, 2001, re-emphasized that 
governments may grant compulsory licenses on grounds of their own choosing, and that HIV/AIDS, malaria, TB, and other 
epidemics may constitute national emergencies.

Governments may also opt for parallel importation, which refers to authorization of importation of drugs under 
patent within the importing country that have been lawfully placed on the market outside the country. The TRIPS 
agreement authorizes WTO members to allow parallel importation of patented medicines, and this was confirmed by 
Paragraph 5(d) of the Doha Declaration. Parallel importation may help a country lower the cost of patented medicines 
because it allows for the purchase and importation of the lowest-priced version of the same medicine from anywhere 
in the world.

Although the basic concept of parallel importation is widely accepted, there are different schools of thought regarding 
the precise practices that are permitted. It is generally accepted that parallel importation covers patented products put 
on the market in any country by or with the consent of the patent holder. Some respected commentators take the view 
that pharmaceutical products lawfully placed on the market under compulsory license may also be parallel imported. 
Others have rejected this view on grounds that such products have not been placed on the market with the patent 
holder’s consent.

In some countries, such as South Africa, authorization of parallel importation of patented medicines is expressly 
incorporated in national legislation. In most countries, rules on parallel importation are made by judicial decision. If a 
country authorizes parallel importation of patented medicines, it typically must also authorize parallel importation using 
the patent holder’s trademark, since most pharmaceutical product packaging will also include a trademark or “brand name” 
of the patent holder. This is also permitted by the TRIPS agreement. Because originators may claim copyright protection for 
brochures or leaflets accompanying pharmaceutical products, it may also be useful to recognize parallel importation for 
copyrighted medical information as part of an authorization.

It is sometimes argued that parallel importation of pharmaceutical products does not actually reduce the price of 
medicines to consumers, because parallel traders and middlemen retain the price differential between imported and 
locally supplied products that should otherwise benefit consumers. However, the mere possibility of parallel imports of 
lower-priced medicines from foreign sources should exert downward pressure on local prices even if middlemen may 
absorb part of the price differential.
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over test data) are incorporated in exchange for trade 
concessions, particularly the promise of free access to 
markets for agricultural goods. Free trade agreements 
(FTAs), signed by the United States and European 
Union especially with a growing number of LMICs, 
have constituted one of the main routes for TRIPS-
plus standards to be implemented. For instance, both 
China and Argentina are on the “Priority Watch List” 
of Special Section 301 of the U.S. Trade Act, which 
applies pressure to those countries to introduce their 
own TRIPS-plus standards (Office of the United States 
Trade Representative, 2007). 

The third issue preventing greater access to phar-
maceuticals is the need to achieve an appropriate bal-
ance between ensuring access to medicines and creating 
incentives for drug development and innovation. To 
date, this balance has remained elusive. Most recently, 
the concerns over new antibiotic  production—how 

to incentivize R&D for new antibiotics when policy 
is also geared toward restricting their use—has pro-
moted new energy and processes to develop systems 
that move away from current IP restrictions, although 
none has yet been implemented (Hanefeld, Khan, 
Tomson, & Smith, 2017; O’Neill, 2016).

Trade in Health Services
Trade does not only affect health care through goods. 
Advances in information, communication, and travel 
technologies have meant that increasingly services, 
such as telecommunications and electricity, as well as 
health and finance, are traded across borders (Smith, 
Chanda,  & Tangcharoensathien, 2009). Trade in 
health services covers a wide range of areas, typically 
categorized according to the classification used in the 
WTO GATS (EXHIBIT 20-6). This model identifies four 

EXHIBIT 20-6 General Agreement on Trade in Services

GATS, like all other WTO agreements, is binding on all member countries that sign it. There are some obligations and 
exemptions associated with GATS. Member countries have the right to restrict trade in services if they find that it poses a 
threat to human health. Although GATS is legally binding, countries have the opportunity to pull out after three years of 
officially adopting the agreement. However, they may have to compensate trading partners.

GATS permits WTO members to design the scope of their market access and national treatment commitments 
(“commitments” here refers to the obligations that countries enter into under the trade agreements), should they decide to 
make such commitments. From the national implementation perspective, the specific commitments are more important 
than the general obligations because GATS makes modification of specific commitments difficult to achieve. In general, 
the number of sectors for which commitments are made is positively related to the level of economic development, 
although some anomalies exist with respect to the health sector. In that area, overall commitments are lower than in 
any other sector except education, yet far more LMICs than HICs have made commitments in health. This suggests that 
trade in health services is more common between LMICs. The low overall level of commitments may exist for a number 
of reasons: Many countries simply ratified existing trade arrangements, which in health have historically been rare; health 
is seen by pace setters for trade—the United States and the European Union—as having less comparative economic 
value (compared with telecommunications or financial services, for example); and for most countries both health and 
education are recognized as public goods and have historically been subject to significant government involvement.

It is difficult to measure the effects of GATS on health systems. Not only are data lacking, but it is also difficult to isolate 
the influence of GATS from the many other factors that affect health systems simultaneously. Trade through all of the 
GATS modes has the potential to benefit health systems, but there are concerns that these benefits may be concentrated 
among the wealthy, increasing inequities within the health sector. In this respect, three specific aspects of GATS have 
particular importance:

1. GATS applies to services provided in competition, so it excludes services provided in the “exercise of government 
authority.” While health services not supplied competitively fall outside GATS, if there is a combination of public 
and private providers, then the public providers are covered by GATS. This point is significant, as many health-
sector reform programs have introduced some element of health care that is provided through private entities but 
publicly funded.

2. Sectors that are opened may contain qualifications, such as limitations on foreign equity investment, size 
limitations on facilities, or exclusion from subsidy. However, GATS requires as an absolute general obligation that 
members extend to all other members the best treatment that they give to their most favored trading partner (the 
“most favored nation” principle).

3. GATS does not affect member rights concerning market regulation for social policy purposes, such as universal 
access to care, but it could affect which types of regulations are allowed. For example, the “necessity test” 

874 Chapter 20 International Trade and Health



modes of supply of services, each of which is over-
viewed in this section (Blouin et al., 2006):

 ■ Mode 1: Cross-border supply of services. This 
mode regulates the remote provision of health 
services, such as diagnostics and radiology, from 
one country to another.

 ■ Mode 2: Consumption of services abroad. This 
mode covers “health tourism,” the movement of 
people across borders to receive medical services.

 ■ Mode 3: Commercial presence. Mode 3 involves 
FDI from one country to another. In the health 
sector, it usually involves setting up private hos-
pitals and the presence of foreign insurance 
companies.

 ■ Mode 4: Presence of natural persons. This mode 
covers the temporary movement of people from 
one country to another. In the case of health ser-
vices, it would involve healthcare workers.

TABLE 20-2 summarizes these modes and the asso-
ciated types of trade.

Mode 1: E-Health
Mode 1 refers to the cross-border provision of medi-
cal services. This is primarily telemedicine, in which 
diagnosis or expertise is provided by, for example, 
a physician in a different country, or in which med-
ical records are transcribed by a service provider in 
another country (Smith, Chanda,  & Tangcharoen-
sathien, 2009). For instance, the shift from hard copy 
to digital imaging has enabled the remote storage, 
interpretation, and access of radiology images. Com-
panies in China, for example, now provide hospital 
diagnostic services via this kind of electronic means 
for patients in Macao, Taiwan, and other countries 

(Blouin et al., 2006). A recent review of telemedicine 
found that examples documented in the literature 
mainly relate to telepathology, telesurgery, emergency 
and trauma telemedicine, and teleradiology, and that 
exchanges across borders were mainly between physi-
cians consulting on patient cases, rather than between 
patients and physicians (Saliba et al., 2012). It identi-
fied cross-border supply of health services as driven 
by the need to address shortages in expertise predom-
inately in LMICs, highlighting the positive potential 
of this form of trade.

Trade within this mode presents several oppor-
tunities: increased healthcare delivery to remote 
and under-serviced areas; alleviating (some) human 
resources constraints in service delivery; enabling 
more extensive and cost-effective disease surveillance; 
improving quality of diagnosis and treatment; and 
upgrading skills, by disseminating knowledge through 
interactive electronic means. It also raises some risks—
namely, that such capital-intensive activity may divert 
resources from basic preventive and curative services, 
and that by largely catering to urban affluent popula-
tions, it may adversely impact on equity of access to 
services. Moreover, the implementation and use of 
e-health, even within national health systems, raises 
issues about the recognition of credentials and licen-
sure; legal liability and malpractice considerations, 
including provider insurance coverage; provider 
remuneration; patient privacy and confidentiality; 
the existence of enabling infrastructure and compat-
ibility of standards in areas such as data, images, and 
medical records; infrastructure and future operating 
costs; and the quality and appropriateness of care 
(Van Doosselaere, Wilson, Herveg,  & Silber, 2007). 
The primary concern, though, is that electronic trade 
requires appropriate telecommunications and power 

allows governments to deal with economic and social problems as they wish, provided that the measures and 
regulations are not more trade restrictive or burdensome than necessary. Obviously, much depends here on 
how “necessary” is defined.

Levels of activity and policy engagement in health-related services trade are growing under the combined influence 
of rising incomes in LMICs; demographic change, particularly population aging in LMICs and the ensuing pressures to 
contain health budgets; technological applications that facilitate the remote supply of an increasing range of health-
related services, including to isolated populations in LMICs; continued liberalization of investment in services; and 
growing demand for skilled medical personnel and their cross-border mobility. A growing number of LMICs, particularly 
middle-income countries, regard health services, especially those that can be combined with tourism-related activities, 
as a potentially significant source of foreign exchange earnings, foreign investment, and skills upgrading. In turn, 
they are devoting significant policy attention to building health-related export clusters, with some having developed 
targeted investment promotion strategies. Current, and especially future, rounds of negotiations may yield much greater 
engagement and commitments by countries under GATS.

Information on GATS negotiations and up-to-date information on levels of commitments can be found at https://
www.wto.org/english/tratop_e/serv_e/gatsqa_e.htm.
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infrastructure, which has led to developments in this 
mode becoming concentrated in countries that have 
this type of infrastructure, especially middle- and 
high-income countries.

Such remote supply of health services has the 
potential for impact on the health systems of both 
the countries contracting the services and the coun-
tries supplying them. The countries contracting the 
services can potentially improve the efficiency and 

the flexibility of their health systems if services can be 
carried out overnight—that is, if they are contracted 
to countries at a considerable time difference. More 
importantly, this has the potential to alleviate some of 
the staff shortages that some diagnostic services face. 
As some of these services are contracted to countries 
where salaries are lower, such as India, there is also 
potential for cost savings. In addition, this type of trade 
can increase the capacity of the country delivering the 

TABLE 20-2 Characterization of Trade in Health Services by GATS Modes of Supply

Trade in Health Services Trade in Ancillary Services
Trade in Goods Associated 
with Health Services

Mode 1:  
Cross-border 
supply

Telemedicine, including 
diagnostics, radiology

Distance medical education and 
training

Healthcare equipment

Medical transcription, back office Pharmaceuticals

Medical research tools and 
databases

Medical waste

Medical insurance Prosthesis

Mode 2: 
Consumption 
abroad

“Medical tourism” (i.e., 
voluntary trip to receive 
medical treatment abroad)

All activities associated with 
health tourism (e.g., transport, 
hotel, restaurant, paramedical, 
local purchases)

 

Medically assisted residence 
for retirees

Local medical education and 
training of foreign nationals

 

Expatriates seeking care in 
country of residence

   

Emergency cases (e.g., 
accident when abroad)

   

Mode 3: 
Commercial 
presence

Foreign participation or 
ownership of hospital/clinic or 
medical facilities (e.g., capital 
investments, technology tie-
ups, collaborative ventures)

Foreign-sponsored education or 
training centers

 

Foreign-sponsored medical 
research facilities

 

Mode 4: 
Presence 
of natural 
persons

Temporary movement of 
doctors and health personnel 
for the purpose of commercial 
medical practice

Temporary movement of 
doctors and health personnel for 
other purposes (e.g., education 
or training)
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services. The health systems of these countries, there-
fore, may benefit from increased profits and higher 
employment. At the same time, concerns have arisen 
that these services, and the higher salaries associated 
with them, may drive medical staff away from domestic 

services. Questions also exist about the quality of the 
services provided; the recognition of foreign degrees; 
and legal, malpractice, and liability issues related to 
telemedicine. EXHIBIT 20-7 provides an illustrative case 
study of e-health trade.

EXHIBIT 20-7 Offshore Medical Transcription and Other E-Services in the Philippines and India

Medical transcription (MT) is the process of interpreting/encoding electronically the oral dictation of health professionals 
regarding patient assessment, therapeutic procedures, diagnosis, and so forth. U.S. outsourcing is the main driver of the 
global MT business. Since the entry into force of the Health Insurance Portability and Accountability Act (HIPAA) of 1996, 
which provides guidelines for safeguarding patient medical data, the need for medical transcription in the United States 
has expanded rapidly, growing at 20% per year. At the same time, the number of transcriptionists in the United States has 
declined at a rate of 10% per year.

The Philippines
The first large MT company, Outsource Transcription Philippines, started in the late 1990s. As the third-largest English-
speaking nation in the world, with a large workforce, 94% literacy rate, and a strategic location with an ideal 12-hour time 
difference from the United States, the Philippines possessed key inherent advantages as a “first choice MT outsourcing 
destination” for the United States (Smith & Hanson, 2012, p. 183). Medical transcription is one of the five subsectors 
identified by the Philippines Department of Trade and Industry in its campaign to promote the country as a global 
hub for outsourced information technology (IT)–enabled services, carried out through the Center for International 
Trade Expositions and Missions (CITEM). The Philippines government has lent strong support to the MT industry by 
implementing an important e-commerce law, the Data Protection Bill (2006), and setting up the Information Technology 
and Electronic Commerce Council. The government has also sought to develop and expand the IT infrastructure of the 
country. Furthermore, the vast majority of companies exporting these services from the Philippines are ultimately 
owned by U.S. investors. 

In the case of Philippines–United States outsourcing, privacy concerns have recently begun to increase. While patient 
information is protected though service contracts between importing hospitals in the United States and exporting 
transcription companies in the Philippines, it is expected that an increasing number of U.S. insurers will move to a model 
that legally requires information to be stored in the United States.

India
India has considerable opportunities in many aspects of e-health, including teleradiology, telediagnostics, telepathology, 
intensive care, ophthalmology, dermatology, psychiatry, and, to some extent, continuous online remote monitoring. 
Telemedicine is provided to other countries by independent telemedicine providers as well as reputed Indian IT companies 
such as Wipro. The Apollo Group in India exports e-health services. It provides telemedicine services (e.g., consultation, 
diagnostic, telepathology, teleradiology) from its Apollo Gleneagles Hospital in Kolkata to patients in Bangladesh, Nepal, 
Bhutan, and Myanmar. It also provides telediagnostic and teleconsultation services from its center in Karaganda Oblastu 
in Kazakhstan to the Central Asian region. 

The United States and Singapore are also important markets for Indian telemedicine. The client base in the United 
States for leading Indian telemedicine providers has expanded from one hospital to 60 hospitals in just a few years. The 
National Healthcare Group of Singapore has contracted with telemedicine institutions in India to provide teleradiology 
services to designated hospitals in Singapore. Contracts have also been signed with Malaysia and with Dubai. India’s 
potential in cross border e-health provision is driven by its cost advantages and the fact that specialized medical staff and 
doctors are involved in reporting and interpretation work (Chanda, 2008).

In addition to telemedicine, India exports health services in other forms through mode 1. It is an attractive market for 
outsourcing of healthcare business processes such as medical transcriptions, billing, coding, and data conversion, with potential 
to provide cost savings of 20% to 30% for client companies. For instance, Apollo has partnered with Health Services America 
and Med Staff International in the United States for billing, documentation of clinical and administrative records, coding of 
medical processes, and insurance claims processing for Medicare/Medicaid-claim policy holders and third-party administrators. 

Outsourcing of pathology services is also emerging as a huge opportunity due to the high cost differential in India. 
Some Indian research labs and contract research organizations provide sophisticated tests such as molecular diagnostics 
for autoimmune disorders, cytogenetics, and diseases related to abnormalities in chromosomes and hormones. Some 
laboratories are able to offer a wide test menu of more than 1,500 tests under one roof.
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Mode 2: Medical Tourism
Mode 2 is defined as the consumption of health 
services abroad. It is the most prevalent and long- 
standing form of trade in health services. Commonly 
referred to as medical travel or medical tourism, 
mode  2 involves the movement of consumers from 
one country to another for purposes of diagnosis, 
treatment, and rehabilitation and follow-up services. 

Estimates of the number of medical tourists glob-
ally per year vary tremendously depending on the 
source, from a lower bound of 5 million to an upper 
bound of more than 40 million, with intermediate esti-
mates putting the number at approximately 14 million 
per year. The financial value of mode 2 in health ser-
vices trade is difficult to pin down, but conservative 
estimates place it in the range of $60 billion to $100 
billion annually. According to McKinsey, 25% to 30% 
of these patients are expatriates, another 30% to 35% 
are seeking emergency care, and the remainder are 
patients who go abroad to seek treatment (Lunt, Hors-
fall, & Hanefeld, 2015). These numbers and values are 
much debated, as highlighted by Helble (2011), and 
currently no reliable data are available for global vol-
ume and flow of medical tourism (Lunt et al., 2015). 
This is particularly the case because medical treatment 
of travelers often takes place in the private sector, 
where companies may be reluctant to share commer-
cial information.

Trade in mode 2 in health services is driven by 
differences in cost, quality, and availability of treat-
ment across countries. Other factors include natural 
endowments; existence of alternative medicines and 
treatment procedures; long waiting lists for treat-
ment in the source country; and cultural, linguistic, 
and geographic proximity between the sending and 
receiving countries. An in-depth study of outbound 
U.K. patients revealed that while factors such as cost, 
perceived quality and availability (including regula-
tion and laws around treatment), and cultural affinity 
are important, so are interpersonal networks in deter-
mining where patients travel for treatment (Hanefeld, 
Lunt, Smith, & Horsfall, 2015).

In principle, medical travel occurs in all direc-
tions among high-, middle-, and low-income coun-
tries. In the absence of “hard” data, an initial common 
assumption has been that patients from HICs travel to 
LMICs to access cheaper health services there (Lunt, 
Horsfall, Exworthy, Smith, & Hanefield, 2013). Never-
theless, a small but increasing number of regional and 
national studies have revealed a much more diverse 
pattern (Bustamante, 2014; Crush & Chikanda, 2015; 
Hanefeld, Horsfall, Lunt,  & Smith, 2013; Lautier, 
2008; Noree, Hanefeld, & Smith, 2016). It is common 

for affluent patients in LMICs to seek specialized 
high-quality treatment overseas in HIC hospitals or 
in neighboring LMICs with superior healthcare stan-
dards (Hanefeld et  al., 2013). For example, over the 
past decade there has been an increase in Nigerian 
patients seeking treatment in the United Kingdom, 
and in patients from the Middle East seeking treat-
ment in Thailand (Noree et al., 2016). It is also com-
mon for persons in HICs to seek quality treatment at 
a fraction of the cost in LMICs, or to seek alternative 
medicines and treatments and take advantage of natu-
ral endowments in LMICs. For instance, patients from 
developed countries such as the United States and the 
United Kingdom can get bypass surgeries or trans-
plants done at one-fourth or one-fifth of the cost in 
high-quality corporate and super-specialty hospitals 
in middle-income countries such as India, indicating 
the tremendous scope for gains from trade due to cost 
differences (EXHIBIT 20-8 describes medical tourism in 
Thailand as an example). In addition, legislative dif-
ferences and the availability of types of treatment have 
led to certain countries becoming known for areas of 
treatment—for example, fertility treatment and surro-
gacy in India (Whittaker, 2010). 

Along with the travel of more affluent patients, 
increasing evidence suggests that a significant amount 
of cross-border trade in services involves the general 
population moving between LMICs, such that peo-
ple cross land borders in search of treatment either 
at small-scale private providers or in the public sec-
tor (Crush & Chikanda, 2015). Research suggests that 
these patients are far from the empowered affluent 
consumers commonly associated with medical tour-
ism, but rather are poorer members of the population 
seeking to access services and medicines unavailable 
in their countries of origin. Studies have, for example, 
focused on patients from Indonesia accessing services 
in Malaysia (Ormond, 2013), or patients from neigh-
boring countries seeking treatment in South Africa 
(Vearey et al., 2016; Walls et al., 2015).

In addition to this trade in health services driven 
by individual motivation, governments have devel-
oped their own mode 2 schemes, whereby a country 
seeks to import health services for its population to 
address unmet needs. This has been the case in small 
island states such as the Maldives, for example, as they 
seek to achieve universal health coverage (Suzana & 
Chongsuvivatwong, 2015). 

In sum, the different types of trade in health ser-
vices under mode 2 and the pathways by which people 
travel or services are imported vary greatly, as do the 
health and health systems impacts associated with these 
flows. Common concerns have related to the equity 
impact on health systems of countries receiving medical 
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tourists (i.e., exporting health services). Other criti-
cisms have focused on potential cost increases in the 
private sector for domestic patients (Noree, Smith, & 
Hanefeld, 2014), internal brain drain within countries 
from the public to the private sector owing to the focus 
on serving wealthier medical tourists (Lautier, 2008), 
and the ethical issues when gametes or organ donations 
are sought from poorer people in LMICs (Whittaker, 
2011). A persistent challenge to addressing some of 
these issues has been the lack of an international gov-
ernance structure tackling the issues arising in mode 2 
(Hanefeld, Mandeville, & Smith, 2017).

Mode 3: Commercial Presence/FDI
Health services can be traded through commercial 
presence (mode 3), wherein hospitals, clinics, diag-
nostic and treatment centers, and nursing homes may 
be established across countries. In some cases, joint 
ventures, alliances, and management tie-ups may be 
forged between healthcare organizations across coun-
tries and regional networks of healthcare providers 
that are engaged in delivering health care through 
modes 1 and 2. Such arrangements may involve 
acquisition of facilities, management contracts, and 

licensing arrangements with some degree of local par-
ticipation. Although conventional data from balance 
of payments statistics do not provide information on 
this mode of trade in health services, available infor-
mation such the Foreign Affiliates Trade in Services 
Statistics (FATS), which cover a variety of indicators 
(exports, imports, sales, turnover, and employment) 
regarding the activities of foreign companies in over-
seas markets, indicate that health services FDI has 
been growing in significance over time.

Traditionally, HICs have been the leading sources 
and destinations for FDI in health service. However, 
over the past decade, a growing number of LMICs 
have also emerged as host nations. The value of merg-
ers and acquisitions in health and related social ser-
vices reached $14 billion in 2006 in terms of sales 
transactions, with diversification of source and recip-
ient markets occurring over the years. Transnational 
hospitals and healthcare providers with both regional 
and global presence have emerged in recent years, 
with several middle-income country health services 
firms based in Asia and Africa entering foreign mar-
kets through investment, mergers, and acquisitions of 
service providers and hospitals. It is also interesting to 
note the emergence of South–North and South–South 

EXHIBIT 20-8 Medical Tourism in Thailand

Thailand has long been recognized as prime medical tourism destination. Since 2003, the Thai government has explicitly 
sought to make Thailand a destination for foreign patients, in an effort to increase government revenues.

An initial evaluation of the Thai policy reported that income from medical tourists contributed as much as 0.4% of 
Thai’s GDP, with 1.2 million international patients visiting the country annually by 2006 (NaRanong & NaRanong, 2011). 
However, a large cross-sectional study of foreign patients in Thailand’s five largest private hospitals published in 2016 
provided greater detail and nuance on the shape and size of medical tourism in Thailand (Noree et al., 2016). Importantly, 
it suggested that the actual number of patients visiting Thailand was smaller than previously thought.

The 2016 data revealed that, on a regional basis, the largest number of medical tourists came from the Middle East, 
followed by Southeast Asia and Europe. The United States ranked third in terms of country of origin, however, with 7.5% 
of all medical tourists coming from that country. These findings highlighted the regional aspect of medical tourism.

Analysis of the conditions for which patients traveled also revealed a clear pattern. Middle-aged male patients from 
the Middle East predominantly traveled for heart procedures, while women from Southeast Asia traveled for cosmetic and 
fertility treatments, and Europeans tended to purchase digestive and orthopedic procedures. Other patterns included the 
finding that almost all medical tourists from Australia were female, visiting Thailand for cosmetic surgery only.

In terms of medical tourism’s contribution to the Thai economy, the research found that many patients engaged in 
significant tourism activities, with short medical treatments as “add-ons.” Indeed, a survey among medical tourists identified 
that their tourist expenditures (on accommodation, food, and activities) were higher than the tourism expenditures of 
nonmedical tourists, indicating the former are particularly lucrative. Using the estimated numbers and expenditures, 
Noree et al. (2016) concluded that the gross tourism revenues from medical tourists and their companions in 2012 was 
approximately $900 million.

Taken together, these study findings confirm that Thailand is a key destination for medical travel, albeit on a modest 
scale. They also suggest net benefits to the economy may be substantially smaller than previously thought, highlighting 
the need for good-quality data. As for health systems impact, there has been little evidence of a substantial internal brain 
drain from this practice: Doctors working within the private sector continue to also work in the public sector, and private 
clinics cater to both domestic and foreign patients. At the same time, private hospitals do draw on publicly trained 
human resources.
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flows of capital in health services, as highlighted in 
TABLE  20-3. The bilateral pattern of investment indi-
cates the significance of factors such as geographic and 
cultural proximity, regional markets, growth dynam-
ics, and market size.

EXHIBIT 20-9 highlights the growing regional and 
global presence of healthcare providers from selected 
high-, low-, and middle-income countries, and pro-
vides more detail on some of the firms shown in 
Table 20-3. Entry into overseas markets has taken place 
through joint ventures, franchises, greenfield invest-
ments, acquisitions, tie-ups, contractual arrange-
ments, and public–private partnerships. Linkages are 
also evident with other forms of health services trade.

The growth of the foreign commercial presence 
in health services has been mainly driven by the rel-
atively recent opening of the health sector to partic-
ipation by foreign hospitals, diagnostic centers, and 
clinics, as well as privatization and deregulation of 

the healthcare sector in many countries. For instance, 
Indonesia allows Singaporean, Australian, and Cana-
dian firms to operate in its market. India has permit-
ted automatic approval for 100% FDI in hospitals since 
2000. Between 2000 and 2006, nearly 100 FDI projects 
in hospitals and diagnostic centers were approved in 
India, representing a total of $53 million in invest-
ment from high-, middle-, and low-income country 
sources. Thailand’s open FDI regime for hospital ser-
vices has resulted in several part-foreign-owned hos-
pitals, mainly in the Bangkok area, with investments 
from Japan, Singapore, China, Europe, and the United 
States being funneled to the country’s healthcare sec-
tor. Cambodia permits cross-border investment in 
hospital services and foreign ownership; it also per-
mits management of private hospitals and clinics as 
long as at least one director is a national. Foreign firms 
are allowed to provide dental services through joint 
ventures with Cambodian legal entities.

TABLE 20-3 Recent Acquisitions of Healthcare Providers Involving Non-OECD Countries

Year Investor Subsidiary
Exporting 
Country

Importing 
Country

Value of 
Investment

Nature of 
Investment

2006 Netcare General 
Healthcare 

South Africa United 
Kingdom 

£2.2 billion  
(~ $2.5 billion)

52.6% stake 

2007 Mediclinic Emirate 
Healthcare 
Holdings 

South Africa United Arab 
Emirates 

$46.4 million 49% stake 

2007 Mediclinic Hirslanden South Africa Switzerland $2.4 billion 100% stake 

2005 Bumrungrad 
International 

Asian Hospitals Thailand Philippines 45.5% stake 

2006 Bumrungrad 
International 

Bumrungrad 
Hospital Dubai 

Thailand United Arab 
Emirates 

49% stake 
(joint venture 
with Istithmar) 

2007 Bumrungrad 
International 

Asia Renal Care Thailand Singapore 
(operates 
clinics in 
6 Asian 
countries) 

$75 million 100% stake 

2005 Apollo 
Hospitals 

Apollo Hospitals 
Dhaka 

India Bangladesh $35 million 100% stake 

2005 Parkway 
Healthcare 

Pantai Hospitals Singapore Malaysia $139 million 31% stake 

Reproduced from Mortensen, J. (2008). International trade in health services-assessing the trade and the trade-offs: DIIS Working Paper no 2008/11. https://www.diis.dk/node/1587
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EXHIBIT 20-9 International Health Services Provider Firms

Singapore
The Parkway Healthcare Group is the biggest investment group for health care in Singapore and one of the largest 
healthcare organizations in Asia. It created Gleneagles International as an international brand. The company has been 
interested in acquisition of hospitals in Singapore, building up a base there, and entering countries such as India, 
Indonesia, Malaysia, Sri Lanka, and the United Kingdom, mostly through joint ventures with local partners. It entered the 
Indian healthcare market in 2003 through a joint venture with the Apollo Group and built the Apollo Gleneagles Hospital, 
a multispecialty hospital at a cost of $29 million. It has formed a joint venture with the Mumbai-based Asian Heart Institute 
and established a research center to provide medical excellence. It is in the process of setting up a specialized heart 
hospital in London.

The Singapore-based Raffles Medical Group is building strategic alliances through triangular business associations with 
healthcare organizations from high- and middle-income countries. It is venturing into low-income countries in partnership 
with host country investors.

Thailand
Bumrungrad Hospital in Thailand has entered into management contracts with hospitals in Bangladesh and Myanmar. It 
has formed a joint venture with a hospital in the Philippines. Bangkok Hospital has 12 branches in Southeast and South 
Asia, located mostly in tourist towns.

India
The Apollo Group of Hospitals has centers of excellence in several countries, including Nepal, Sri Lanka, Ghana, and 
Bangladesh. It has also entered into contract-based management of hospitals or clinics in the United Arab Emirates, 
Oman, Kuwait, Mauritius, Malaysia, Sri Lanka, and Nigeria. It has established a telemedicine center in Kazakhstan. Apollo 
Hospitals has a joint venture with Amcare Labs, an affiliate of Johns Hopkins International, to set up a diagnostic laboratory 
in Hyderabad.

South Africa
South African health services firms are present in the United Kingdom, Switzerland, and the United Arab Emirates, and 
are also the main source of regional FDI in southern Africa. Some major firms include Netcare, MediClinic, Life Healthcare, 
and the Afrox Health Care Group. MediClinic owns private hospitals in Namibia; Life Healthcare operates private hospitals 
and clinics in Botswana; and the Afrox health care group has operations in Botswana, Namibia, Zambia, and Mozambique. 
Netcare has a public–private partnership with the Lesotho government to build a hospital, refurbish two feeder clinics, 
and run clinical services for the government.

China
The public and private sectors in China have jointly developed a strategy to attract foreign health providers to set up 
a commercial presence. Chinese institutions have entered into joint ventures with partners in the medical profession 
and with local authorities overseas. Traditional Chinese medicine (TCM) facilities have been established in more than 20 
countries. Such joint ventures help spread TCM overseas, enable the deployment of Chinese health workers and their 
exposure to other systems under contractual arrangements, and help attract patients to China.

Other Countries
The large U.S. corporate healthcare sector, which owns for-profit hospitals, has entered foreign markets mainly through 
small specialized clinics, such as eye clinics, rehabilitation centers, and outpatient clinics. U.S. firms typically enter these 
markets through joint ventures with local specialist doctors or surgeons.

Columbia Asia Group, a Seattle-based hospital services company, is a worldwide developer and operator of community 
hospitals. It has started the first American-style medical center in Bangalore.

The Fresenius Medical Care group (FMS) is headquartered in Germany and is one of the leading foreign healthcare 
providers in the United States. FMS has operations in Belgium, France, Italy, the Netherlands, Portugal, Switzerland, and 
the United Kingdom. It has affiliates in Australia, Singapore, Malaysia, Thailand, Korea, Taiwan, Philippines, Hong Kong, and 
Japan, and representative or branch offices in New Zealand, India, Indonesia, and China.

Reprinted from Chanda, R., & Bhattacharjee, A. (2014). International movement of capital in health services. In A. J. Culyer (Ed.), Encylopedia of health economics (pp. 108–118). New York, NY: Elsevier. 
Copyright © 2014, with permission from Elsevier.
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Nevertheless, numerous regulatory barriers 
restrict mode 3 trade in health services. These con-
straints include limits on foreign equity participation; 
limits on type of foreign commercial presence; eco-
nomic needs tests; authorization, certification, and 
licensing requirements; discriminatory taxes; and 
technology collaboration and transfer conditions.

The impact of foreign commercial presence in 
health services can be seen in its effects on capacity, 
quality, and equity. The literature indicates that these 
effects are shaped by the existing structure of the health 
system, its public–private mix, and the national regula-
tory environment. In terms of its implications for effi-
ciency, mode 3 trade in health services can augment 
a country’s health resources by bringing in additional 
financial resources, enabling capacity expansion, and 
alleviating the pressure on government budgets. On 
the downside, it could create inefficiencies by encour-
aging overinvestment of resources in high-end and 
highly capital-intensive and specialized treatments 
and procedures with lower cost- effectiveness, while 
diverting funding from basic healthcare services. 
Likewise, it could lead to long-term outflows of pay-
ments to foreign investors, along with direct and indi-
rect subsidization costs for incentives given to foreign 
investors.

On the quality front, foreign commercial presence 
in hospitals and health management may improve 
the quality of national health systems through the 
introduction of better management techniques and 
information systems; better technology, equipment, 
and infrastructure; and improved standards and 
accreditation. There could also be positive spillover 
effects on the standards and practices of domestic 
establishments. Such improvements in the quality of 
the domestic healthcare system and presence of for-
eign healthcare providers of global standards could, 
in turn, benefit the country by reducing its residents’ 
spending on expensive treatments overseas. These 
gains are contingent on the regulatory environment’s 
ability to ensure quality and standards, the ease with 
which technology and equipment can be accessed, 
and the spillovers to the rest of the healthcare system.

Likewise, mode 3 trade in health services has 
mixed implications for equity. If such establish-
ments cater to the urban and affluent segments of 
the population who can afford to pay, then they may 
aggravate existing inequities in access to health care. 
Such establishments are more likely to focus on ter-
tiary care, specialized treatments, and curative and 
 intervention-oriented procedures rather than pri-
mary and preventive healthcare needs. There may be 
cost implications as well, if foreign-owned and man-
aged health providers charge higher fees. Foreign 

investment in health services, particularly in hos-
pitals, could also distort the healthcare market by 
encouraging a brain drain—that is, the movement of 
the most qualified and specialized health personnel 
toward such establishments and away from domestic 
establishments owing to offers of better pay and facil-
ities. This could adversely affect the quality of medical 
human resources in competing institutions, particu-
larly  public-sector hospitals. 

On the bright side, there could be positive effects 
on equity through the creation of employment oppor-
tunities in the healthcare sector at all levels, with 
better remuneration, especially for specialized and 
senior medical professionals. Such establishments may 
attract overseas medical professionals and returnees 
who are internationally accredited, thereby augment-
ing the human resources capacity and quality in the 
host country. Once again, factors such as the extent of 
health insurance penetration, the public–private mix 
in the healthcare system, and regulatory requirements 
on pricing and access for the poor will shape the equity 
consequences of mode 3 trade in health services.

Mode 4: Migration of Healthcare Workers
Health services can also be traded through the tempo-
rary movement of health personnel (mode 4), includ-
ing doctors, specialists, nurses, paramedics, midwives, 
technicians, consultants, trainers, health management 
personnel, and other skilled and trained professionals. 
Today, much of cross-border mobility of health pro-
viders does not constitute mode 4, but rather involves 
permanent migration. Mode 4 trade in health services 
is a subset of such movement, which is temporary in 
nature, usually occurring under bilateral contracts 
between institutions and/or governments and aimed 
at addressing shortages such as of nurses or specialists 
in the receiving market (Kingma, 2007). As with other 
modes of health services trade, it is difficult to estimate 
the value of mode 4 trade in health services, as statis-
tics on these flows are rare. This is especially the case 
in terms of delineating temporary from permanent 
cross-border movement in the health sector aligned 
with the guidelines laid down in the Manual on Ser-
vices of International Trade in Services (MSITS).

Notwithstanding the limited data, existing mobility 
patterns clearly indicate that both HICs and LMICs are 
engaged in health services trade via mode 4. There are 
mode 4 exports on short-term contracts from LMICs 
to HICs, such as from India and the Philippines to 
countries in the Persian Gulf region, or from Cuba to 
countries in Africa and the Caribbean (Eastwood et al., 
2005). The Middle East is an important host market for a 
wide range of health professionals from high-, middle-, 
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and low-income countries, including doctors, nurses, 
x-ray technicians, lab technicians, dental hygienists, 
physiotherapists, and medical rehabilitation workers. 
TABLE 20-4 highlights some of the individual “push” and 
“pull” factors that help explain the pattern of movement 
of health workers under mode 4 (Eastwood et al., 2005).

An important aspect of mode 4 trade in health 
services is managed mobility through bilateral and 
regional trade and economic cooperation arrange-
ments (Buchan, 2006; Plotnikova, 2014). Some of 
these arrangements are narrow in their focus, with 
their objective being to facilitate movement of health 
providers. Others go beyond the issue of mobility to 
address a wide range of associated issues including 
recruitment, return and reintegration, recognition of 
qualifications, harmonization of standards and train-
ing, and capacity building. Some arrangements also 
address aspects such as cooperation in health sys-
tems development and best practices for induction, 
training, and treatment of foreign health profession-
als. These types of agreements reduce the need to use 
commercial recruitment agencies by relying on coop-
eration between recognized agencies/institutions in 
the sending and receiving countries, thereby narrow-
ing the risk of exploitation of migrating professionals, 
enabling greater transparency in the mobility pro-
cess, and shifting much of the mobility costs from the 
migrating individual to the client. A broader objective 
of some of these arrangements is to create win–win 
possibilities for both the receiving and sending coun-
tries through health worker mobility and to avoid 
the negative consequences that arise from long-term 
migration of health services providers.

Examples of arrangements that address health 
worker mobility in a broad-ranging manner are CAR-
ICOM and the Caribbean Free Trade Agreement 
(CARIFTA) (Stilwell et al., 2004). The focus of these 
agreements in the context of mode 4 trade in health 
services is regional collaboration and regionally man-
aged migration. This includes a nursing campaign 
within the Caribbean to increase the supply of nurses 
within the region and measures to improve human 
resources management so as to retain and attract back 
nurses (Salmon, Yan, Hewitt, & Guisinger, 2007). To 
augment the regional supply of nurses, the mem-
ber countries are collaborating on training capacity, 
including establishing distance education programs at 
the BSc and MS levels in nursing, a mentorship pro-
gram directed at recruitment and retention of nurses, 
and a regional training program for nurses. To improve 
human resources management of nurses, a regional 
convention on nursing has sought to address issues 
related to the work environment. In addition, region-
ally coordinated incentives have been created to value 
nursing and to improve the utilization and deployment 
of nurses through a workload measurement system. 

There is a regionally managed migration program 
between countries such as St. Vincent, which trains 
healthcare providers for export, and countries such as 
Jamaica and Trinidad and Tobago, which have short-
ages of such workers (Salmon et  al., 2007). Skilled 
professionals across many sectors, including health 
care, are encouraged to work in other countries of the 
region on a rotational basis for three years, and then 
return to the home country. To facilitate the move-
ment of health professionals within the region without 

TABLE 20-4 Push and Pull Factors in International Markets for Skilled Health Workers

Push Factors Pull Factors

Low pay; late payment and non-payment

Low job availability
 Poor working conditions (inadequate resources; high 

workload; poor human resources planning)
Lack of resources to work effectively
Limited career opportunities
 Limited educational opportunities for workers and 

children
High prevalence of HIV/AIDS
Unstable/dangerous work environment
 Unstable general political environment: risks of political 

and criminal violence
Economic instability

Higher pay
Opportunities for remittances
Vacancies
Better working conditions

Better resourced health systems
Career opportunities
 Provision of post-basic education; good general 

education system
Low prevalence of HIV/AIDS

Political stability
Low crime rates
Economic stability

Reproduced from Smith, R. D., & Hanson, K. (Eds.). (2012). Health systems in low- and middle-income countries: An economic and policy. Oxford, UK: Oxford University Press.
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compromising the quality of health services, initiatives 
have been launched, with the involvement of nursing 
associations and regulatory bodies in member coun-
tries, to harmonize educational standards and entry 
requirements in the profession. For instance, nurses in 
all of the English-speaking Caribbean countries sit for 
the same registration examination. 

Overall, the Caribbean strategy is multifaceted. It 
covers aspects such as recruitment, retention, train-
ing, utilization, deployment, work terms and condi-
tions, management practices, and long-term human 
resources development in the health sector. It also 
attempts to pool regional resources in the health sec-
tor and to address human resources imbalances within 
the region through managed migration policies, sup-
plemented by efforts to develop regional capacity 
through training programs (with the aid of technol-
ogy) and improved human resources management.

Other preferential agreements that address the 
issue of temporary mobility of healthcare providers, 
but are not as broad ranging as the aforementioned 
Caribbean arrangements (Kanchanachitra et  al., 
2011), include the Japan–Philippines Economic Part-
nership Agreement (JPEPA) and the India–Singapore 
Comprehensive Economic Cooperation Agreement 
(CECA). Under the JPEPA, one of the major issues 
negotiated was the easing of restrictions in Japan’s 
labor market to accommodate more Filipino health-
care professionals. Following difficult negotiations on 
this issue, Japan agreed to allow a limited number of 
nurses—100 in the first year—to stay beyond the cur-
rent four-year time limit if they acquired a Japanese 
license and underwent vocational training. Japan also 
insisted on Japanese language proficiency require-
ments as an eligibility condition for entry. However, 
the program was not deemed a success, in part due to 
low uptake (Yagi, Mackey, Liang, & Gerlt, 2014).

An important regulatory issue that has been 
addressed in some economic integration arrangements 
is mutual recognition and harmonization of quali-
fications. In the European Union, several directives 
relate to the facilitation of free movement of doctors, 
nurses, pharmacists, and other health professionals 
and mutual recognition of their diplomas, certificates, 
and evidence of other formal qualifications, among 
the member countries. These directives provide mech-
anisms for convergence and coordination. They entitle 
any EU physician who has completed basic training 
in a member state and who holds a recognized qual-
ification to be automatically registered in any other 
member state. The sectoral directives are based on 
the principle of mutual confidence and comparabil-
ity of training levels. This mindset is reflected in the 

“Recognition of Foreign Professional Qualifications 
Act,” which requires EU member states to consider 
the practical experience of an individual in the pro-
cess of recognition of qualifications. Where there are 
major structural differences in training requirements, 
the host country is entitled to require compensation 
through an adaptation period or an aptitude test.

In other regions, mutual recognition of qualifica-
tions has also been an important issue in the context 
of mode 4 trade in health services. Under the ASEAN 
Framework Agreement on Services, which aims at 
achieving an FTA in services by 2020, one of the seven 
priority sectors is health services (Kanchanachitra 
et al., 2011). Nevertheless, challenges have emerged in 
operationalizing this mutual recognition among the 
member countries due to differences in educational 
standards and programs, regulatory systems and 
licensing practices, and language and culture.

Likewise, under the India–Singapore CECA 
(Chandra, 2010), visa restrictions have been eased 
for Indian professionals in 127 categories, including 
for medicine and nursing. The two governments have 
decided to mutually recognize degrees for the pur-
poses of issuing multiple entry visas. This decision 
reflects a synergy of interests regarding the mobil-
ity of health workers: India is interested in overseas 
deployment of its healthcare professionals, while Sin-
gapore needs foreign health personnel to meet its local 
requirements for care (Chandra, 2010).

In addition to trade and cooperation agreements, 
sector-specific bilateral labor agreements may be cre-
ated to address health worker mobility. For instance, 
Cuba has signed bilateral agreements with various 
countries in the Caribbean and in Africa. It provides 
doctors to these countries to address domestic short-
ages in underserved areas (Feinsilver, 2009). It also 
sends health personnel to these countries to help 
enhance host country capacity through the provision 
of training to local personnel. Cuba has such agree-
ments with Botswana, South Africa, Namibia, and 
Zimbabwe. The agreement between Cuba and Guy-
ana involves broad cooperation in terms of human 
resources deployment and educational exchange in 
the health sector. For example, for more than 20 years, 
a Cuban medical brigade has provided its services 
in Georgetown, Guyana, and other locations of that 
country. Cuban specialists founded the medical school 
in Georgetown, Guyana (Blouin et al., 2006).

Interlinkages Between Modes
Although each delivery mode for health services 
trade has been discussed separately in the preceding 
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subsections, the considerable links between these 
modes should be recognized. For example, Cuba has 
used joint ventures with Canadian, German, and 
Spanish companies (mode 3) to attract patients from 
these countries for specialized treatments (mode 2). 
This trade has helped establish Cuba as a hub for tele-
consultation and telediagnostic services (mode 1) to 
the Central American and Caribbean market and has 
led to the establishment of specialized Cuban clinics 
in Central and Latin America (mode 3), where Cuban 
physicians and nurses are employed (mode 4). Thus, 
health services trade should be considered as an inte-
grated package to appreciate fully the potential risks 
and opportunities presented (Chanda, 2006). 

Other examples highlight the scope for such 
linkages. A mix of modes is evident where South 
African hospital companies have succeeded in win-
ning healthcare contracts abroad, including with the 
United Kingdom’s National Health Service. Netcare 
established its presence in the United Kingdom in 
2001. The company has sent teams of medical person-
nel from South Africa to its U.K.-based establishments 
for fixed periods, thereby enabling its employees to 
work 4 to 6 weeks at a time abroad, get exposure to 
opportunities overseas, and supplement their income 
with fixed-term contracts abroad.

India’s Apollo Group of Hospitals engages in 
mode 2–based health services exports, which have 
been facilitated by its overseas marketing offices and 
management contracts with hospitals in the United 
Arab Emirates, Saudi Arabia, Oman, Kuwait, Mauri-
tius, Tanzania, United Kingdom, Sri Lanka, Bhutan, 
Nigeria, Pakistan, and Bangladesh. Apollo Gleneagles, 
which is a joint venture with the Singapore-based Park-
way Group, exports health services to patients from 
neighboring countries such as Bangladesh, Nepal, 
Bhutan, and Myanmar. It also provides telemedicine 
services such as medical consultation, diagnostic, tele-
pathology, teleradiology, and scanning services. In 
addition, Apollo provides contract research and med-
ical education and training services through its over-
seas subsidiaries, using a combination of cross-border 
supply (online training and research services) and 
temporary on-site deployment of professionals at its 
subsidiaries, thereby benefiting its own professionals 
as well as host country professionals.

Overall, this overview of trade in health services 
and the different modes highlights the message that 
such trade is an area of significant growth. At the same 
time, it is one where data are limited, and our under-
standing of how these practices will affect health and 
health systems is still underdeveloped and in much 
need of further research.

 ▸ Conclusion: From Conflict 
Between Trade and Health  
to Coherence

In the final paper in the 2009 The Lancet series on 
trade and health, three cross-cutting priority areas 
were outlined to cut across the many issues related 
to health and trade: “(i) highlighting the need for 
stronger evidence concerning trade and health links; 
providing (ii) the foundation for building trade and 
health engagement and capacity; in order to (iii) 
facilitate the assertion of health goals in trade pol-
icy” (Smith, Lee,  & Drager, 2009). These priority 
areas still stand.

There remains a lack of sound empirical evidence 
demonstrating how trade and growth in trade are 
linked directly and indirectly to health. Even though 
the positive links among increased trade, poverty 
reduction, and economic growth are widely accepted, 
evidence regarding the impact of increases in trade on 
the determinants of health varies from one national 
context to another. Hence, adapting trade to national 
conditions is important in ensuring desired outcomes. 
This requires consideration of “flanking” policies that 
may be undertaken to mitigate adverse consequences, 
and the design of trade policies that reduce the poten-
tial health risks associated with freer trade while max-
imizing the positive impact of more trade on the social 
determinants of health.

Trade policies adopted by national governments 
affect health and health systems through a diverse set 
of channels and intermediate variables. Unfortunately, 
these causal linkages can be difficult to track and 
monitor. Moreover, in many political systems, health 
authorities are not in a position to directly affect 
trade policy decisions at the national level. Even so, 
their existing knowledge of the determinants of pop-
ulation health and their jurisdiction over social and 
health policies place health policy makers in a privi-
leged position to ensure that, in an increasingly global 
economic environment, domestic policies and regula-
tions are designed to maximize the potential of, and 
to minimize the risks presented by, increasing levels 
of trade.

Although more evidence on this topic is neces-
sary, it is not sufficient to ensure that health is more 
integrated in trade negotiations and decision mak-
ing. A common theme in this chapter is the dynam-
ics of the linkages between the various constituent 
elements. For example, the delivery of health care is 
subject to pharmaceutical availability, which depends 
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on local price negotiations, international legislation, 
and domestic exchange rates. At the regional and 
global levels, changes in food production processes 
through trade liberalization will affect health and con-
sequently demands for health care. Thus, those with 
a health focus will need to engage with agricultural 
reforms and policies to target agricultural commodity 
and food retail prices and other influences over food 
security, such as food safety, security within the food 
supply chain, and the balance in the use of agricul-
tural land for biofuels and other “cash crops” versus 
nutritional foodstuffs. Another example is the enor-
mous potential for increases in zoonotic outbreaks: It 
will require health-sector involvement in the develop-
ment of international rules and legislation concern-
ing movement of people, animals, and food products. 
Linkages such as these imply a substantive require-
ment for those with a health remit to engage in nego-
tiation with those from other sectors and from other 
geographic locations.

Ultimately, perhaps the biggest challenge is break-
ing the “silo mentality” that suggests trade and health 
operate as separate policy spheres. Developments such 
as those mentioned in this chapter mean that these 
areas will face an ever more expanded agenda of issues. 
Although some issues have produced closer cooper-
ation between the two sectors, others have exposed 
tensions between the goals of protecting health and 
promoting trade. Indeed, a former Health Minister 
of Thailand has said that “The lessons from compul-
sory licensing in Thailand reflect poor governance 
and double standards in global trade and health” and 
that “inadequate support was provided by WHO and 
the World Trade Organization” in the country’s dis-
pute over TRIPS (Songkhla, 2009). In this respect, the 
potential risks associated with trade and health are 
further increased by the added complication of con-
flicts, or misunderstandings, between the trade and 
health sectors, and therefore by further confusion in 
estimating the potential benefits and risks of trade 
liberalization for health. When making trade com-
mitments, national ministries of trade (and perhaps 
finance and foreign affairs) often do so in isolation 
from health ministries—yet those decisions have an 
impact on health, of which the trade officials have lim-
ited knowledge. Conversely, ministries of health typi-
cally have limited knowledge in trade issues. A critical 
issue in trade and health is the need to address this 
asymmetry of information, by enabling ministries of 

2 Currently the World Health Assembly prepares resolutions and decisions to be taken in two main committees: Committee A deals with 
program matters, and Committee B focuses on budget and managerial concerns.

health to make informed and comprehensive presen-
tations to ministries of trade concerning decisions to 
be taken with respect to trade and trade agreements.

The pace of change, especially at the global level, 
has affected the ability of national domestic health 
sectors to set policy and to engage fully in such activ-
ities without wider understanding and capacity in 
negotiations at the international level. Indeed, it has 
been suggested that WHO should develop a “Com-
mittee C”2 to provide a forum for debate about major 
health initiatives by WHO member states and non-
WHO organizations, including international agencies, 
philanthropic organizations, multinational health ini-
tiatives, and representatives from major civil-society 
groups (Kickbusch, Hein,  & Silberschmidt, 2010). 
This idea, colloquially termed “global health diplo-
macy,” is covered in more detail in the Global Health 
Governance and Diplomacy chapter.

Of course, the question is where to begin. Many 
national and international information sources dis-
cuss trade and the general macroeconomy, such as 
public expenditure reviews and trade policy reviews. 
The key challenge facing health policy makers is how 
to interpret this information with respect to the health 
sector. Which information needs to be extracted? 
How might this information be interpreted? Which 
health and trade policies should be adopted in light of 
the information? To help guide policy makers through 
this quagmire, Smith and Chanda (2005) developed 
a framework to investigate these issues, which is pro-
vided in EXHIBIT 20-10, and which could offer a first 
step in the desired direction.

In sum, health and health care are affected by 
trade and trade liberalization in a number of direct 
and indirect ways: Healthcare activities, products, 
and services can themselves be traded; health systems 
are impacted by changes in exchange rates; the health 
profile of a country is affected by global impacts on 
communicable and noncommunicable diseases; and 
numerous aspects of trade policy influence health 
system flexibility. Trade liberalization has both ben-
eficial and detrimental effects for the health systems 
of the countries engaging in it. The challenge facing 
national governments is to capitalize on the positive 
effects and regulate their healthcare markets appropri-
ately to avoid the negative ones. To achieve this goal 
requires that all those engaged in health understand 
the importance of trade and engage with their coun-
terparts involved in trade and trade policy.
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Discussion Questions
1. Identify at least two positive examples and two 

negative examples of traded goods or services 
that affect health.

2. How do you think your own field of work or 
interest within public health is being affected 
by trade? Which regulatory mechanisms or 

incentive systems do you think may be needed 
to tackle the issues this trade raises?

3. Looking across the different modes of trade in 
services, which ones do you think will be key for 
achieving universal health coverage, and why?
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CHAPTER 21

Global Health Governance 
and Diplomacy
Kelley Lee

 ▸ Introduction

There is wide-ranging evidence that human 
societies worldwide, along with the natural 
environment, are being fundamentally altered 

by processes collectively referred to as globalization. 
Although globalization has been unfolding for many 
centuries, if not longer, it is broadly recognized that 
the changes occurring since the late 20th century 
have been faster paced, farther reaching, and more 
profound in their impacts (Beck, 2015; Scholte, 2005; 
 Stiglitz, 2007).

Within the public health community, under-
standing of globalization and its population health 
consequences has led to a shift in attention from inter-
national health to global health. Many of the chapters 
in this text concern the direct impacts of globalization 
on public health. For example, there is clear evidence 
of new patterns of communicable disease outbreaks 
since 1980, including a four-fold increase in their 
number and a 20% rise in the specific types of diseases 
causing them (Smith et al., 2014). Similarly, a shifting 
and growing burden from noncommunicable diseases 
(NCDs) is rapidly emerging in populations across 
the world (see the Chronic Diseases and Risks chap-
ter). These new epidemiologic patterns have created a 
“double burden” in many countries, as they struggle to 

cope with both communicable and noncommunicable 
diseases, as well as new distributions of health and dis-
ease for populations that cut across national borders 
(Lewis & MacPherson, 2013; World Health Organiza-
tion [WHO], 2009).

The need to better understand how globalization is 
affecting population health has, in turn, opened up new 
avenues of inquiry and action. Foremost are renewed 
efforts to identify and explain the social determinants 
of health related to globalization, such as changes in 
the world economy, patterns of migration, changes to 
natural and human-built environments, and trends 
in human conflict. There is now a thriving body of 
scholarship conceptualizing and empirically demon-
strating these complex linkages between globalization 
and population health as a precursor to strength-
ening public health policies (Huynen,  Martens, & 
Hilderink, 2005; Labonte & Schrecker, 2007; Martens, 
Akin, Maud, & Mohsin, 2010). Overall, global health 
research, policy, and practice have made significant 
advances since the late 1990s, with key areas of focus 
being diagnoses of the changing public health prob-
lems faced and the likely causes posed by globalization 
(Birn, Pillay, & Holtz, 2017).

Alongside this growing evidence of the direct 
impacts of globalization, and awareness of the link-
ages between the social determinants of health and 
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globalization, there have been efforts to understand 
the collective actions needed to better protect and pro-
mote population health in a globalizing world. What 
should be the agreed and shared responses by societies 
to the health impacts of globalization? How can these 
responses be best achieved within and across societies?

This chapter is about the forms of collective action 
needed to address public health issues arising from 
globalization, broadly known as global health gov-
ernance (GHG), and the best ways to achieve them. 
GHG concerns the institutional arrangements—in 
the form of rules, responsibilities, and processes—for 
achieving agreed goals related to global health needs. 
This chapter begins by briefly setting out clear defi-
nitions for two concepts underlying GHG: globaliza-
tion and global health. While widely used, these terms 
are often poorly defined, which in turn contributes to 
confusion regarding the needed scope and nature of 
collective action. Not all changes taking place since the 
late 20th century have been due to globalization. Not 
all public health issues are global in nature. Moreover, 
while globalization is having profound impacts on a 
vast array of health determinants and outcomes, not 
all public health issues require GHG. A clear under-
standing of these concepts, therefore, helps to define 
the parameters of this chapter.

Focusing on GHG, this chapter then describes the 
existing institutional arrangements that structure col-
lective responses to global health needs. These arrange-
ments are located within a historical background of 
international health cooperation, established after 
World War II, as well as contemporary efforts to tran-
sition to new arrangements that enable new forms of 
collective action. This discussion includes the limita-
tions of existing institutions, in terms of governance 
gaps. In this context, global health diplomacy (GHD) 
is understood as a key feature of GHG. GHD concerns 
emerging processes of political negotiation and con-
sensus building that enable the creation of the institu-
tional arrangements needed for GHG.

Finally, this chapter reviews the enduring chal-
lenges faced by the global health community in 
strengthening GHG. These challenges stem from the 
diverse interests, ideas, and institutions shaping global 
health and the invariably political nature of gover-
nance. Importantly, these challenges are not intrac-
table. The changing context within which GHD takes 
place, including the changing roles of particular state 
and non-state actors, brings new opportunities. The 
chapter concludes by discussing ways that institu-
tional innovation is beginning to facilitate the transi-
tion from international to global health governance. 
This paradigm change requires the global health com-
munity to navigate between longstanding efforts to 

reform the World Health Organization, which have 
yielded limited success, and the creation of an entirely 
new institutional architecture, which has been hin-
dered by a lack of political consensus on what this 
structure should look like.

 ▸ Globalization and Global 
Health Needs

The widely used term “globalization” articulates a 
shared sense that the contemporary world, beginning 
in the last decades of the 20th century, has become 
more interconnected, with events in one part of the 
world having potentially far-reaching consequences 
elsewhere. This phenomenon has spawned a vast and 
multidisciplinary scholarly literature, spanning the 
natural and applied sciences, social sciences, arts, 
and humanities, characterized by diverse theoretical 
perspectives, normative frameworks, and empirical 
debates about whether globalization is really happen-
ing, what the key drivers are, and, perhaps most con-
troversially, whether it is having positive or negative 
impacts on human societies and the natural world.

It is beyond the scope of this chapter to review 
this substantial and diverse literature with its many 
points of contestation. At the same time, if we are to 
understand the collective action needed to manage 
the health impacts of globalization, a clear and shared 
understanding of the nature of the changes occur-
ring, as a distinct phenomenon, is an essential starting 
point. To achieve this goal, we can begin by locating 
globalization within a historical context. 

Although the “globalization” term has been 
coined relatively recently, contemporary shifts can be 
linked to social changes over the course of centuries, 
if not millennia. The earliest beginnings of globaliza-
tion can be traced to the migration of Homo erectus 
out of the African continent 1 million years ago, or 
perhaps more specific to modern humans, the migra-
tion of Homo sapiens around 80,000 years ago. The lat-
ter hominids eventually colonized much of the planet, 
forming societies that interacted with other societ-
ies across ever-increasing distances and with greater 
frequency. Globalization, in this historical sense, can 
be understood as a continuum from lesser to greater 
social formation and integration across societies over 
time. Earliest human societies were circumscribed in 
membership and territory, infrequently interacting 
with each other, and often competing for available 
resources. Over time, the invention and use of new 
modes of transportation (from horse-drawn carts to 
ships and railroads and then cars and airplanes) and 
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communication (from papyrus scrolls to telegraphy to 
the Internet) enabled people to connect across greater 
distances in ever-larger numbers. Social, political, and 
economic history is correspondingly marked by events 
denoting this gradual interconnectedness of human 
societies—the opening of the Silk Road between Asia 
and Europe, the arrival of Christopher Columbus in 
the Americas, the formation of the modern state sys-
tem, the colonial empires of European powers, the 
establishment of the slave trade, and the Industrial 
Revolution. Characterizing all of these developments 
was the increased mobility of people (voluntary or 
otherwise) and other life forms (plants and animals); 
flows of capital, goods, and services; and dissemina-
tion and exchange of knowledge and ideas. Thus, what 
many refer to as contemporary globalization can be 
understood as the acceleration and intensification of a 
historical process resulting in even more frequent and 
deeper interactions across human societies.

Yet, while globalization can be understood as 
a historical process, it is also necessary to identify 
what is distinct about the term. The work of Jan Aarte 
Scholte (2008) is helpful in this respect. Scholte begins 
by arguing that the term “globalization” is often used 
when people really mean something else. He identifies 
this “something else” to be several existing terms—
internationalization, liberalization, universalization, 
and Westernization—that are not synonymous with 
globalization, but rather “redundant concepts of glo-
balization.” Each of these terms already has an existing 
and particular meaning:

 ■ Internationalization. This is the most commonly 
used meaning attached to the term “globaliza-
tion,” referring to the process of closer interaction 
and exchange between people located in different 
countries. Various cross-border measures, such 
as trade and investment, communications, and 
migration, are cited as evidence of the increase 
in exchanges across national borders. Because 
the focus of these interactions and exchanges 
is how they occur across countries (or nations), 
the term “internationalization” is the appropriate 
term. Historically, since the establishment of the 
international system of sovereign states some 500 
years ago, there have been a growing scope and 
frequency of economic, political, and social con-
nections across groups of two or more countries.

 ■ Liberalization. This is another commonly used 
meaning attached to “globalization.” Liberaliza-
tion concerns the process, in a world composed 
of sovereign states, of lessening government “reg-
ulatory barriers to transfers of resources between 
countries.” Historically, the various rounds of 

negotiations under the General Agreement on 
Tariffs and Trade (GATT), spanning from the end 
of World War II to 1995 and including the cre-
ation of the World Trade Organization (WTO), 
led to successive reductions in trade tariffs. The 
continuation of this process since the mid-1990s, 
under multilateral, regional, and bilateral trade 
and investment agreements, has frequently been 
referred to as globalization. However, Scholte 
argues that the term “liberalization” is more accu-
rate, with “little need now to invent a new vocab-
ulary for this old phenomenon.”

 ■ Universalization. This term, which refers to the 
process of a social phenomenon spreading to all 
parts of the world, is often the intended mean-
ing of “globalization” for some users of this term. 
When defined in this way, however, it might be 
argued that many examples of universalization 
predate globalization. Several world religions, for 
example, have won followers worldwide over the 
centuries. In this sense, Scholte argues that the 
term “universalization” is deemed adequate.

 ■ Westernization. This term describes the process 
by which culture, values, ideas, and behaviors 
characteristic of Western societies, and particu-
larly American society, are increasingly adopted 
in other countries worldwide. In this sense, glo-
balization refers to a largely negative process of 
cultural colonization, and even homogenization, 
through a steady diet of American media, fashion, 
language, and consumer products. Although it is 
undoubtedly the case that Westernization is tak-
ing place, Scholte (2008) argues that “interconti-
nental westernization . . . has unfolded since long 
before the recent emergence of globe-talk.” He 
suggests that the concepts of modernization and 
imperialism readily capture the ideas of Westerni-
zation and “[w]e do not need a new vocabulary of 
globalization to remake an old analysis.”

Scholte (2008) casts aside these “redundant” 
terms and reserves the term “globalization” to 
describe social phenomena that do not simply cross 
national borders, but rather transcend them. Only 
when territorial boundaries, based on physical geog-
raphy, are circumvented or become irrelevant can 
we speak of globalization. Satellite communications, 
climate change, social media, illicit drug trafficking, 
and undocumented migration are examples of global-
ization in this strict sense. It is this strict definition 
of globalization, as the accelerated transcendence of 
territorial boundaries, that distinguishes the changes 
being experienced across human societies since the 
late 20th century.
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Thus, globalization is a historical process char-
acterized by changes in the nature of human inter-
action across a range of social spheres, including the 
economic, political, technological, cultural, and envi-
ronmental arenas. These changes are globalizing in 
the sense that boundaries hitherto separating us from 
each other are being transformed. These boundaries—
spatial, temporal, and cognitive—can be described as 
the dimensions of globalization. Briefly, the spatial 
dimension concerns changes in how we perceive and 
experience physical space or geographical territory, 
the temporal dimension concerns changes in how 
we perceive and experience time, and the cognitive 
dimension concerns changes in how we think about 
ourselves and the world around us (Lee, 2003).

The loose and varied uses of the term “globaliza-
tion” in public health have led to similar imprecision 
in the application of the term “global health.” The 
diverse definitions of global health, in tandem with its 
prevalent use, risk rendering this term meaningless. 
Although such definitions abound, many lack con-
ceptual rigor. As a result, the term “global health” is 
also now associated with a broad range of other mean-
ings. Some are redundant, given preexisting terms 
with the same meaning, such as health cooperation 
between governments (international health) or health 
in low- and middle-income countries (LMICs) (health 
development). Others are based on seeing the world 
from a self-centric (largely Western) viewpoint, such 
that domestic health issues in one’s home country 
are considered separate from those of all other coun-
tries. The problem with adopting this perspective, in 
which “global” is viewed as everywhere but home, is 
that global health becomes completely relative. More-
over, this view supports the “othering” of nondomestic 
populations, and overlooks the key defining feature of 
globalization—namely, the closer linkages and inter-
connections among populations across territorial 
space. Other definitions focus on normative goals such 
as reducing differences in health status or distribution 
of health determinants caused by an increasingly glo-
balized world (health inequalities) or the systematic, 
socially produced and unfair causes of health inequali-
ties (health inequities). Thus, the understanding of the 
term “global health” can depend as much on normative 
frameworks and aspirations as it does material reality. 

In sum, “global health” has become an umbrella 
term, subsuming previously used terms describing 
existing health needs, as well as embracing emerg-
ing kinds of health issues arising from contemporary 
globalization. It is important to recognize and inter-
rogate these varying definitions as a key part of the 
task of strengthening global health governance and 
diplomacy.

An alternative approach is to focus on the nature 
or characteristics of a health issue, and then to cate-
gorize it as a certain type of “global health” problem 
requiring collective action. Building on the previously 
described distinction between globalization, as strictly 
defined, and other common uses of the term, we can 
arrive at a clearer understanding of the health needs 
arising within an increasingly globalized world that 
require collective action. Within the public health 
community, there has been a broad shift in nomen-
clature between the terms “international health” and 
“global health.” The reasons for this shift, and the con-
ceptual difference between the two terms, have elic-
ited much discussion. Brown et al. (2006) locate the 
historical roots of international health in 19th  century 
European imperialism, when the priority for collec-
tive health action was controlling epidemic diseases 
spreading from colonized territories. In contrast, 
global health encompasses a shift to putting “the health 
needs of the people of the whole planet above the con-
cerns of particular nations.” Koplan et al. (2009) dis-
tinguish among public (or population), international 
(interstate) health, and global health, with the last 
variably “thought of as a notion (the current state of 
global health), an objective (a world of health people, 
a condition of global health), or a mix of scholarship, 
research, and practice (with many questions, issues, 
skills, and competencies).”

Following Scholte’s work, a strict definition of 
global health would limit the term to issues charac-
terized by the transcendence of territorial boundaries. 
The issue must be caused by factors that transcend ter-
ritorial geography, or possess the capability to occur or 
spread in ways that do so—that is, it must be “trans-
boundary”—to be classified as a global health problem. 
Needless to say, not every health problem qualifies. 
Guinea worm infection, for example, remains a resid-
ual health threat in many parts of Africa. By compari-
son, significant political and financial capital has been 
expended on human immunodeficiency virus (HIV)/
acquired immunodeficiency syndrome (AIDS). The 
distinction drawn might be explained, at least in part, 
by the fact that the former is transmitted via an ani-
mal vector that is prevalent only in certain parts of the 
world. The other is a disease spread by close contact 
with infected bodily fluids, an event that can occur in 
any part of the world. 

Another good example is communicable diseases 
having the potential to become pandemic. The migration 
of wild birds across territorial boundaries on a regional 
and even planetary scale, for instance, makes avian influ-
enza a global health issue. The increased distribution 
of the Aedes aegypti mosquito over the past 25  years,  
due to global climate change, local environmental 
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conditions, and increased transport links (e.g., ship, air-
planes) worldwide (European Centre for Disease Preven-
tion and Control, n.d.), means that associated diseases 
such as yellow fever, dengue, and chikungunya should be 
considered global health issues. 

The large-scale trade in illicit goods such as coun-
terfeit medicines, tobacco products, and narcotics, 
enabled by a worldwide network of criminal orga-
nizations, represents another example of a global 
health issue. Likewise, the use of social media—whose 
content is accessible worldwide and pose challenges 
for national authorities to regulate—to promote 
unhealthy lifestyles and health-harming products can 
be considered a global health issue. 

Focusing on health determinants, lung cancer 
and liver cirrhosis could be described as global health 
issues because their causal factors are transboundary 
(i.e., transnational tobacco and alcohol companies). 
In contrast, the nutritional taboos practiced in some 
cultures, which may lead to nutritional deficiencies in 
pregnant women and children, pose a serious prob-
lem but are not a global health issue by virtue of their 
localized practice. 

Collectively, these examples, when a stricter defi-
nition of globalization is applied, suggest that there are 
relatively few truly global health issues. In this chap-
ter, by balancing the stricter and looser definitions 
of globalization and global health, we can describe 
health issues requiring collective action in a global-
izing world as falling into four main categories (Lee, 
 Hawkins, & Wiist, 2016):

 ■ Cross-border or transborder problems originate in 
one locale but have wider ramifications for other 
locales (e.g., large-scale communicable disease 
outbreaks; advertising, marketing, and promotion 
of health-harming products via social media).

 ■ Commons problems concern disputed access to or 
use of shared resources across societies (e.g., intel-
lectual property rights over genetic sequencing, 
access to vaccines and other essential medicines).

 ■ Shared problems are widely experienced across 
geographies due to changes to social and natu-
ral environments from intensifying globalization 
(e.g., increased popularity of computer gaming and 
childhood obesity, lack of safe water and sanitation).

 ■ Planetary problems arise from the cumulative 
actions of individuals and populations in many 
countries (e.g., spread of antibiotic resistance, 
impact of climate change on distribution of dis-
ease vectors).

The forms of collective action needed to address 
these categories of global health issues are discussed 
in the next section.

 ▸ What Is Global Health 
Governance?

Governance concerns the agreed rules for interaction 
and procedures for decision making adopted by an 
organized society to address its collective needs and 
deliver shared solutions. The agreed rules and proce-
dures relate to such considerations as membership in 
the society, obligations and responsibilities of mem-
bers, forms of engagement and decision making, 
mobilization and distribution of resources, dispute 
settlement, and implementation and evaluation of 
actions taken. Defined in this way, governance should 
be recognized as occurring across many types, and at 
many different levels, of social organization (Dodgson, 
Lee, & Drager, 2002). In global health, governance is 
essential to groups ranging from local community 
groups (e.g., patient advocacy groups, community 
health centers) to globally operating organizations 
(e.g., global public–private partnerships, transnational 
corporations).

Importantly, as Rosenau (1995, p. 4) writes, gover-
nance is not the same as government: 

Both refer to purposive behavior, to goal ori-
ented activities, to systems of rule; but gov-
ernment suggests activities that are backed 
by formal authority . . . whereas governance 
refers to activities backed by shared goals that 
may or may not derive from legal and for-
mally prescribed responsibilities and that do 
not necessarily rely on police powers to over-
come defiance and attain compliance.

Government, in other words, is a particular form 
of governance, where a recognized body applies 
agreed rules and procedures in ways that are binding 
on the society’s members. The formation of the inter-
national states system during the mid-17th century, 
for example, is based on the principle that national 
governments are sovereign, having ultimate author-
ity over their own territories and populations. Above 
the state, where formally binding authority exists to a 
more limited degree, collective action is heavily reliant 
on governance. International law exists but is circum-
scribed in scope and authority. Where formal author-
ity to govern does not exist, compliance is based on 
custom, common law, cultural norms and values, and 
public opinion.

Health governance, in turn, can be defined as 
the agreed rules for interaction and procedures for 
decision making adopted by an organized society to 
address collective health needs and deliver shared 
health solutions. Such rules and procedures can be 
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binding, such as various types of health-related legis-
lation adopted and enforced by governments, or they 
can be reliant on nonbinding mechanisms (e.g., Hip-
pocratic Oath, resolutions, codes of practice). Histor-
ically, the locus of health governance has been at the 
national level (and delegated to the subnational level), 
as the governments of sovereign states have held pri-
mary responsibility for protecting and promoting 
the health and well-being of their own populations. 
Where health determinants and outcomes spill over 
national borders and create cross-border or trans-
border impacts, international (intergovernmental or 
interstate) governance mechanisms have facilitated 
cooperation between two or more governments. 

Indeed, there is a long and established history 
of international health governance. For example, the 
recurrence of bubonic plague, which caused as many 
as 50 million deaths during the 6th to 8th centuries, 
resulted from burgeoning trade links between Asia 
and Europe. The disease was spread by rat- infested 
ships along the Mediterranean coast and then inland 
via transported goods. The disease returned during 
the 14th century, transported by trade from Asia; it 
reached first Italy and then the rest of Europe, even-
tually killing one-third of the continent’s population. 
The outbreaks led to closer cooperation among ruling 
authorities, including the introduction of quarantines 
(Cohn, 2002; Watts, 2003). 

Similarly, the transition of cholera from an 
endemic disease limited to South Asia, to a pandemic 
disease reaching Europe in the 1830s, and then recur-
ring on various continents over the next two centu-
ries, was initially caused by the social, political, and 
economic upheavals of European imperialism (Lee 
& Dodgson, 2000). The cholera epidemics of the 
19th century prompted European countries and the 
United States to hold a series of International Sani-
tary Conferences and adopt the International Sanitary 
Conventions (forerunner of the International Health 
Regulations). The formation of the League of Nations 
Health Organization in 1919 after World War I, amid 
the devastating 1918–1920 influenza pandemic, and 
then the founding of WHO after World War II, are 
other key examples of institutional arrangements 
for international health governance led by sovereign 
states (for more on this history, see the Introduction 
to this text).

The term global health governance was coined in 
the late 1990s to describe the diversity of governance 
mechanisms that go beyond intergovernmental health 
cooperation (Dodgson et al., 2002). In large part, these 
new institutional arrangements have been prompted 
by the “real world” of accelerating and intensify-
ing globalization. These impacts are challenging the 

capacity of states, acting alone or collectively, to pro-
tect and promote the health of their domestic popula-
tions. As Aginam (2005, p. 58) writes: 

Transboundary disease spread now consti-
tutes a global crisis that requires the pooling of 
efforts and resources by nation states in a mul-
tilateral context. In no other sphere of global 
relations is the global village metaphor more 
practical . . . [in view of] the permeation of 
national boundaries by disease pathogens and 
the consequent vulnerability of populations 
within those boundaries to microbial threats.

The forms of health governance that have emerged 
in response to these challenges are distinct in several 
ways. First, given the scale and scope of cross-border 
and transborder health risks faced, GHG is character-
ized by collective action less focused on national borders. 
International health governance is built on practices 
such as screening at ports of entry, quarantine mea-
sures, and national disease surveillance and reporting. 
The global geographies of health and disease, which 
create new spatial distributions and dynamics of 
health determinants and outcomes, require different 
forms of governance. Disease surveillance, monitor-
ing, and reporting systems, which do not rely wholly 
on data collected by and about states, now provide 
valuable supplements to the International Health Reg-
ulations (IHRs), which were revised in 2005 (see the 
Public Health Infrastructure chapter for more infor-
mation on the IHR). The Global Public Health Intel-
ligence Network (GPHIN), created in 1997 by Health 
Canada, analyzes 20,000 online news reports world-
wide in 9 languages each day, to alert WHO of poten-
tial outbreak risks (Dion, AbdelMalik, & Mawudeku, 
2015). The concept of planetary health, based on an 
understanding that human health depends on the 
wise stewardship of natural systems, raises concerns 
about “present systems of governance” as “inadequate 
to address the threats to planetary health” (Whitmee 
et al., 2015, p. 1974) (see the Environmental and Occu-
pational Health chapter for more on planetary health).

Second, GHG is characterized by a growth in the 
number, and degree of influence, of non-state actors. 
Non-state actors are organizations operating outside 
of the state or governmental sphere. They can be either 
for-profit or not-for-profit entities, depending on how 
they earn and use their financial resources. In general, 
for-profit organizations (e.g., private businesses, indus-
try associations, consultancy firms) seek to maximize 
their financial returns, and use the earned proceeds to 
benefit private owners and shareholders. In contrast, 
not-for-profit organizations (e.g., patient groups, char-
ities, religious groups, healthcare cooperatives) seek 
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financial returns to serve shared or public interests. 
The boundaries dividing these two categories are not 
entirely clear cut, with ongoing debates concerning the 
vested interests served by some non-state actors such 
as trade unions, think tanks, and private foundations. 

What is notable, in global health and other spheres 
of global governance, is that the number of non-state 
actors has grown more rapidly than the number of 
governmental actors. Using data from the Yearbook 
of International Organizations, Weiss et al. (2013) 
describes a dramatically changing landscape over 
the 20th and early 21st centuries (FIGURE 21-1). Since 
1950, more than 33,000 international governmental 
organizations (IGOs) and international nongovern-
mental organizations (INGOs) have been founded—
more than one per day. INGOs grew especially rapidly 
during the final decades of the 20th century, to the 
point that they outnumbered IGOs by 9.5 to 1 by 2000.

As well as becoming more numerous, some non-
state actors now bring substantial resources to global 
health and, by extension, can command a louder 
voice in GHG. The most prominent example is the 
Bill & Melinda Gates Foundation (BMGF), which 
was launched in 2000. By 2016, private foundations 
tracked by the Institute for Health Metrics and Eval-
uation provided $2.3 billion to global health devel-
opment, of which 78.5% as disbursed by the BMGF 
(Institute for Health Metrics and Evaluation, 2017). 
This undeniable generosity brings vital new funding 
for a variety of health needs, and has been especially 
welcomed amid flagging aid commitments by donor 
governments since the late 2000s. As the relative size 
of funding by private foundations has grown, how-
ever, important questions about their governance 
have been raised. Whereas international (govern-
mental) organizations are accountable to member 

states, in principle, and in turn the citizens of those 
member states, concerns have arisen about the pub-
lic accountability of private foundations. The BMGF, 
for example, is headed by an Executive Leadership 
Team that “oversees all of the foundation’s efforts” 
(BMGF, n.d.). As Harman (2016, p. 350) points 
out, this arrangement has led to concerns about the 
“sources of its money, how and where it spends its 
money, its partnerships, and the ‘Bill Chill’ effect of 
the foundation on global health institutions.” The 
last concern includes the tendency to support, and 
therefore skew global health initiatives toward, dis-
ease-focused and technology-based approaches. Birn 
(2014), for example, goes further by arguing that its 
“pervasive influence . . . [is of] grave concern both 
to democratic global health governance and to sci-
entific independence.” In response, efforts are being 
made to improve the transparency and accountabil-
ity of all non-state actors, especially those as influen-
tial as the BMGF (Youde, 2013).

The way that non-state actors are governed and 
their role in governing global health relate to the wider 
range of functions they now perform in GHG. As Haas 
(2004) describes, global governance comprises a range 
of functions, with state and non-state actors perform-
ing these functions either formally and directly, or 
informally and indirectly (TABLE 21-1). In GHG, tradi-
tionally non-state actors have played a supplementary 
role where government institutions have been weak 
or nonexistent, where there are gaps in funding and 
resources, or where neglected issues or constituencies 
require advocacy. However, a review of the functions 
performed by civil society organizations (CSOs) in 
relation to four GHG instruments—the International 
Code on the Marketing of Breastmilk Substitutes, 
the Framework Convention on Tobacco Control 
(FCTC), the International Health Regulations, and 
Codex Alimentarius—noted that they now play a crit-
ical watchdog role, ensuring that formally mandated 
governmental institutions fulfill their responsibili-
ties appropriately, and keep a watchful eye on corpo-
rate actors exerting undue influence or engaging in 
health-harming activities (Lee, 2010). These functions 
have been essential to the International Code on the 
Marketing of Breastmilk Substitutes, where ongoing 
campaigning and advocacy by CSOs have been critical 
to achieving policy attention. CSOs play an even more 
significant role in the negotiation and implementa-
tion of the FCTC, fulfilling an unusually wide range of 
functions traditionally dominated by governments. By 
comparison, CSOs have been less involved in formal 
proceedings of the Codex Alimentarius Commission 
or the revision process for the IHR (2005). In regard 
to the latter, there is now formal recognition of the 

FIGURE 21-1 Number of intergovernmental and 
international nongovernmental organizations, 1909–2009.
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TABLE 21-1 Matrix of Global Governance Functions

Function Formal/Direct Informal Indirect

Issue linkage  ■ Intergovernmental negotiations
 ■ New information provided by epistemic 

communities
 ■ Through financial mechanisms (GEF)
 ■ IOs (GEO/WEO)

 ■ Scientists
 ■ Business/industry

Agenda setting  ■ IOs and member states
 ■ Scientists

 ■ NGOs
 ■ Media
 ■ Scientists

Developing usable 
knowledge

 ■ Scientists  ■ Scientists
 ■ NGOs
 ■ Business/industry

Monitoring  ■ IOs
 ■ Commitees nominated by MEA 

secretariat
 ■ MEA signatory governments

 ■ NGOs (particularly in developing 
countries)

 ■ Scientists

Rule making  ■ Negotiations by governments
 ■ NGOs (principled standards)

 ■ Business/industry (de facto 
standards)

 ■ NGOs (principled standards)

Norm development  ■ Epistemic communities  ■ NGOs (equity & environmental 
preservation)

 ■ Business/industry (efficiency)

Policy verification  ■ Governments  ■ NGOs
 ■ IOs

Enforcement  ■ (Hard) Law
 ■ WTO and MEA rules

 ■ NGO campaigns

Capacity building (tech 
transfer)

 ■ Official technical assistance (national 
and local government)

 ■ Business/industry
 ■ Science community (education/

training)

 ■ Business/industry (joint venture)

Capacity building 
(organizational skills)

 ■ IOs
 ■ NGs
 ■ Scientific community (education/training)

 ■ Business/industry

Promote vertical linkage  ■ IOs
 ■ National and local governments

 ■ NGO
 ■ Scientific community

Financing  ■ Government (ODA)
 ■ Regional development banks
 ■ Multilateral bodies

 ■ Business/industry

Reproduced from Haas, P. M. (2004). Addressing the global governance deficit’. Global Environmental Politics, 4(4):1–19. Copyright © 2004 by the Massachusetts Institute of Technology.

900 Chapter 21 Global Health Governance and Diplomacy



importance of CSOs in effective disease surveillance, 
as these organizations may play a supplementary role 
when state institutions cannot or will not report to 
WHO promptly.

Moreover, new combinations of state and non-
state actors, in a myriad of partnerships, alliances, 
coalitions, networks, and joint ventures, now pop-
ulate the field of health cooperation. These institu-
tional arrangements for GHG reflect the search for 
collective action that can overcome the limitations of 
state authority. In a few cases, they also mark a shift 
in the role of non-state actors from being the subject 
of governance (i.e., law takers) to being participants 
in governance (i.e., law makers) (Ryngaert, 2016). The 
board of the Global Fund to Fight AIDS, Tuberculo-
sis and Malaria (GFATM), for example, is “designed 
to incorporate leading stakeholders in an inclusive 
and effective way”; consequently, nongovernmental 
organizations (NGOs), communities affected by the 
three diseases, the private sector, and private foun-
dations are represented as voting members of the 
board (GFATM, 2017). In addition, “a broad range 
of stakeholders, moving beyond the usual partici-
pants to reach those who are not normally involved 
in Global Fund processes” contribute “critical input, 
suggestions and views about the development of 
the strategy that guides the Global Fund’s mission” 
through a Partnership Forum (GFATM, 2017). Sim-
ilarly, the  decision-making body of UNITAID (Exec-
utive Board), an international organization that raises 
and grants funds to prevent, diagnose, and treat the 
same three diseases, includes two representatives of 
relevant civil society networks (NGOs and commu-
nities living with HIV/AIDS, malaria, or tuberculosis 
[TB]) and one representative of private foundations 
(UNITAID, 2017).

Third, GHG is characterized by binding and non-
binding instruments. Binding instruments, in the 
form of treaties (sometimes known as conventions), 
are written agreements concluded by two or more 
states, and governed by international law. Signato-
ries to binding treaties are legally required to com-
ply with the measures contained within them and, in 
return, are themselves protected by their provisions. 
Nonbinding instruments come in diverse forms (e.g., 
declarations, principles, resolutions, voluntary codes, 
communiqués) and, given the primacy afforded to 
the sovereign authority of states, tend to be far more 
numerous (Taylor, 2013). Although these types of 
instruments cannot compel compliance by state and 
non-state actors, their power to shape collective action 
in global health can stem from their political or moral 
weight (Kates & Katz, 2010).

In global health cooperation, there are relatively 
few binding instruments, each of which has required 
substantial diplomatic efforts to achieve. TABLE 21-2 
provides examples of binding and nonbinding instru-
ments related to GHG. In addition to the treaties lead-
ing to the creation of WHO and other international 
health organizations, WHO member states have 
agreed to the IHR and FCTC as binding treaties. Pro-
fessor Lawrence Gostin and others have advocated 
for the adoption of a binding Framework Convention 
on Global Health to underpin GHG. As Gostin et al. 
(2012, p. 790) write:

A framework convention would establish a 
health financing framework with clear obli-
gations, and would create an accountability 
regime with robust standards, monitoring, 
and enforcement. It would advance health 
justice through engaging marginalized and 
underserved populations in making and eval-
uating policies and through comprehensive 
strategies and targeted interventions designed 
to overcome the barriers that prevent these 
populations from enjoying the conditions 
required for good health. Governments would 
be held to high standards of good governance, 
namely inclusive participation, transparency, 
honesty, accountability and stewardship. The 
framework convention would empower peo-
ple to claim their right to health.

A number of treaties concluded by other interna-
tional organizations have health-related provisions, 
such as the International UNICEF Convention on the 
Rights of the Child (1989) and the World Trade Orga-
nization’s (WTO) Doha Declaration on the TRIPS 
Agreement and Public Health (1994). More com-
mon are the large number of nonbinding instruments 
that encourage state and non-state actors to adopt 
agreed standards, norms, and practices. EXHIBIT 21-1 
describes the WHO Global Code of Practice on 
the International Recruitment of Health Personnel 
(2010), which seeks to address the serious problem of 
health worker migration causing “brain drain” from 
LMICs to high-income countries. Overall, whether 
the global health community seeks to achieve a bind-
ing or nonbinding instrument depends on the per-
ceived importance and priority of an issue, which in 
turn shapes the instrument’s political feasibility. The 
decision by a government to become party to a bind-
ing instrument is taken after careful consideration of 
the country’s foreign policy as a whole, and not just 
its health policy. There is generally a tradeoff when 
agreeing to be bound by international law, between 

What Is Global Health Governance? 901



a lessened ability to act unilaterally, and the bene-
fits accrued when other countries are bound in the 
same way. Negotiating binding instruments, there-
fore, requires governments to accept a shared inter-
est in concluding such an agreement. Nonbinding 
instruments can raise attention to an issue, create 
agreement on new norms and practices, and thus be 
effective means of GHG. In some cases, nonbinding 
instruments can progress to the negotiation of bind-
ing agreements as perspectives change within the 
global health community.

In summary, GHG concerns the agreed rules for 
interaction and procedures for decision making to 
address collective health needs and deliver shared 
health solutions in a global context. These rules and 

procedures are negotiated and upheld by state and 
non-state actors, serving formal and informal roles, 
and are embodied in binding and nonbinding instru-
ments, resulting in direct and indirect impacts on 
global health. Importantly, in the early 21st century, 
a transition from international to global health gover-
nance has begun. The design and adoption of a wholly 
new “architecture” of GHG is unlikely given the 
complex political, technical, and practical challenges 
posed. Instead, the world is likely to be governed by 
diverse and complex institutional arrangements vary-
ing across geography, constituency, and issue-area. It 
is from this starting point that this chapter now turns 
to describing the existing institutional arrangements 
commonly referred to as GHG.

TABLE 21-2 Examples of Binding and Nonbinding Intergovernmental Agreements Related to Global Health Governance

Binding Instruments Nonbinding Instruments

UN Convention Relating to the Status of  
Refugees (1967)

Convention on the Elimination of All Forms of 
Discrimination Against Women (1981)

UNICEF Convention on the Rights of  
the Child (1989)

WTO Doha Declaration on the TRIPS Agreement and 
Public Health (1994)

Cartagena Protocol on Biosafety to the UN Convention 
on Biological Diversity (2003)

Stockholm Convention on Persistent Organic  
Pollutants (2004)

WHO Framework Convention on Tobacco Control (2005)

WHO FCTC Protocol to Eliminate Trade in Illicit Tobacco 
Products (2012)*

WHO Revised International Health Regulations (2005)

UN Convention on the Rights of Persons with Disabilities 
(2008)

WHO/UNICEF Declaration of Alma Ata on Primary  
Health Care (1978)

WHO Code on the International Marketing of  
Breastmilk Substitutes (1981)

UN Principles for the Protection of Persons with  
Mental Illness and for the Improvement of Mental  
Health Care (1991)

ILO Code of Practice Management of Alcohol- and  
Drug-Related Issues in the Workplace (1999)

UN Millennium Development Goals (2000)

UN Declaration of Commitment on  
HIV/AIDS (2001)

FAO Guidelines on the Right to Food (2004)

OECD Paris Declaration on Aid Effectiveness (2005)

WHO Global Code of Practice on the International 
Recruitment of Health Personnel (2010)

WHO Global Recommendations on Physical Activity  
for Health (2010)

UN Political Declaration of the High-Level Meeting of the 
General Assembly on the Prevention and Control of  
Non-communicable Diseases (2012)

UN Sustainable Development Goals (2015)

Shanghai Declaration on Promoting Health in the 2030 
Agenda for Sustainable Development (2016)

UN Political Declaration on Antimicrobial  
Resistance (2016)

Abbreviations: FAO = Food and Agriculture Organization; ILO = International Labour Organization; OECD = Organisation for Economic Co-operation and Development; UN = United Nations;  
WHO = World Health Organization; WTO = World Trade Organization.

* The agreement was signed on November 12, 2012, and will come into force when 41 states party to the FCTC have ratified and acceded to the protocol.
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EXHIBIT 21-1 WHO Global Code of Practice on the International Recruitment of Health Personnel

According to the World Social Protection Report 2014/15, countries need at least 41.1 health workers per 10,000 people to 
be able to provide essential health care to their own populations. For many low-income countries, however, the available 
personnel fall far short of this ratio. For example, in countries such as Haiti, Niger, Senegal, and Sierra Leone, there are 5 or 
fewer health workers available per 10,000 people, compared to 269 in Finland. In 2014, it was estimated that there was a 
total shortfall of 10.3 million health workers worldwide (International Labour Organization [ILO], 2015). This situation has 
arisen for many reasons, but one key factor is certainly health worker migration.

Global patterns of health worker migration are complex and dynamic, producing a mixture of costs and benefits at the 
individual and population levels. The effects are also felt differently across the diverse source and destination countries. In 
general, the pattern of flow is from low-income countries to higher-income countries. The problem is most acute in sub-
Saharan Africa, which has 24% of the global disease burden but only 3% of the health workforce (Taylor, Hwenda, Larsen, 
& Daulaire, 2011). This “brain drain” ultimately weakens the health systems capacity in the source countries that bear a 
disproportionate share of the costs. While destination countries benefit from such migration by filling gaps in human 
resources and strengthening their capacity to deliver health services, source countries lose valuable human capital and, 
in turn, face gaps in their health services.

Health worker migration has been the subject of longstanding discussions within the global health community. The 
issue requires collective action across countries because of the cross-border dynamics (i.e., the “pull” factors attracting 
health workers to migrate stem from outside of affected countries) and the shared experience of brain drain (i.e., 57 low-
income countries face critical shortages in their healthcare workforces [WHO, 2006]). Moreover, health worker migration 
is arguably a planetary problem. As Taylor et al. (2011) write:

These shortages . . . contribute substantially to the weakness of health systems and obstruct the achievement of 
public health goals such as reductions in maternal and child mortality; they also hinder implementation of such 
international legal agreements as the WHO 2005 International Health Regulations, which aim to protect populations 
from the international spread of disease and to enhance public health security. Strong health systems are essential 
to improving health outcomes in underserved populations. Without effective health systems employing enough 
skilled, motivated, well-supported, and adequately supervised health workers, it’s unlikely that vaccines and other 
important medical interventions can improve global health outcomes in any sustainable way. *

Recognizing that countries cannot address this problem alone, the global health community has developed a variety 
of strategies to improve the governance of health worker migration. Alongside strategies to increase the supply of health 
workers, deploy available resources more effectively (e.g., task-shifting), and change the incentive structures supporting 
migration, codes of practice have been adopted to regulate the active recruitment of workers from low-income settings. 
These governance instruments include the Kampala Declaration adopted at the First Global Forum on Human Resources for 
Health, the World Medical Association Statement on Ethical Guidelines for the International Recruitment of Physicians (2003), 
and a large number of bilateral agreements (Pagett & Padarath, 2007). For the most part, these voluntary codes have had 
limited scope and ultimately minimal effects in stemming the outward flow of healthcare workers (Mackey & Liang, 2013).

In May 2010, the WHO Global Code of Practice on the International Recruitment of Health Personnel was adopted as a 
framework for cooperation and platform for continuing dialogue on the critical problem of health worker migration. Siyam 
et al. (2013, p. 820) describe the process of negotiation as “vigorous” and displaying “maturity and a favourable evolution 
in global health diplomacy.” The Global Code is based on the agreed principle, embedded in the WHO Constitution, that 
all people have a right to the highest attainable standard of health. At the same time, it recognized that health workers 
have the right to migrate from one country to another in search of employment. As a nonbinding instrument, the Global 
Code calls upon member states to voluntarily implement and report on measures that uphold these principles. 

While a voluntary code might seem to be a limited advance from previous efforts to address international recruiting of 
healthcare personnel (Tankwanchi, Vermund, & Perkins 2014), some have argued that the Global Code’s approach signals 
a shift in the debate based on recognition of health worker migration as a social problem requiring global solidarity. The 
adoption of the Global Code by all 193 member states also reflects universal support among all countries for collectively 
addressing the issue more effectively. WHO describes the code as a “groundbreaking instrument [that] marks the first time 
that WHO member states have used the constitutional authority of the Organization to develop a code in thirty years” 
(WHO, n.d.). 

With the Global Code now in place, attention has shifted to promoting its implementation, which has so far been 
limited. The need for more robust reporting by member states on their progress in the implementation of the code has 
been identified as an unresolved issue (Siyam et al., 2013).

*Reproduced from Taylor, A. L., Hwenda, L., Larsen, B., & Daulaire, N. (2011). Stemming the brain drain—A WHO Global Code of Practice on International Recruitment of Health Personnel. The New 
England Journal of Medicine, 265, 2348–2351. Copyright © 2011 Massachusetts Medical Society. Reprinted with permission from Massachusetts Medical Society.
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 ▸ Mapping Existing 
Institutional Arrangements 
Governing Global Health

The complex and diverse institutional arrangements 
that currently constitute GHG have evolved over time 
into a mixture of international organizations, mecha-
nisms, and instruments. This evolution has not been 
guided by an overarching plan, but rather has been 
characterized by a laissez-faire approach to institu-
tional building, largely driven by powerful state and 
non-state actors. Moreover, differing opinions among 
these powerful actors regarding which global health 
goals should be given priority, and how best to achieve 
them, have led to the formation of numerous initia-
tives focused on specific diseases, populations, and 
geographic locales. While there are interconnections 
and complementarities among some of these initia-
tives, there are also gaps, overlaps, and even work-
ing at cross purposes. In this context, mapping these 
numerous institutional arrangements, and the ways in 
which they have evolved over time, is not a straight-
forward task.

One way of mapping GHG is to understand it 
as a process of cumulatively adding new actors over 
time. A familiar starting point is to locate WHO as 
the beginning, and at the center, as the “directing and 
coordinating authority on international health work” 
(WHO, 1946). The period from the end of World 
War II to the late 1990s saw WHO’s program of work 
expand in breadth and depth, alongside the establish-
ment of other United Nations bodies concerned with 
health, including the UN Children’s Fund (UNICEF), 
UN Development Program (UNDP), and UN Popula-
tion Program. In the 1980s, the World Bank began to 
take an active role in health as part of its development 
financing role. In the 1990s, a broader range of other 
sectors began to be involved, including trade and 
investment, finance, customs and excise, education, 
and public works (water and sanitation). Globaliza-
tion was broadening the factors affecting health deter-
minants and outcomes, and health was impacting on 
other policy spheres. Health became more prominent 
on the agendas of the Organisation for Economic 
Co-operation and Development (OECD), the Group 
of Eight (G8), and the Group of 20 (G20). New global 
health partnerships were formed soon after, involv-
ing state and non-state actors, alongside emerging 
economies such as Brazil, Russia, India, China, and 
South Africa (i.e., the BRICS countries). Thus, GHG is 
seen as evolving from WHO’s foundational role, with 

succeeding layers adding different actors and institu-
tional arrangements over time (FIGURE 21-2).

A second way of mapping GHG is to understand 
the changing roles and relationships played by the 
state, market, and civil society. State actors consist 
of governmental bodies, led by ministries or depart-
ments, service providers, and other agencies that serve 
the public interest. In GHG, this concept embraces 
national-level bodies concerned with health secu-
rity (e.g., centers for disease control, public health 
agencies), health development (e.g., U.S. Agency for 
International Development, German Technical Coop-
eration Agency), and foreign policy (e.g., Global 
Affairs Canada), and along with international-level 
bodies with membership primarily composed of gov-
ernmental actors (e.g., WHO, World Bank, UNICEF). 

The distinctiveness of the state sphere, and there-
fore the central role and authority of states config-
ured into intergovernmental organizations, is seen as 
changing with the advent of GHG. Since the 1990s, 
GHG can be mapped as an increasing overlap of the 
three spheres under shared institutional arrangements 
for the purpose of governing global health. As dis-
cussed in the previous section, non-state actors tra-
ditionally operate separately from the governmental 
(state) sphere, and can be divided into for-profit (mar-
ket) and not-for-profit (civil society) entities. Both 
types of non-state actors have grown substantially 
in number and influence since the late 20th century. 
GHG can be described as bringing together the three 
spheres, in different configurations, to realize new 
resources, comparative advantages, and, ultimately, 
greater effectiveness (FIGURE 21-3). The formation of 

Foundations,
NGOs, CSOs,

epistemic
communities

Nation States
Global Health

Partnerships (GHPs)
G8, G20

Multilateral Organizations
(UNOs)

World Bank (WB)
World Health Organization

(WHO)

FIGURE 21-2 Prominent global health governance actors  
in the 21st century.
Used with permission from Okello, A., Vandersmissen, A., & Welburn, S. (2014). One health into action: Integrating global health 
governance with national priorities in a globalized world. In K. Zomsstag, E. Schelling, M. Whittaker, M. Tanner, & D. Waltner-
Toews, (Eds.), The theory and practice of integrated health approaches (pp. 283–303). Wallingford, UK: CABI.
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dozens of global public–private partnerships between 
governments and the pharmaceutical sector, such as 
the Innovative Medicines Initiative between the Euro-
pean Commission and the European Federation of 
Pharmaceutical Industries and Associations, can be 
located in section (a) of Figure 21-3. Charitable foun-
dations, which some argue should be located in either 
the market or civil society sector, might be more accu-
rately fall between the two spheres into (b). The col-
laboration by Médecins sans Frontières with WHO to 
provide logistics for sleeping sickness (human Afri-
can trypanosomiasis) drug distribution in endemic 
countries, is an example of section (c) of Figure 21-3. 
Finally, section (d) is where all three spheres come 
together, as exemplified by the GFATM, the Global 
Alliance for Vaccines and Immunization (GAVI), and 
UNITAID.

A third way of mapping institutional arrangements 
for GHG is by specific function. As described in Table 
21-1, global governance fulfills a variety of functions 
(e.g., issue linkage, monitoring, financing) to which 
state and non-state actors may contribute formally or 
informally, with direct or indirect effects (Haas, 2004). 
Historically, WHO was tasked with fulfilling a broad 
range of these functions, including taking a lead role 
in agenda setting. By the 1990s, growing demands on 
that organization’s capacities, and severe limitations of 
an essentially frozen budget, alongside internal chal-
lenges posed by a bureaucratic structure and weak 
leadership, elicited debate about the appropriate scope 
of WHO’s mandate (Godlee, 1994). At the heart of 
the question of “who should be doing what in health” 
among UN bodies (Lee, Collinson, Walt, & Gilson, 
1996) was defining the core or essential functions to 
be retained by WHO. Despite reforms to address some 
of the structural and procedural problems hindering 

WHO’s capacity, the organization faced a growing 
number of “work-arounds” by dissatisfied donors who 
supported the creation of new initiatives. The result 
was a supply-driven expansion of global health initia-
tives, some located within WHO, but most governing 
their own operations. 

By the early 2000s, GHG had become a varied col-
lection of institutional arrangements that were fulfill-
ing different functions, but not acting collectively as a 
whole. FIGURE 21-4 illustrates the many state and non-
state actors involved in the financing of global health 
(mobilization, allocation, and implementation) during 
this era. In this environment, despite its designation as 
the “directing and coordinating authority,” WHO was 
now seen as one potential partner in a crowded GHG 
landscape. 

While debate continues about WHO’s man-
date, other players have shifted their attention to the 
broader question of what should be the core functions 
of GHG more generally. For example, the concept 
of global public goods takes a residual view of GHG 
functions, considering those areas of concern to arise 
from “market failures” or to be undersupplied without 
collective action (Smith & MacKellar, 2007). Similarly, 
the Oslo–The Lancet Commission on Global Health 
Governance has suggested how different functions 
might be distributed across a restructured GHG sys-
tem (Ottersen et al., 2014).

In sum, what is presently referred to as GHG is, 
in actuality, a less than perfect patchwork of institu-
tional arrangements that have evolved, in laissez-faire 
fashion, from a combination of supply-driven donor 
dissatisfaction and demand-driven health needs aris-
ing from globalization. Truly global governance in the 
health sphere is so far limited in scope, authority, and 
function. It would thus be misleading to refer to GHG 
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FIGURE 21-3 Transition from distinct to overlapping spheres of state, market, and civil society in global health governance.
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as a “system” or “architecture” in its present form, 
as this would suggest an agreed strategy or vision to 
guide its construction or evolution. Rather, what we 
have is a partial transitioning from international to 
global health governance, for selected areas of col-
lective action such as AIDS, TB, and malaria, and 
to prevent and control major communicable disease 
outbreaks (EXHIBIT 21-2). For most other issue areas, 
national and international health governance remains 
the basis for collective action.

The Role of Global Health Diplomacy
The building of effective GHG relies on the conduct 
of global health diplomacy. Diplomacy is the art or 
practice of conducting international relations through 
negotiating alliances, treaties, and other agreements. 
It is concerned with dialogue “designed to identify 
common interests and areas of conflict between the 
parties” (Evans & Newham, 1992). This discussion, 
in turn, is guided by a country’s foreign policy, the 
activity whereby state actors act, react, and interact 
at the boundary between the internal (domestic) and 
external (foreign) environments. Thus, while foreign 
policy is “the substance, aims and attitudes of a state’s 
relations with others,” diplomacy is “one of the instru-
ments employed to put these into effect” (Reynolds, 
1980, p.  36). The term “new diplomacy” describes 
shifts in foreign policy that challenge how diplomatic 
practice is carried out. More recently, it has been used 
to describe the global context, diverse actors, and 
innovative processes shaping contemporary interna-
tional relations. Another key feature of new diplo-
macy has been a shift in the participants, from highly 
trained officials within foreign affairs ministries to a 
broader range of political actors (Heine, 2006).

Importantly, new diplomacy has been shaped 
by non-state actors. While diplomats formally inter-
act with their counterparts, their constituencies are 
increasingly broad based. Bayne and Woolcock (2007) 
argue that globalization, and the growing influence 
of non-state actors, is transforming foreign policy in 
the 21st century. As Davenport (2002, p. 19) writes, 
“thousands of nongovernmental organizations have 
come on stage in recent years, driving their own issues 
to the top of the diplomatic agenda.” Solana (2009) 
argues, therefore, that “diplomacy is about more than 
mobilizing states. We need to find ways to harness the 
expertise and resources of nongovernmental organiza-
tions and companies and energize individuals towards 
shared goals.” This diversification of a diplomat’s con-
stituencies is illustrated by the “explosion of multilat-
eral negotiations aimed at addressing the new global 
environmental issues” (Benedick, 1998, p. 4). While 
the diplomat’s formal role is to serve as an official rep-
resentative of a state, new diplomacy requires engage-
ment with wider constituencies. Thus, it requires what 
Riordan (2002) calls a “radical restructuring of diplo-
matic services, replacing hierarchical with networked 
structures, and the creation of new forms of inter-
action.” New diplomacy, for example, seeks to har-
ness new technologies, altering negotiations through 
enhanced consultation, coordination, information 
gathering, and analytical capabilities.

More broadly, social/cultural activities are seen 
by public diplomacy advocates as important means 
of promoting understanding and influence. Govern-
ments are not alone in the use of such technologies. 
Non-state actors see new technologies, including 
social networking, as means for exerting “soft power,” 
especially when they lack military and economic 
resources. Consequently, there has been growing 
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Reproduced from Institute for Health Metrics and Evaluation. (2009). Financing global health 2009: Tracking development assistance for health. Seattle, WA: IHME.

906 Chapter 21 Global Health Governance and Diplomacy



(continues)

EXHIBIT 21-2 The Global Governance of Pandemic Influenza

Influenza is a respiratory infection characterized by the rapid onset of symptoms such as fever, chills, body ache, and 
unproductive cough. Influenza can cause severe health problems for the elderly and the young, as well as for people 
with weakened immune systems. Of the three types of influenza viruses (A, B, and C), type A is of greatest public health 
concern. Type A viruses infect both human and various animal species, which expands the pathogens’ reservoir. These 
viruses are unstable because they regularly mutate in minor ways (antigenic drift), but periodically mutate in major ways 
(antigenic shift). Genetic reassortments occur when a human influenza virus and zoonotic influenza virus coinfect a 
human or animal (e.g., pig, bird) host, exchange RNA, and produce a novel virus. Depending on its characteristics, the 
novel virus could trigger human or animal epidemics or wider pandemics.

Governments have long recognized that influenza requires collective action given the enduring risks posed by the 
disease and the substantial human and social impacts caused by outbreaks. For these reasons, WHO member states have 
agreed that global influenza governance must fulfill four core functions: surveillance and reporting, preventive measures, 
effective response, and public communication.

First, surveillance and reporting provides vital knowledge of which influenza strains are circulating, thereby enabling the 
planning and implementation of interventions such as vaccines. This function is carried out by the WHO Global Influenza 
Surveillance and Response System (GISRS), established in 1951 and operating in 83 countries. The GISRS consists of 112 
national influenza centers, 4 Collaborating Centers for Reference and Research (Australia, Japan, United Kingdom, and 
United States), and the Collaborating Center for Studies on the Ecology of Influenza in Animals (United States). In addition, 
the GISRS operates FluNet, a global web-based tool for influenza virologic surveillance that was launched in 1997. The 
virologic data entered into FluNet (e.g., number of influenza viruses detected by subtype) are critical for tracking the 
movement of viruses globally and interpreting the epidemiologic data. FluNet recommends, twice annually, the content 
of the influenza vaccine for the coming season, and serves as an early alert mechanism for the emergence of a virus 
with pandemic potential. FluNet also forms part of the WHO Global Outbreak Alert and Response Network (GOARN), 
established in 2000, to combat the worldwide spread of disease.

Second, an important function of effective global influenza governance is to undertake preventive measures that reduce 
the disease burden on populations. Given that influenza viruses, including H5N1, are endemic in a growing number of 
countries, and contact between human and animal populations remains difficult to control, most experts agree that no 
form of governance can prevent the emergence of new influenza strains. However, public health agencies, in cooperation 
with animal health experts and the agricultural sector, can control the spread of the virus and mitigate its impact through 
rapid diagnosis, isolation of cases, and vaccination (Gerdil, 2003). Among healthy adults, influenza vaccine provides 
protection from infection, even when the circulating viruses do not exactly match the vaccine viruses. Unfortunately, 
supply limitations and the cost of vaccines put them out of reach of most populations worldwide. Other measures, 
such as good husbandry practices, can be supported through guidelines published by WHO and World Animal Health 
Organization.

Third, influenza can still cause significant disease burdens even when the preceding measures are implemented, so it 
requires effective public health responses. Seasonal epidemics are estimated to result in 3 to 5 million cases of severe illness 
each year, and 250,000 to 500,000 deaths annually. The morbidity and mortality for pandemic influenza vary depending 
on the virulence of the virus involved; for example, mortality from this cause was approximately 575,400 deaths in 2009 
but 50 million to 100 million deaths in 1918–1919. The infrequency of influenza pandemics, combined with the potentially 
major severe public health impacts of such events, pose challenges for preparedness planning. The role of GHG, in this 
respect, focuses on enhancing the surge capacity of national-level health systems to cope with increased demands for 
diagnostic and clinical treatment, notably control of infection and administration of antiviral drugs. This effort is guided 
by the Pandemic Influenza Preparedness (PIP) Framework adopted by WHO member states in 2011 following growing 
concerns about the risks from highly pathogenic avian influenza (HPAI). More broadly, influenza governance seeks to 
maintain the functioning of societies, including public services and economic activity.

Finally, public communication is a key function of global influenza governance. Accurate and timely information is 
essential for ensuring an appropriate perception of risk among the public. This task is especially challenging during 
influenza pandemic because when and where it begins, which specific strain emerges, and how severe the health impact 
is can be unknown. An unduly high level of risk perception can prompt irrational behavior, which then adversely affects 
collective interests. The private stockpiling of antiviral drugs, for example, contributes to shortages in world supply. 
Maintaining a high level of alert can lead to “risk fatigue” and public skepticism when a pandemic does not materialize. 
At the same time, failure to raise sufficient awareness and concern may create problems in securing needed resources or 
public compliance with response measures.
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recognition of the importance of netpolitik and media-
politik (in contrast to realpolitik), a “new style of diplo-
macy that seeks to exploit the powerful capabilities of 
the Internet to shape politics, culture, values, and per-
sonal identity” (Bollier, 2003, p. 2).

Global change, in turn, is creating new problems 
ripe for collective action (e.g., climate change, popu-
lation migration, economic instability, disease pan-
demics) through foreign policy and, consequently, 
diplomats. The new diplomacy agenda, then, includes 
a broader range of issue-areas deemed relevant to for-
eign policy (McInnes & Lee, 2006). This has given rise 
to new specialty areas of diplomacy such as resource 
diplomacy (the cultivation of relations with resource-
rich countries), Internet diplomacy (negotiation of 
rules governing the Internet), and disaster diplomacy 
(understanding and addressing risks in a complex 
global system).

It is within this context that growing attention 
has been paid to global health diplomacy. Much of 
the GHD literature is overtly normative in advo-
cating the use of global health activities to further 
foreign policy. For example, the U.K. government’s 
Health Is Global Strategy seeks to “use health as an 
agent for good in foreign policy, recognizing that 
improving the health of the world’s population can 
make a strong contribution towards promoting a 
low-carbon, high-growth global economy” (United 
Kingdom Department of Health, 2008). Similarly, 
Suleman et al. (2014, p. 1) propose that “[t]hought-
ful Health Diplomacy . . . has the potential to bridge 
the perceived divides between Western and predomi-
nantly Muslim nations.” In the United States, GHD is 
often cast as a counterpart to military-backed “hard 
power” in the search for “what other tools are avail-
able to advance U.S. interests in the world” (“Health 
Diplomacy,” 2007, p. B4).

In summary, GHD can be defined as 
“ policy-shaping processes through which States, 
intergovernmental organizations, and non-state 
actors negotiate responses to health challenges or uti-
lize health concepts or mechanisms in  policy-shaping 
and negotiation strategies to achieve other politi-
cal, economic, or social objectives” (Smith, Lee, & 
Fidler, 2009, p. 1). Such processes recognize that the 
changing roles and responsibilities of the increas-
ingly diverse public and private actors concerned 
with global health require a range of approaches to 
collective action. Of significance is the absence of an 
overarching authority to adopt and enforce legally 
binding measures. Yet the world’s experiences with 
severe acute respiratory syndrome (SARS) and 
H1N1 influenza, for example, have reemphasized the 
shared nature of global health challenges. To date, 
the focus has largely centered on negotiating global 
governance mechanisms to deal with acute public 
health threats—notably, infectious diseases out-
breaks. However, greater attention needs to be given 
to how state and non-state actors at different policy 
levels can work more effectively together to address 
other global health issues, such as strengthening of 
health systems, health worker migration, access to 
medicines, and prevention and control of the rapid 
increase in chronic diseases.

Over the past six decades, WHO has been at the 
forefront of global health diplomacy as the United 
Nations’ specialized agency for health. The World 
Health Assembly (WHA) has served as a valued 
forum for debating issues and encouraging consensus 
among member states. The post–Cold War era, how-
ever, has seen the rise of the G8 (reduced to G7 with 
suspension of Russia since 2014) countries as a core 
influence in international relations. Since the 2000s, 
the rising influence of the BRICS countries, along 

Today, surveillance and reporting is the most developed function under global influenza governance, although 
data gaps remain for many LMICs. Web-based monitoring and reporting systems, integrating both state and non-state 
sources, and new technologies (e.g., web trawling) have further enhanced the delivery of this function. Global influenza 
governance remains most vulnerable in relation to the three core functions of preventive measures, response, and public 
communication. Despite recognition of the need to implement the PIP Framework, much of the effort to prepare for 
pandemic influenza remains focused at the national level. Pharmacologic interventions are, at present, available in only 
some countries. In addition, the stockpiling of antiviral medications and vaccines by individual countries causes shortages 
and increased prices worldwide. This practice is especially problematic if such drugs are needed, for example, to contain 
an outbreak during the initial stages. By undermining GHG capacity to ring-fence an outbreak, governments can actually 
reduce the health security of their domestic populations. As Coker and Mounier-Jack (2006, p. 889) argue, “The next 
pandemic will test notions of global solidarity.” 

EXHIBIT 21-2 The Global Governance of Pandemic Influenza (continued)

Excerpted from Lee, K., & Fidler, D. (2007). Avian and pandemic influenza: Progress and problems for global governance. Global Public Health 2(3): 215.
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with other “emerging economies,” has been a notable 
development on the world stage. The most remarkable 
change among these countries is the transformation 
of China from an aid recipient to a leading aid donor 
over the past three decades. While there are limited 
official data sources on Chinese global health fund-
ing, a study by Grepin et al. (2014) reports that health 
has increased as a development aid priority for China. 
This change in perspective is reflected in the steady 
increase in the number of health, population, water, 
and sanitation projects supported in Africa since 2000, 
with China ranking among the top 10 bilateral global 
health donors to that continent. Beyond bilateral aid, 
China has been an active participant in the annual 
BRICS Health Ministers meetings that have held 
since 2011. These meetings include six roundtables 
and two Ministerial Forums on China–Africa Health 
Development, involving 40 African countries as well 
as representatives from the African Union, WHO, 
and UNAIDS (Röhren, 2017). In January 2017, China 
and WHO signed a memorandum of understand-
ing on health issues related to the so-called Belt and 
Road Initiative, a monumental development strategy 
focused on strengthening land and sea trade routes 
between Europe and China. The agreement deals with 
health emergencies and with the certification of Chi-
nese medicines and vaccines. This rapid growth of 
China’s role in global health, in large part driven by the 
country’s foreign and economic policy goals, has led to 
observations that China will soon overtake the United 
States as “the next leader in global health” (Dahl, 2017).

During the 21st century, it is likely that fur-
ther geopolitical shifts will lead emerging econo-
mies, individually and collectively, to have greater 
prominence in GHD. The New Development Bank, 
formed by BRICS countries in 2014, intends to pur-
sue the objective of “financing infrastructure and 
sustainable development projects in BRICS and 
other emerging economies and developing coun-
tries, complementing the efforts of multilateral and 
regional financial institutions toward global growth 
and development” (New Development Bank, n.d.). 
The G20 (the world’s 20 leading industrial countries 
and emerging economies) is also poised to take a 
more active global health role. Its Berlin Declara-
tion, issued in May 2017, recognizes health as “one 
of the most valuable resources for building a sus-
tainable future” (Group of 20, 2017). The declara-
tion, which follows the first G20 Health Ministers 
Meeting, focuses on antimicrobial resistance and 
health systems strengthening.

Along with state-based diplomacy, as discussed 
earlier in this chapter, global health actors embrace a 

broad range of non-state actors. For example, watching 
the G20 closely has been a coalition of civil society orga-
nizations known as the C20, which aims to facilitate “a 
structured and sustained exchange of critical reflection 
and political perspectives amongst civil society in G20 
countries and beyond on the G20 agenda” (C20, n.d.). 
The diversity of actors concerned with global health 
is extended further by the influence of other sectors, 
including trade, security, environment, migration, and 
agriculture, upon the health sector. This is illustrated 
by the negotiation process to move from the MDGs 
to SDGs (EXHIBIT 21.3). Together, the greater diversity 
of actors and the complexity of issues gives the role of 
GHD even greater importance (Kickbusch & Kökény, 
2013). Far greater understanding is needed concern-
ing how GHD can best be conducted, which skills are 
needed for effective negotiation, and which ends GHD 
should seek to achieve. In response to calls for more 
information on these topics, there has been a blossom-
ing of GHD literature and training programs focused 
on the skills and processes needed for the negotiation 
of global health-related agreements (Kickbusch & 
Kökény, 2013). As former WHO Director Margaret 
Chan (2007) noted, health negotiators need to assert 
themselves more effectively in new policy arenas:

[D]ue to the impact of globalization on public 
health, a new type of diplomacy is necessary 
to navigate the changing landscape of inter-
national affairs and politics. The emergence of 
cross-border disease, bio-terrorism, shifting 
geopolitical environments, and the linkages 
between health, trade, intellectual property, 
and human rights, present stakeholders with 
a complex matrix of technical and relational 
challenges.

Key Tasks for Strengthening  
Global Health Governance
Debates over the past two decades about the present 
weaknesses of GHG have often focused on dissatis-
faction with specific international organizations’ will-
ingness and ability to fulfill their mandates, notably 
WHO. A substantial amount of intellectual and prac-
tical energy has been expended searching for effective 
options for reforming, rebuilding, or even replacing 
WHO. From concerns during the mid-1990s about 
weak leadership, lack of nimbleness, and poor lead-
ership, to the crisis of confidence following the Ebola 
virus outbreak of 2013–2016, there are clear frus-
trations with the process of “fixing” WHO. Even the 
reform recommendations prompted by the Ebola 
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EXHIBIT 21-3 Negotiating the Role of Health Within the UN Sustainable Development Goals

The 2030 Agenda for Sustainable Development was adopted by the UN General Assembly in September 2015 to 
replace the Millennium Development Goals (MDGs) as the central UN platform for achieving “integrated and indivisible” 
development across three dimensions: social, environmental, and economic. Encompassing 17 Sustainable Development 
Goals (SDGs) and 169 targets, which require national, regional, and local efforts across all sectors of society, the purpose of 
the SDG agenda is to serve as a broad and inclusive framework for ending poverty worldwide.

The SDGs differ from the MDGs in two important respects. First, the UN Secretary General’s High-Level Panel on 
Sustainable Development highlights the importance of addressing the determinants of development and well-being 
within a “universal framework” in which goals apply to every country and across all sectors of society. While the MDGs 
applied to developing countries, the SDGs are framed to address poverty alleviation in all countries. Second, the SDGs 
place sustainability at the heart of the development agenda, recognizing the need to address the complex links between 
development and the environment. Of particular concern is the need to move away from a narrow set of quantitative 
goals and targets and toward a broader range of more “integrated and indivisible” goals and targets.

Before consensus could be achieved on these differences, however, negotiators had to navigate a broad range of 
sector-specific interests. This included the health sector, which enjoyed particular prominence under the MDGs. Three 
out of eight MDGs focused directly on health-related issues: reducing child mortality (MDG 4), improving maternal health 
(MDG 5), and combating HIV/AIDS, malaria, and other diseases (MDG 6). Three others were indirectly related to health: 
eradicating extreme poverty and hunger (MDG 1), ensuring environmental sustainability (MDG 7), and developing a 
global partnership for development (MDG 8). This emphasis arose because, at the time the MDGs were negotiated during 
the late 1990s, major donor agencies heavily favored support for addressing global health needs. During this period, 
increased funding was directed to global health, with the sector receiving substantial new resources and political support 
(Nunes, Lee, & O’Riordan, 2016).

A detailed comparison of the negotiation of the MDGs and SDGs is difficult given the “absence of contemporaneous, 
empirical documentation of the agenda-setting and decision-making process resulting in the MDGs” (Brolan & Hill, 2016, 
p. 514). Nevertheless, it appears that the processes were different. The MDGs arose from the Millennium Summit, described 
as the “largest gathering of world leaders in history” (UN Millennium Project, 2006). According to McArthur (2014, p. 7), 
the text of the UN Millennium Declaration was the product of an “intergovernmental drafting process . . . led by John 
Ruggie, Kofi Annan’s advisor and assistant secretary-general. Mark Malloch Brown, the UNDP administrator. . . . In the end, 
world leaders signed off on a historic Millennium Declaration text that distilled a wide-ranging global agenda down to a 
relatively pithy framework of global priorities. . . . The text was ultimately drafted in a UN conference room, but its contents 
had roots in the outcomes from the 1990s conferences.”

While the SDGs were supported by almost 200 UN member states, they were the product of a process facilitated by a 
Sustainable Development Solutions Network (SDSN), overseen by a Leadership Council, operating “under the auspices of 
the UN Secretary-General . . . [to mobilize] global scientific and technological expertise to promote practical solutions for 
sustainable development.” The SDSN formed 12 Thematic Groups (TGs), including the Thematic Group on Health for All, 
whose members comprised leading scientists, engineers, academics, and practitioners from civil society and the business 
community (SDSN, 2014). As Wagner (2015) describes:

Several elements combined to deliver a different negotiation process on the SDGs. A critical change was the fact 
that North–South differences were not as pronounced. The SDG negotiation process was conducted in a manner 
that reduced delegation rigidity, both of individual member states and within coalitions. Based on the Rio+20 
instructions for how the SDGs would be developed, negotiations were conducted by an “Open Working Group” 
[OWG] in which 70 countries developed a sharing arrangement for the designated 30 “seats” for participants. The 
sharing arrangement broke up traditional coalitions, and facilitated discussions in which seat partners sought to 
identify what they shared in common with each other’s position, rather than to strategize over how to elevate 
their different positions.

This new negotiating format led to a shift away from the prominence previously given to the health sector. During the 
negotiations, some argued that the MDGs had been too focused on quantifiable targets, which were closely associated 
with health targets such as reducing child mortality rates; those targets then became goals in themselves, rather than 
achieving overall development. As Hill et al. (2014, p. 1) describe, the “global context and framing of the new agenda is 
substantially different, and health advocates cannot automatically assume the same prominence.” Instead, health needs 
to be reframed within a social sustainability paradigm, be universally relevant to all countries, and be asserted across all 
themes, rather than being identified as stand-alone goals and targets. On this basis, they suggest that “health advocates 
need to overtly explore what global governance structures will be needed to finance and implement these universal 
Sustainable Development Goals” (p. 1). 
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outbreak (EXHIBIT 21-4)—an event in which WHO’s 
conduct faced unprecedented criticism—have once 
again led to disappointment that real change remains 
elusive (Horton, 2015).

WHO is not alone in drawing reformers’ atten-
tion: Other international organizations have also 
faced criticism. For example, the impacts on health 
equity and status in LMICs of the World Bank’s 
market-driven policies and conditionalities have 
raised major concerns since the early 1990s (Birn &   
Dmitrienko, 2005). In 2011, the GFATM faced 
criticism regarding its governance and financial 
oversight, confirmed by findings of a high-level inde-
pendent review panel. The review, chaired by former 
U.S. Health Secretary Michael Leavitt and former 
President of Botswana Festus Mogae, acknowledged 
the important work and achievements of the Global 
Fund, but noted that inadequate fiduciary controls 
resulted in misappropriation of funds in recipient 
countries (Boseley, 2011).

Beyond the governance of individual organiza-
tions, many challenges stem from the way that existing 
institutional arrangements together serve to govern 
global health. As discussed in this chapter, the need to 
strengthen collective action has been driven by impacts 
wrought by globalization (e.g., technological change, 
increased capital flows, intensifying population mobil-
ity) that existing forms of governance cannot address in 
an effective manner. Can existing bodies, individually 
and collectively, govern in ways that meet the health 
needs of a globalizing world, or is there need to design a 
new “system”? The latter task, of achieving a better “sys-
tem” of GHG, must resolve a number of challenges.

Which Normative Frameworks Should 
GHG Seek to Uphold?
Any redesign of GHG requires agreement among those 
governed about the shared values and ethics underlying 
collective action and institution building. The norma-
tive frameworks shaping global affairs are, of course, 
diverse and sometimes at odds. Nevertheless, a sub-
stantial part of the global health community has moved 
toward the adoption of some values as the starting point 

for GHG, beginning with the basic right to health. A 
commitment to addressing health inequities, within 
and across countries, and to building universal health 
coverage, also forms important parts of the SDGs. What 
does fairness and justice look like in GHG?

Which Core Functions Should GHG Fulfill?
Among the many functions that can be performed 
by global governance (Table 21-1), there is a need 
for agreement on which functions should form part 
of GHG, and how they should be carried out. Today, 
health governance is exercised at many different insti-
tutional levels: local/subnational (e.g., district health 
authority), national (e.g., ministry of health), regional 
(e.g., Pan American Health Organization), interna-
tional (e.g., WHO), and global (GFATM). Should 
GHG be considered residually, as comprising only 
those functions that cannot be performed by other 
levels of health governance? Or should GHG be con-
sidered holistically, as comprising all levels of health 
governance scaffolded in an interconnected and com-
plementary way? For both visions of GHG, it is clear 
that building stronger global institutions is not a zero-
sum game, whereby new institutional arrangements 
necessarily seek to replace existing ones. Rather, by 
focusing on the functions to be performed, effective 
GHG could be viewed as an enabling structure built 
upon strong institutions from the ground up.

What Should Be the Relative Roles of 
State and Non-state (For-Profit and  
Not-for-Profit) Actors?
This chapter has described how GHG increasingly 
involves state (e.g., ministry of health) and non-state 
(e.g., International Federation of Pharmaceutical 
Manufacturers Association) actors, sometimes oper-
ating separately, but increasing working in combina-
tion (e.g., Project Last Mile, Malaria for Medicines 
Venture). Pragmatism has been a major factor in the 
proliferation of global public–private partnerships. 
However, their roles have also raised questions about 
whose interests are served by GHG. Can GHG serve 

The end result of the negotiation process was that, among the 17 SDGs, only one is directly a health goal (SDG 3) 
including universal health coverage. For some, this outcome signals a downgrading of health on the global agenda. 
For others, the broader approach represents an improvement over the MDG targets, but questions remain about its 
achievability without a clear commitment to the right to health, collective responsibility (beyond individual societies) to 
uphold this commitment, and accountability mechanisms to ensure the delivery of the right to health as an entitlement 
(Go4Health, 2013).
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EXHIBIT 21-4 Ten Recommendations for Strengthening Global Health Governance After the 2013–2016  
Ebola Virus Outbreak

Recommendation 1: Develop a global strategy to invest in, monitor, and sustain national core capacities.
WHO should convene governments and other major stakeholders within 6 months to begin developing a clear global 
strategy to ensure that governments invest domestically in building core capacities and to mobilize adequate external 
support to supplement efforts in poorer countries.

Recommendation 2: Strengthen incentives for early reporting of outbreaks and science-based justifications for trade and travel 
restrictions.
Political leaders, governments, and international organizations must strengthen the set of incentives and disincentives so 
that governments report disease outbreaks early. Among these should be stronger disincentives for implementing trade 
and travel restrictions without a scientific or public health basis.

Recommendation 3: Create a unified WHO Center for Emergency Preparedness and Response with clear responsibility, adequate 
capacity, and strong lines of accountability.
High-level political leaders must clearly designate who is responsible for responding when disease outbreaks outstrip 
national capacities, invest in the capacity to respond, and ensure accountability for fulfillment of these responsibilities.

Recommendation 4: Broaden responsibility for emergency declarations to a transparent, politically protected Standing 
Emergency Committee.
Member states should amend the International Health Regulations to broaden responsibility for declaring a public health 
emergency of international concern. The Director-General convenes, and is advised by, an ad hoc Emergency Committee 
constituted from a list of independent experts; however, authority and responsibility to declare a public health emergency 
of international concern rest exclusively with the Director-General. We recommend the creation of a Standing Emergency 
Committee that meets regularly, with the mandate to declare a public health emergency of international concern by a 
majority vote of its members. The emergency declaration should trigger other actions, such as financial disbursements 
by development banks, emergency data-sharing and specimen-sharing rules, and emergency regulatory procedures for 
new drugs, vaccines, and diagnostics (recommendations 6 and 7). The Director-General should chair, communicate, and 
explain the Standing Emergency Committee’s decisions. Following an open call for nominations, the Director-General 
would appoint the first members; thereafter, the Standing Emergency Committee itself would periodically vote in new 
members to preserve its independent character. Minutes and votes of Standing Emergency Committee members 
should be published immediately following each meeting for the sake of transparency, to build external confidence, 
reduce political interference, and strengthen the committee’s hand against resistant states. Similarly to other institutions 
responsible for technically complex, yet politically consequential decisions, such as central banks or drug regulatory 
authorities, the Standing Emergency Committee must be protected from political pressure that might interfere with its 
judgment.

Recommendation 5: Institutionalize accountability by creating an independent Accountability Commission for Disease Outbreak 
Prevention and Response (Accountability Commission).
The UN Secretary General should create an Accountability Commission as an independent body composed of civil society, 
academia, and independent experts doing real-time and retrospective system-wide assessment of global responses to 
major disease outbreaks. The Accountability Commission would track and analyze the contributions and results achieved 
by national governments, donors, UN agencies, international and national nongovernmental organizations, and the private 
sector. All major actors would be expected to share information promptly with the Accountability Commission about 
financial, in-kind, or operational contributions; the Accountability Commission should publish the names of organizations 
unwilling to share such information. The Accountability Commission would assess aid effectiveness, including funds 
committed, paid, disbursed, and spent; both short-term and long-term accomplishments achieved with those funds; 
and the timeliness, effectiveness, cultural appropriateness, and equity of the response for intended beneficiaries. The 
Accountability Commission should liaise directly with and provide a forum for representatives of communities directly 
affected by outbreaks. Finally, it should monitor efforts to build and sustain national core capacities.

Recommendation 6: Develop a framework of rules to enable, govern, and ensure access to the benefits of research.
Before the 2016 World Health Assembly, WHO should convene governments, the scientific research community, 
industry and nongovernmental organizations to begin developing a framework of norms and rules for research 
relevant to disease outbreaks. The framework’s goal would be to provide guidance on three interrelated 
issues: (a) access to data and samples to enable and accelerate research; (b) improved ethical standards; and  
(c) equitable access to the benefits of research such as priority and affordable access to newly developed technologies 
and treatments. 
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public interests with the participation of both state 
and non-state actors? Which institutional arrange-
ments are needed to ensure appropriate “checks and 
balances” to protect public interests in GHG? The 
adoption of the WHO Framework for Engagement 
with Non-State Actors (FENSA) in May 2016 followed 
a long and “difficult gestation” (Buse & Hawkes, 2016) 
amid concerns regarding the organization’s relation-
ship with the private for-profit sector (EXHIBIT 21-5). 
While FENSA “recognizes the risks of potential 

conflicts of interest from engagement with non-state 
actors, including undue influence in setting or apply-
ing policies, norms, and standards,” and “WHO and 
its governing body have taken an important step in 
democratizing the invite list to the policy table and 
establishing the dining etiquette,” (p. 5) Buse and 
Hawkes (2016, p. 5) argue that this was a lost oppor-
tunity for the organization to “leverage its mandate 
and authority to address the larger issue of governing 
the activities of industry.”

Recommendation 7: Establish a global facility to finance, accelerate, and prioritize research and development.
The UN Secretary General and the WHO Director-General should convene in 2016 a high-level summit of public, private, 
and not-for-profit research funders to establish a global financing facility for research and development for health 
technology relevant for major disease outbreaks. The facility would support manufacturing, research, and development 
for drugs, vaccines, diagnostics, and other nonpharmaceutical supplies (such as personal protective equipment) where 
the commercial market does not offer appropriate incentives. For known pathogens, the facility could invest in bringing 
candidate drugs, vaccines, technology platforms, and other relevant products through proof of concept, phase 1, and 
phase 2 testing in humans, so that they are ready for wider testing, manufacturing, and distribution when an outbreak 
strikes. During an outbreak the facility would rapidly mobilize finance for priority research and development projects, such 
as diagnostics for novel pathogens.

Recommendation 8: Sustain high-level political attention through a Global Health Committee of the Security Council.
In recognition of health as an essential facet of human and national security, the UN Security Council should establish a 
Global Health Committee consisting of government representatives. The Committee’s main goal would be to expedite 
and elevate political attention to health issues posing a serious risk to international peace and security and provide a 
prominent arena to mobilize political leadership. Specifically, the Committee would monitor and publish an annual 
report on progress in building a strong and effective global health security system, taking into account analyses from 
the Accountability Commission and WHO. The Committee would also address alleged noncompliance with International 
Health Regulation provisions on trade and travel measures. The Committee would not declare public health emergencies 
of international concern. That decision would remain technically driven and under the authority of WHO. The Committee 
would not be able to veto WHO decisions or reports of the Accountability Commission. Rather, the Committee’s main role 
would be as an arena for high-level attention to health threats and a forum for problems not adequately resolved by the 
WHO governing bodies.

Recommendation 9: A new deal for a more focused, appropriately financed WHO.
To rebuild trust, respect, and confidence within the international community, WHO should maintain its broad definition 
of health, but substantially scale back its expansive range of activities to focus on core functions. The scope of WHO’s 
work would thus continue to embrace the full range of health issues, but its functions should be far more circumscribed. 
We restrict our analysis to core functions in infectious disease outbreaks. However, there remains the need to define 
WHO’s core functions in other key areas of work, such as noncommunicable diseases, injuries, environmental health, 
health systems, and social determinants of health. For this purpose, the January 2016 Executive Board should launch 
a fundamental review of the organization’s constitution and mandate to define its core functions. This review should 
identify and hand over noncore activities to other actors, thereby streamlining WHO’s activities. It should also examine 
which core functions are not being fulfilled or adequately funded.

Recommendation 10: Good governance of WHO through decisive, time-bound reform, and assertive leadership.
Restoring credibility demands that WHO institutionalizes accountability mechanisms, strengthens and clarifies how it 
works with other actors, and fosters strong leadership. The January 2016 Executive Board should launch a process to 
implement four new policies for WHO to meet basic principles of good governance: establish a freedom of information 
policy, with appropriate safeguards; create a permanent Inspector General’s office to monitor overall performance of 
the organization and its entities, reporting to the Executive Board; conclude continuing work on the Framework of 
Engagement with Non-State Actors to better govern the way WHO interacts with civil society, academia, foundations, 
and the private sector; and revise human resources policies to attract or retain well-qualified staff, including for leadership 
positions, while letting go of chronic underperformers.

Extracted from Moon, S., Sridhar, D., Pate, M., Jha, A., Clinton, C., Delauney, S., . . . Piot, P. (2015). Will Ebola change the game? Ten essential reforms before the next pandemic. The report of the 
Harvard-LSHTM Independent Panel on the Global Response to Ebola. The Lancet, 386: 2204–2221. Copyright © 2015, with permission from Elsevier.
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EXHIBIT 21-5 WHO Framework of Engagement with Non-State Actors

Introduction
1. The overarching framework of engagement with non-state actors and the WHO policy and operational procedures 

on management of engagement with non-state actors apply to all engagements with non-state actors at all levels 
of the Organization, whereas the four specific policies and operational procedures on engagement are limited in 
application to, respectively, nongovernmental organizations, private sector entities, philanthropic foundations and 
academic institutions.

Engagement: Rationale, Principles, Benefits, and Risks
Rationale

2. WHO is the directing and coordinating authority in global health in line with its constitutional mandate. The global 
health landscape has become more complex in many respects; among other things, there has been an increase in 
the number of players including non-state actors. WHO engages with non-state actors in view of their significant 
role in global health for the advancement and promotion of public health and to encourage non-state actors to 
use their own activities to protect and promote public health.

3. The functions of WHO, as set out in Article 2 of its Constitution, include: to act as the directing and coordinating 
authority on international health work; to establish and maintain effective collaboration with diverse 
organizations; and to promote cooperation among scientific and professional groups which contribute to the 
advancement of health. The Constitution further mandates the Health Assembly or the Executive Board, and 
the Director-General, to enter into specific engagements with other organizations. WHO shall, in relation to 
non-state actors, act in conformity with its Constitution and resolutions and decisions of the Health Assembly, 
and bearing in mind those of the United Nations General Assembly or the Economic and Social Council of the 
United Nations, if applicable.

4. WHO’s engagement with non-state actors supports implementation of the Organization’s policies and 
recommendations as decided by the governing bodies, as well as the application of WHO’s technical norms 
and standards. Such an effective engagement with non-state actors at global, regional, and country levels, also 
calls for due diligence and transparency measures applicable to non-state actors under this framework. In order 
to be able to strengthen its engagement with non-state actors for the benefit and interest of global public 
health, WHO needs simultaneously to strengthen its management of the associated potential risks. This requires 
a robust framework that enables engagement and serves also as an instrument to identify the risks, balancing 
them against the expected benefits, while protecting and preserving WHO’s integrity, reputation, and public 
health mandate.

Principles
5. WHO’s engagement with non-state actors is guided by the following overarching principles.

Any engagement must:

a. demonstrate a clear benefit to public health;
b. conform with WHO’s Constitution, mandate, and General Programme of Work;
c. respect the intergovernmental nature of WHO and the decision-making authority of member states as set out 

in the WHO’s Constitution;
d. support and enhance, without compromising, the scientific and evidence-based approach that underpins 

WHO’s work;
e. protect WHO from any undue influence, in particular on the processes in setting and applying policies, norms, 

and standards;
f. not compromise WHO’s integrity, independence, credibility, and reputation;

g. be effectively managed, including by, where possible, avoiding conflict of interest and other forms of  
risks to WHO;

h. be conducted on the basis of transparency, openness, inclusiveness, accountability, integrity, and  
mutual respect.

Reprinted from World Health Organization (WHO). (2016). Framework of engagement with non-state actors, 69th World Health Assembly, WHA69. Geneva, Switzerland: World Health Organization. 
Copyright © 2016. http://www.who.int/about/collaborations/non-state-actors/A69_R10-FENSA-en.pdf?ua=1
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How Should GHG Intersect with, or  
Be Integrated with, Other Spheres  
of Governance?
Health determinants and outcomes, in a globalizing 
world, are affected by a broad range of factors. As a 
consequence, effective GHG cannot be limited to the 
health sector, but rather must operate within a larger 
ecosystem of global governance. How should GHG 
engage with non-health sectors (e.g., trade, environ-
ment, law enforcement, education, transportation)? 
How can this be achieved at all levels of health gover-
nance to achieve policy coherence (Silberschmidt & 
Zeltner, 2013)? The formulation of the SDGs has 
adopted this approach and offer opportunities to 
embed GHG more deeply in other sectors. Simi-
larly, The Lancet–University of Oslo Commission 
on Global Governance for Health proposed a UN 
Multistakeholder Platform on Global Governance 
for Health that would “engage governments, inter-
governmental organizations (in the areas of finance, 
trade, labor, food, environment, human rights, 
migration, and peace and security), and non-state 
actors including civil society, academic experts, and 
business” (Ottersen et al., 2014, p. 630). The Platform 
( FIGURE 21-5) would address the problem of what the 
Commission calls “institutional stickiness,” whereby 
it becomes “difficult to reform institutions to evolve 
with the times” because power becomes entrenched. 
The Commission has argued that the Platform would 

enable “more inclusive, better integrated, and more 
coherent policy dialogue across institutions and 
arenas.”

How Should Decisions Be Made Within a 
System of GHG?
Decision-making processes are central to  governance—
that is, who participates and how decisions are made. 
International health governance gives formal power 
and authority for decision making largely to state 
actors. This chapter describes how non-state actors 
have become increasingly involved in global health 
and, to a growing extent, in decision making, both 
formally and informally. Proponents argue that this 
“opening up” of participation enables a broader range 
of stakeholders to be represented in GHG decisions 
and, by extension, facilitates better decisions. Others, 
however, question whether more voices are necessar-
ily the right voices. To what extent are the voices of big 
business and CSOs necessarily representative of local 
people, notably the poor and vulnerable? More voices 
also do not necessarily mean better decision mak-
ing. Indeed, lessons from the Occupy Movement and 
the UN Climate Change Conference suggest that too 
many diverse voices coalescing around “amorphous 
structures” can be a hindrance to effective global 
change (Klein, 2014). Who should be enfranchised in 
decision making and how should they meaningfully 
participate in GHG? How can dissenting voices be 
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FIGURE 21-5 United Nations stakeholder platform.
Reprinted from Ottersen, O., Dasgupta, J., Blouin, C., Buss, P., Chongsuvivatwong, V., Frenk, J., . . . Scheel, I. (2014). The political origins of health inequity: prospects for change. Report of The Lancet-University of Oslo Commission on Global Governance for Health.  
The Lancet, 383, 630–667. Copyright © 2014, with permission from Elsevier.
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heard but, most importantly, reconciled in ways that 
allow legitimate collective action?

Ultimately, the challenges faced by GHG cannot 
be reduced to technical or administrative fixes. If only 
a new vaccine could be developed, if only new technol-
ogy could be applied more widely, if only a financial 
oversight committee could be formed to watch over 
the disbursing of available resources—these are all 
important achievements in GHG but will not deliver 
the kinds of changes needed. The key challenges in 
GHG are fundamentally political: They do not deal 
with interferences with scientific or rational action, but 
rather with building institutions that enable the agreed 
exercise of power for collective action. The proposal 
to create a Committee C (EXHIBIT 21-6), for example, 
would retain the primary role of WHO member states, 
while enabling “major stakeholders in global health— 
international agencies, philanthropic organizations, 
multinational health initiatives, and representatives 
from major civil-society groups, particularly those 
who legitimately represent the most vulnerable pop-
ulations”—to feed more actively into state-led deci-
sion making (Silberschmidt,  Matheson, & Kickbusch, 
2008, p. 1485).

Supporting Institutional Innovation in 
Global Health Governance
As described in the previous section, while there is 
broad agreement that existing institutions face many 

problems, agreed ways of moving forward to address 
them are lacking. Proposals to strengthen GHG to 
date have ranged from the reform of selected inter-
national organizations (notably focused on WHO) to 
the design of an entirely new GHG architecture. On 
the one hand, numerous, and largely unsuccessful, 
efforts to “fix” WHO since the 1990s have produced 
“reform fatigue.” On the other hand, the design of an 
entirely new system has not been supported by a clear 
and agreed vision of what it should look like (Gill & 
 Benatar, 2016; Lee & Pang, 2015; Youde, 2012).

To get beyond this impasse, after so much debate 
and numerous initiatives, a potentially useful way 
forward is to draw on thinking about institutional 
innovation. Institutional innovation is defined by 
Raffaelli and Glynn (2015, p. 1) as “novel, useful, and 
legitimate change that disrupts the cognitive, nor-
mative or regulative mainstays of an organizational 
field.” Institutional innovation can occur along a 
continuum ranging from incremental change within 
existing institutions (modification) to more radical 
change in the form of creating new institutions (dis-
ruptive innovation). Institutional innovation theory 
has received substantial attention in business stud-
ies in the context of explaining success and failure in 
companies’ adaptation to fast-paced globalization. 
Thus, by the mid-2000s, institutional theory had 
shifted from a focus on explaining stability, perma-
nence, and homogeneity, to increased attention to 
change and variation.

Reprinted from Silberschmidt, G., Matheson, D., & Kickbusch, I. (2008). Creating a committee C of the World Health Organization. The Lancet, 371: 1483–1486. Copyright © 2008,  
with permission from Elsevier.

EXHIBIT 21-6 Proposal to Create a Committee C of the World Health Assembly

Currently the formal work of the WHA is focused on determining the policies of WHO itself and on making recommendations 
for member states. The assembly is the key annual event of global health, sometimes more because of the many informal 
and formal side-meetings than for its agenda. The consequence is that many major decisions in global health are taken 
unlinked to the formal business of the assembly. . . . The mechanism we propose is to consider the establishment of a 
committee C of the WHA. This committee would debate major health initiatives by other key players in the global-health 
arena. It would provide the opportunity for these organizations to present their plans and achievements to the delegates 
of the WHA and the nongovernmental organizations in official relations with WHO. It would also provide an opportunity 
to address coordination and common concerns of different partners in global health. Organizations wishing to make use 
of this mechanism would send their proposal to WHO’s executive board, which would set the agenda for this committee 
as it does with the existing committees.

A committee C would need rules of procedures that give sufficient space to the other groups involved while fully 
respecting the role of governmental delegations. This double requirement could be met by proposing resolutions for 
adoption by the plenary of WHA as in committees A and B, but to explicitly welcome within such resolutions commitments 
independently taken by other partners that would be annexed to the resolution (panel). With such a procedure the other 
entities keep their full independence by autonomously adopting—according to their internal rules—their declarations to 
be annexed. There is an interaction between the member states and the other entities in committee C on the conditions 
and methods under which to annex a declaration and the core of the resolution. Member states keep their sovereignty in 
the final adoption of the resolution in the WHA plenary where other stakeholders cannot vote or intervene.
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Institutional innovation has so far received lim-
ited attention in the study of public institutions, par-
ticularly international organizations. Nevertheless, 
some examples can be cited of institutional innova-
tion occurring to support GHG in response to the dis-
connect between the forms of governance needed in a 
globalizing world and the institutional arrangements 
presently available (Smith & Lee, 2017). 

One important example is innovative financing 
mechanisms. The two traditional sources of health-
care financing at the national level have largely been 
various forms of taxation and out-of-pocket pay-
ments. At the international level, financing of health 
governance functions has been through assessed con-
tributions by governments according to their size and 
ability to pay (a form of taxation) and voluntary dona-
tions from individuals, states, and non-state actors. 
While funding for global health initiatives increased 
to unprecedented levels from the late 1990s until the 
global financial crisis beginning in 2008, available 
resources have fallen short of need. Where available 
funds through these two sources have not been suf-
ficient, innovative financing mechanisms have been 
developed. Many alternative financing mechanisms 
have emerged to fill the funding gap, such as taxation 
of global transactions (e.g., air travel, foreign currency 
exchange) and crowdsourcing. Relatedly, efforts to 
reduce the costs of global health activities have led to 
important innovations such as forward purchasing, 
generic pricing, and guaranteed contracts.

Another area where institutional innovation is 
occurring is disease surveillance, monitoring, and 
reporting using web-based technologies. In some 
ways, strengthening existing capacities is likely to be 
most appropriate in this area of focus. A good example 
is the revised International Health Regulations (2005). 
To prevent smaller-scale outbreaks from becoming 
larger-scale emergencies, all WHO member states 
need to have a minimum level of core capacities to 
detect, report, and respond to such events rapidly. 
Governments agreed to develop these core capacities 
by 2012 under the revised IHR following the SARS out-
break of 2002–2003. A failure to meet this deadline by 
many countries led to an extension of the target time 
frame to 2014. Following the Ebola virus outbreak, 
the deadline was further extended to 2019 (Moon  
et al., 2015). As of 2016, and based on self- assessments, 
approximately half of WHO member states had yet to 
comply, exposing the world to similar risks in future 
(Lillywhite, 2016). 

To support these efforts, the Global Health 
Security Agenda (GHSA) was launched in 2014 “to 
advance a world safe and secure from infectious dis-
ease threats, to bring together nations from all over 

the world to make new, concrete commitments, and to 
elevate global health security as a national leadership 
priority.” The GHSA was subsequently endorsed by the 
G7, with the governments of Finland and Indonesia 
hosting commitment development meetings (see the 
Public Health Infrastructure chapter for more infor-
mation on the GHSA). A 10-year strategic plan has 
also been set out by WHO to enable compliance by 
LMICs (WHO, 2016b). The overall lessons from the 
Ebola virus outbreak has been that noncompliance by 
LMICs needs to be addressed through financial sup-
port, rather than through changes to the IHR, which 
is considered “technically sound” ( Lillywhite, 2016).

For other functions, however, innovations apply-
ing information and communication technologies 
(ICTs), open source learning, and big data offer oppor-
tunities to improve the capacity to identify, track, and 
even predict disease outbreaks of global concern. An 
early example of ICT-based innovation is ProMed 
(Program for Monitoring Emerging Diseases), an 
Internet-based reporting system established in 1994 
to rapidly disseminate information on outbreaks of 
infectious diseases and acute exposures to toxins that 
affect human health, including those in animals and 
in plants grown for food or animal feed. ProMed cur-
rently reaches more than 70,000 subscribers in at least 
185 countries. It is open to all sources of information, 
including media reports, official reports, online sum-
maries, local observers, and ProMed subscribers. A 
team of expert human, plant, and animal disease mod-
erators screen, review, and investigate reports before 
posting them to the network. Reports are then distrib-
uted by email to direct subscribers and posted imme-
diately on the ProMed website (ProMed, n.d.). 

The Global Public Health Intelligence Network 
operates in a similar way by identifying outbreaks 
from websites, news wires, and local and national 
newspapers retrieved through news aggregators. 
Global Pulse is a flagship initiative of the United 
Nations  Secretary-General that is seeking to har-
ness big data safely and responsibly as a public 
good. A good example of the innovative use of big 
data (extremely large data sets that require analy-
sis computationally to reveal patterns, trends, and 
associations, especially related to human behavior 
and interactions) for global health is GermTracker 
(EXHIBIT 21-7).

Another example of institutional innovation 
has been representation in decision making. At the 
heart of GHG innovation is finding appropriate ways 
for decisions to be made collectively to identify and 
achieve shared goals. A longstanding concern with 
WHO has been the limited voice given to civil soci-
ety organizations, which have become increasingly 
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important in global health activities. Historically, 
WHA has been the plenary body through which gov-
ernments set priorities. Officially recognized non-
state actors can be given observer status at the WHA, 
for example, but obtaining this status is a highly 
selective process controlled by states. 

Overall, change has been too slow and too lim-
ited for many CSOs seeking to inject a more critical 
voice in WHO deliberations. The previously described 

limitations of WHO as an authoritative decision- 
making body raise the question of what kind of body 
is needed. Some have suggested an enhanced WHA 
through a committee C involving additional constit-
uencies beyond member state delegations, such as 
CSOs, charitable foundations, and other non-state 
actors (Exhibit 21-6). The People’s Health Assembly, 
a consortium of CSOs, was initiated by organizations 
that did not feel represented by existing institutional 

EXHIBIT 21-7 GermTracker

Researchers at the University of Rochester showed last year how Twitter can be used to predict how likely it is for a 
Twitter user to become sick. They have now used Twitter to model how other factors—social status, exposure to pollution, 
interpersonal interaction, and others—influence health. 

“If you want to know, down to the individual level, how many people are sick in a population, you would have to 
survey the population, which is costly and time-consuming,” said Adam Sadilek, postdoctoral researcher at the University 
of Rochester. “Twitter and the technology we have developed allow us to do this passively, quickly, and inexpensively; we 
can listen in to what people are saying and mine this data to make predictions.”

Many tweets are geo-tagged, which means they carry Global Positioning System (GPS) information that shows exactly 
where the user was when he or she tweeted. Collating all this information allows the researchers to map out, in space and 
in time, what people said in their tweets, as well as where they were and when they were there. By following thousands of 
users as they tweet and go about their lives, researchers also could estimate interactions between two users and between 
users and their environment.

Using tweets collected in New York City over a period of a month, the researchers looked at factors such as how often 
a person takes the subway, goes to the gym, or visits a particular restaurant; proximity to a pollution source; and online 
social status. They examined 70 factors in total. They then looked at whether these factors had a positive, negative, or 
neutral impact on the users’ health.

Some of their results are perhaps not surprising. For example, pollution sources seem to have a negative effect on health. 
However, the study marked the first time that this impact has been extracted from the online behavior of a large online 
population. The paper also reveals a broader pattern, in which almost any activity that involves human contact leads to 
significantly increased health risks. For example, even people who regularly go to the gym get sick marginally more often 
than less active individuals. Nevertheless, people who merely talk about going to the gym, but actually never go (verified 
based on their GPS data), get sick significantly more often. Thus, interesting confounding factors can now be studied at scale.

The technology that Sadilek and his colleague Professor Henry Kautz developed has led to a web application called 
GermTracker. The application color-codes users (from red to green) according to their health by mining information from 
their tweets for 10 cities worldwide. Using the GPS data encoded in the tweets, the app can then place people on a map, 
which allows anyone using the application to see their distribution.

“This app can be used by people to make personal decisions about their health. For example, they might want to avoid 
a subway station if it’s full of sick people,” Sadilek suggested. “It could also be used in conjunction with other methods by 
governments or local authorities to try to understand outbursts of the flu.”

During flu season, as the number of people with the flu across the United States increases, so do the number of people 
monitoring GermTracker. On some days in January, as many as 10,000 people visit http://fount.in where the app is hosted.

The model that Sadilek and his colleagues developed is based on machine learning. At the heart of their work is an 
algorithm that can distinguish between tweets that suggest the person tweeting is sick and those that do not. 

“It’s like teaching a baby a new language,” Sadilek said. He explained that they first generated a training set of data—5,000 
tweets that had been manually categorized and from which the algorithm can start to distinguish what words and phrases 
are associated with someone being sick. He added, “We need the algorithm to understand that someone who tweets ‘I’m 
sick and have been in bed all day’ should be characterized as sick, but ‘I’m sick of driving around in this traffic’ shouldn’t be.”

The application is also improving the algorithm. Every time users access the app and click on one of the colored dots 
that represent the tweeting users, they can see the specific tweet that led someone to be classified in a specific way. The 
application asks users to assess the tweet and say whether they agree with the classification. These data are fed back into 
the algorithm, which continues to learn from its mistakes.

University of Rochester. (2013). Using Twitter to predict the influence of lifestyle on health. http://www.rochester.edu/news/show.php?id=5532
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arrangements, which focused on WHO and member 
states. The four Global Health Watch (2014) reports 
were published as an alternative to the World Health 
Report published by WHO—they sought to offer a 
critical voice. Each report was intended to serve as

the definitive voice for an alternative discourse 
on health and health care. It covers a range of 
issues that currently impact on health, includ-
ing the present political and economic archi-
tecture in a fast-changing and globalized world; 
a political assessment of the drive towards Uni-
versal Health Coverage; broader determinants 
of health, such as gender-based violence and 
access to water; stories of struggles, actions 
and change; and a scrutiny of a range of global 
institutions and processes. It integrates rigor-
ous analysis, alternative proposals and stories 
of struggle and change to present a compelling 
case for a radical transformation of the way 
we approach actions and policies on health 
(Global Health Watch, 2014, Overview).

 ▸ Conclusion
The health impacts of contemporary globalization are 
now widely documented, and are recognized as being 

more extensive and intensive than the impacts that 
occurred in earlier periods of social change. The resul-
tant effects on health determinants and outcomes, 
affecting individuals and populations worldwide, pose 
fundamental challenges to how we govern health from 
the local level to the planetary level. “Global health” is 
now a widely used and accepted term, albeit one laden 
with imprecision and redundant meanings. A full 
transition in thinking and practice entails more than a 
change in nomenclature; it requires embracing a par-
adigmatic shift about health determinants and out-
comes. An understanding of the distinct meaning of 
global health, in turn, leads to different expectations 
about collective active to govern the health impacts of 
globalization. 

The transition from international to global 
health governance is also a work in progress, charac-
terized by conceptual fuzziness and contested views 
about what should be achieved and how to achieve 
it. Numerous challenges remain to be addressed, 
but many opportunities are available to approach 
these challenges using institutional innovation. This 
is already beginning to happen, resulting in the 
strengthening of some GHG functions in selected 
issue areas. It is more likely that the global health 
community will continue to move incrementally in 
this way, rather than adopt a wholesale redesign of 
existing institutional arrangements.

Discussion Questions
1. Which core functions do you believe an effec-

tive system of global health governance should 
serve?

2. How might the concept of network governance 
be used to link together existing institutional 
arrangements for global health? Are there any 
governance gaps that need filling?

3. Which stakeholders should be involved in mak-
ing decisions concerning global health? How 
should participation in decision making be 
governed?

4. Which functions might non-state actors per-
form in global health governance?
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(WHO) 
CETA Common Elements Treatment 

Approach 
CFI cultural formulation interview 
CFR case fatality ratio
CERF Central Emergency Response Fund 
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CHE complex humanitarian emergency 
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CHW community health worker
CI confidence interval
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CVD cardiovascular disease
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viruses 
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EOC emergency operations center
EPEC enteropathogenic Escherichia coli 
EPHF essential public health functions 
EPI Expanded Program on Immunization
EPIDOS European Patent Information and 

Documentation Systems
EPIET European Programme for Interven-

tion Epidemiology Training (ECDC)
EQ-5D European Quality of Life with Five 

Domains 
ERA environmental risk assessment
ERC Emergency Relief Coordinator (UN)
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FDA Food and Drug Administration (U.S.)
FDC fixed-dose combination
FDI foreign direct investment
FELTP Field Epidemiology and Laboratory 

Training Program
FENSA Framework for Engagement with 

Non-State Actors 
FETP Field Epidemiology Training 

Program
FMD Falsified Medicines Directive (EU) 
FTA free trade agreement
G8 Group of Eight
G20 Group of 20
GAMDI Global Alliance for Medical Diag-

nostics Initiative 
GATS General Agreement on Trade in Ser-

vices (WTO) 
GATT General Agreement on Tariffs and 

Trade 
GAVI Global Alliance for Vaccines and 

Immunizations
GBD Global Burden of Disease
GBV gender-based violence
GCGMH Grand Challenges in Global Mental 

Health 
GDI gross domestic income
GDM gestational diabetes mellitus
GDP gross domestic product
GFATM Global Fund to Fight AIDS, Tuber-

culosis and Malaria (Global Fund)
GHD global health diplomacy
GHG global health governance
GHI global health initiative
GHO Global Health Observatory 
GHS Ghana Health Service
GHSA Global Health Security Agenda 
GIS geographic information system
GISRS Global Influenza Surveillance and 

Response System (WHO)
GLASS Global AMR Surveillance System 
GloPID-R Global Research Collaboration for 

Infectious Disease Preparedness 
GMP Good Pharmaceutical Manufactur-

ing Practice 
GNI gross national income 
GNP gross national product
GOARN Global Outbreak Alert and Response 

Network
GOBI growth monitoring, oral rehydration, 

breastfeeding, and immunization
GPHF Global Pharma Health Fund 

(Germany) 

GPHIN Global Public Health Intelligence 
Network 

GPPP global public–private partnership
GTS Global Technical Strategy for Malaria 

2016–2030 
HAI Health Action International 
HALE health-adjusted life expectancy 
HANCI Hunger and Nutrition Commitment 

Index 
HARITA Horn of Africa Risk Transfer for 

Adaptation Program 
HAV hepatitis A virus
HAZ height-for-age z-score 
HBV hepatitis B virus
HCE healthcare expenditure
HCV hepatitis C virus
HDA Health Development Army 

(Ethiopia)
HDP health-damaging pollutant
HDV hepatitis D virus
HeaLY healthy life years
HEV hepatitis E virus
HEW health extension worker
HF hemorrhagic fever
HIA health impact assessment
HiAP Health in All Policies
Hib Haemophilus influenzae type b 
HIC high-income country
HIPAA Health Insurance Portability and 

Accountability Act (U.S.)
HiTAP Thai Health Intervention and Tech-

nology Assessment Program 
HIV human immunodeficiency virus
HMIS health management information 

system 
HMN Health Metrics Network 
HPAI highly pathogenic avian influenza 
HPV human papillomavirus
HR hazard ratio; human resources
HSA health surveillance assistant
IADLs instrumental activities of daily living 
IAH intersectoral action of health
IANPHI International Association of National 

Public Health Institutes 
IARC International Agency for Research 

on Cancer
IASC Inter-Agency Standing Committee 
IAVI International AIDS Vaccine Initiative 
ICCC Innovative Care for Chronic 

Conditions 
ICCIDD International Council for the Con-

trol of Iodine Deficiency Disorders 
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iCCM Integrated Community Case 
Management 

ICD International Classification of 
Diseases

ICD-10 International Classification of 
 Diseases—Tenth Revision

ICD-11 International Classification of Dis-
eases—Eleventh Revision

ICER incremental cost-effectiveness ratio 
ICESCR International Covenant on Eco-

nomic, Social and Cultural Rights 
ICF International Classification of Func-

tioning, Disability, and Health
ICIDH International Classification of 

Impairments, Disabilities, and 
Handicaps

ICMI Integrated Management of Child-
hood Illness 

ICPD International Conference on Popula-
tion Development

ICRC International Committee of the Red 
Cross

IDD iodine-deficiency disorders
IDDO Infectious Diseases Data Observatory 
IDP internally displaced person
IDRC International Development Research 

Centre 
IDSR Integrated Disease Surveillance and 

Response (Pakistan) 
IFA iron–folic acid (supplement)
IFPMA International Federation of Pharma-

ceutical Manufacturers & Associations 
IGO international governmental 

organization 
IHME Institute for Health Metrics and 

Evaluation 
IHP International Health Partnership
IHR International Health Regulations
ILO International Labour Organization
IMAI Integrated Management of Adult 

Illness 
IMCI Integrated Management of Child-

hood Illness
IMF International Monetary Fund
IMNCI Integrated Management of Newborn 

and Childhood Illness 
IMPACT International Medical Products 

Anti-Counterfeiting Taskforce 
IMR infant mortality rate
INCAP Instituto Nutricional de Central 

America y Panama

INFORMAS International Network for Food and 
Obesity/NCDs Research, Monitor-
ing, and Action Support 

INGO international nongovernmental 
organization

INRUD International Network for Rational 
Use of Drugs 

IP intellectual property
IPC infection prevention and control 
IPCC Intergovernmental Panel on Climate 

Change (UN)
IPR intellectual property rights 
IPT interpersonal therapy 
IPV injectable polio vaccine 
IQ intelligence quotient
IS implementation strength
ISARIC International Severe Acute Respi-

ratory and Emerging Infection 
Consortium 

ISC International Sanitary Convention 
ISH International Society for 

Hypertension 
ITN insecticide-treated net
IUD intrauterine device
IUGR intrauterine growth restriction
IYC infants and young children
IYCF infant and young child feeding 
JEE Joint External Evaluation 
JPEPA Japan–Philippines Economic Part-

nership Agreement 
LAZ length-for-age z-score 
LBW low birth weight
LGBTI lesbian, gay, bisexual, transgender, 

and intersex 
LI lifestyle index
LiST Lives Saved Tool 
LMICs low- and middle-income countries 
LNS lipid-based nutrient supplements 
LPG liquefied petroleum gas 
MAC Mycobacterium avium complex 
MCE multi-country evaluation
MCH mean cell hemoglobin; maternal and 

child health 
MCHC mean cell hemoglobin concentration 
MCV mean cell volume 
MDGs Millennium Development Goals 
MDR-TB multidrug-resistant tuberculosis 
MERS Middle East respiratory syndrome 
MHIN Mental Health Innovation Network 
MHSSS Mental Health Services Satisfaction 

Scale 

926 Acronyms



MHW mental health worker
MI myocardial infarction
MICS Multiple Indicator Cluster Surveys 

(UNICEF) 
MIS management information system; 

malaria indicator survey
MISP minimum initial service package 
MLEM Model List of Essential Medicines 

(WHO) 
MMR maternal mortality ratio
MMV Medicines for Malaria Venture
MNCH maternal, newborn, and child health
MNS mental, neurologic, and substance 

use disorders 
MOH ministry of health
MR mortality rate
MSF Médecins sans Frontières
MSM men who have sex with men
MT medical transcription
MUAC mid-upper arm circumference
NAFTA North American Free Trade 

Agreement 
NAM National Academy of Medicine 

(U.S.)
NATO North Atlantic Treaty Organization 
NCCIH National Center for Complementary 

and Integrative Health (U.S.)
NCD noncommunicable disease 
NEP National Evaluation Platform 
NGO nongovernmental organization 
NHC neighborhood health committee
NHIF National Health Insurance Fund 

(Tanzania)
NHS National Health Service (U.K.)
NICE National Institute for Clinical Excel-

lence (U.K.)
NID National Immunization Day 
NIH National Institutes of Health (U.S.)
NIMH National Institute for Mental Health 

(U.S.)
NMCP National Malaria Control Program 

(Tanzania) 
NME new molecular entity
NMR neonatal mortality rates
NMRA national medicines regulatory 

authority 
NPHW non-physician healthcare worker
NTD neglected tropical disease
OCHA Office for the Coordination of 

Humanitarian Affairs (UN)
ODA official development assistance 

OECD Organization for Economic Cooper-
ation and Development

OOP out of pocket
OOS out of specification
OP outpatient
OPV oral polio vaccine
OR odds ratio
ORS oral rehydration solution
ORT oral rehydration therapy
P4P pay for performance
PAF population-attributable factor
PAHO Pan American Health Organization
PATH Program for Appropriate 

 Technology in Health 
PCBs polychlorinated biphenyls 
PCIS patient care information system
PCR polymerase chain reaction
PDP productive development partnership
PEF Pandemic Emergency Financing 

Facility (World Bank) 
PEM protein-energy malnutrition 
PEN Package of Essential Medicines and 

Technologies for Non- Communicable 
Disease Interventions 

PEP post-exposure prophylaxis (for HIV)
PEPFAR President’s Emergency Plan for AIDS 

Relief
PEV Expanded Program on Immuniza-

tion (French)
PHC primary health care
PHE Public Health England 
PHEIC public health emergency of interna-

tional concern
PHFI Public Health Foundation of India 
PHR Physicians for Human Rights 
PIEA political and institutional economy 

analysis 
PLHIV people living with HIV 
PLWHA people living with HIV and AIDS 
PMNCH Partnership for Maternal, Newborn, 

and Child Health 
POC point of care
POLHN Pacific Open Learning Health Net 
PPI Private Participation in Infrastructure
PPM public–private mix 
PPP purchasing power parity; public– 

private partnership 
PPTC Pacific Paramedical Training Centre 
PRA participatory reflection and action; 

probabilistic risk assessment 
PrEP pre-exposure prophylaxis (for HIV)
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PRIME Program for Improving Mental 
Health Care 

PRSP Poverty Reduction Strategy Paper
PSAC Policy Strategy Advisory Committee
PSR pressure–state–response 
PTSD post-traumatic stress disorder 
QA quality assurance
QALY quality-adjusted life year 
QC quality control
QWB quality of well-being
RAE retinol activity equivalent
RAP Rapid Assessment Procedure
RARE Rapid Assessment, Response, and 

Evaluation
RBM Roll Back Malaria Partnership
RBP retinol binding protein 
RCT randomized controlled trial
R&D research and development
RDA Recommended Dietary Allowance 
RDoC Research Domain Criteria (U.S.) 
REDISSE Regional Disease Surveillance 

Systems Enhancement (African 
program) 

REQA Regional External Quality 
Assessment 

RHU Refugee Health Unit (Somalia)
RR relative risk
RSV respiratory syncytial virus
RTA regional trade agreement
RUTF ready-to-use therapeutic food 
RWJF Robert Wood Johnson Foundation
SAARC South Asian Association for Regional 

Cooperation 
SAM severe acute malnutrition
SARS severe acute respiratory syndrome
SD standard deviation
SDGs Sustainable Development Goals
SDH social determinants of health
SDHE social determinants of health equity
SEA-EU-NET Southeast Asia–Europe Joint 

Funding Scheme for Research and 
Innovation 

SFP supplementary feeding program
SGA small for gestational age
SIP sector investment program
SMART specific, measurable, attainable, rele-

vant, and time bound (objectives) 
SPS Agreement on the Application of 

Sanitary and Phytosanitary Measures 
(WTO) 

SSB sugar-sweetened beverage
STEM science/technology/engineering/

mathematics 
STEPS STEPwise approach to Surveillance
STI sexually transmitted infection
SWAp sector-wide approach
SWOT strengths, weaknesses, opportunities,  

and threats
TAC Treatment Action Campaign
TB tuberculosis
TBT Agreement on Technical Barriers to 

Trade (WTO)
TCM traditional Chinese medicine
TDR WHO-based Special Programme for 

Research and Training in Tropical 
Diseases

TEA total exposure assessment 
TEHIP Tanzania Essential Health Interven-

tions Project 
TFC transnational food company
TFP therapeutic feeding program
TFR total fertility rate
THET Tropical Health and Education Trust 
TIA trade and investment agreement
TNC transnational corporation
TPP Trans-Pacific Partnership 
TRAP traffic-related air pollution 
TRIPS Trade-Related Intellectual Property 

Rights (WTO)
TRL Transport Research Laboratory
TSH thyroid-stimulating hormone
TTIP Transatlantic Trade and Investment 

Partnership 
UCT unconditional cash transfer
UDHR Universal Declaration of Human 

Rights 
UHC universal health coverage
UI urinary iodine
UK PHRST U.K. Public Health Rapid Support 

Team 
UN United Nations
UNAIDS United Nations Programme on HIV/

AIDS
UNAMID United Nations–African Union Mis-

sion in Darfur 
UNCED United Nations Conference on Envi-

ronment and Development
UNCHR United Nations Commission on 

Human Rights
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UNCPRD United Nations’ Convention on the 
Rights of Persons with Disability 

UNCTAD United Nations Conference on Trade 
and Development

UNDP United Nations Development 
Program

UNEP United Nations Environment Program 
UNESCO United Nations Educational, Scien-

tific and Cultural Organization
UNFPA United Nations Population Fund
UNGC United Nations Global Compact
UNHCR United Nations High Commissioner 

for Refugees
UNICEF United Nations Children’s Fund
UNISDR United Nations Office for Disaster 

Risk Reduction 
USAID U.S. Agency for International 

Development
USP United States Pharmacopoeia 
UV ultraviolet
UVR ultraviolet radiation 
VA verbal autopsy

VAT value-added tax
VVM vaccine vial monitor 
WASH water, sanitation, and hygiene 
WAZ weight-for-age z-score 
WCH women’s and children’s health 
WEIRD Western, educated, industrialized, 

rich, and democratic 
WFP World Food Program 
WHA World Health Assembly 
WHO World Health Organization 
WHZ weight-for-height z-score 
WIPO World Intellectual Property 

Organization 
WLZ Weight-for-length z-score
WPRO Western Pacific Regional Office 

(WHO)
WTO World Trade Organization
XDR-TB extremely drug-resistant tuberculosis
YLD years of life lived with disability 
YLL years of life lost
YP-CDN Young Professionals Chronic Disease 

Network
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CMR. See Crude mortality rate
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rehabilitation/repatriation/recovery, 
586–588

responses to, 560–561
communicable disease control, 

578–584

934 Index
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polio viruses

D
Dahlgren and Whitehead model, 97
DALE. See Disability-adjusted life 

expectancy
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Diarrheal diseases and pneumonia, 267
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Diffusion of health innovations model, 

56–58
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consequences of, 653
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See Childhood vaccine-
preventable diseases

chronic. See Chronic disease
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395–396

Electricity, destruction of public utilities 
in civil conflict and, 547

Electronics recycling, export of, 526
El Niño event, 510
EMERALD. See Emerging Mental Health 
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symptoms. See Diarrhea

Enteropathogenic Escherichia coli, 208
Enterotoxigenic Escherichia coli (ETEC), 

208, 268
Environmental enteric dysfunction, 309
Environmental events domain, mental 

health determinant, 435–436
Environmental exposures, 478
Environmental hazards, 478, 479t

distribution of and factors 
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Fire-related injuries, risk factors, 396
Flow chart risk factors, disease with 

health outcomes, 35f
Flow of medicines in public and private 

sectors, 745, 746f
FluNet, 907e
FMD. See Falsified Medicines Directive
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